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Abstract
Racial and gender bias, from advertisement to political
rhetoric, is ubiquitous in persuasion. However, the impact
of bias on persuasive discourse is often muddied by intent
and framing. Reasoners practicing anti-racism may be more
likely to scrutinize racially-specific arguments, while argu-
ments made by women may only be diminished when they are
emotionally charged. We sought to study how humans evalu-
ate interpretive arguments, what makes certain arguments per-
suasive, and the impact of bias and emotionality on persuasive-
ness. We found that shallow heuristics such as argument length
and readability are poor indicators for persuasive impact, but
reasoners are more likely to be persuaded by arguments made
by White people, particularly White women. Further, no dif-
ference was observed based on a reasoner’s ability to see the ar-
guer’s face, implying that judgments are made solely by name
recognition. Our focus on written arguments has broad impli-
cations for information literacy and racial justice.
Keywords: interpretive arguments, persuasion, racial bias,
gender bias, emotionality

Introduction
As decision-making autonomy is increasingly delegated to ar-
tificially intelligent systems, we also require reliable means
of ensuring such systems reason and act appropriately. In hu-
mans, we encourage moral rectitude by assigning laws and
rules that use open-textured language, thereby allowing their
exact interpretations to be delegated to the rational discretion
of collective human reasoners. However, this relies on such
discretion being free of bias and on the general agreement of
the collective as to what is a rational interpretation. For exam-
ple, a rule instructing a driver to keep to the right side of the
road “as far as safely possible” may invite disagreement. Dis-
agreements about the proper interpretation of open-textured
terms in rules are often settled through interpretive arguments
(Sartor, Walton, Macagno, & Rotolo, 2014). Unstructured ar-
gumentation, however, often invites the deleterious effects of
cognitive bias (Kahneman, 2011; Stanovich & West, 2007).
The impact of such biases on argument persuasiveness can
be particularly difficult to disentangle and may vary from one
reasoner to another. Thus, the exact role that bias plays on
interpretive arguments and their persuasiveness is not fully
understood.

As such, to fully determine the quality of an interpretive
argument as a means of persuasion, we must consider two
variables: (1) the judgment of the argument’s persuasive im-
pact relative to an alternative argument; and (2) the inter-
rater reliability of said judgment, i.e., the agreement between

multiple reasoners about an argument’s persuasiveness. A
judgment indicating a lower average persuasiveness with high
inter-rater reliability would suggest an objectively poorer ar-
gument. However, a judgment indicating a lower average per-
suasiveness with low inter-rater reliability may suggest polar-
izing impacts of bias. Therefore, in this paper, we aim to de-
termine what factors affect the persuasiveness and inter-rater
reliability of written interpretive arguments. Specifically, we
set about to answer:

RQ1 Do any shallow linguistic features influence interpre-
tive argument persuasiveness?

RQ2 Is there a significant difference in persuasiveness or
inter-rater reliability based on an arguer’s race or gender?

RQ3 Is there a significant difference in persuasiveness or
inter-rater reliability based on the ability to see an arguer’s
face?

RQ4 Is there a significant difference in inter-rater reliability
based on the incidence of emotional reactions to an argu-
ment?

Before we discuss each of these research questions in-
depth, we will present the dialogue environment we use
throughout our experiments.

Aporia: A Platform to Study Interpretive Reasoning
Aporia (Marji & Licato, 2021) is an argumentation dialogue
environment designed to create structured datasets of oppos-
ing interpretive arguments. Players compete by arguing for
or against certain interpretations of open-textured rules. The
game is designed to be fun in order to incentivize willing
participation and obtain useful datasets. Aporia is played in
rounds by any group of three or more people. At the begin-
ning of each round, two players are randomly chosen to ar-
gue against each other, and a third player is designated as a
judge. The players are provided with an ethical rule for a
given professional association and a scenario. For example,
the rule “teachers need to act professionally with students”
could be paired with the scenario “some teacher exchanges
some light-hearted jokes with a student during recess.” Would
the teacher’s action be considered “professional” in the sense
meant by the rule?
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Figure 1: Screenshot of Aporia during the judge’s turn.

After the players read the rule and the scenario, Player 1
decides if they wish to argue for or against the scenario com-
plying with the rule, and they submit an argument for their
interpretation. Player 2 then presents a counterargument by
casting doubt on the validity of the first argument. Player
2 does not necessarily need to argue for the opposing view,
only that Player 1’s argument is invalid or incomplete. This
caveat is designed to counter-balance Player 1’s advantage in
choosing which side they wish to argue, as it can be assumed
that they will take the most easily defensible position. Fi-
nally, the judge decides if Player 1 has convincingly made
their argument or if Player 2 has successfully invalidated it
and announces the winner. The judge must also provide a
brief justification for their judgment. Once a winner is an-
nounced, the round ends, and a new round begins. All ac-
tions, including reading the scenario and announcing the win-
ner, are time-constrained to ensure the game proceeds in an
orderly fashion. Figure 1 shows a partial screenshot of the
Aporia interface.

The scenarios presented to the players were collected from
a previous experiment (Licato, Marji, & Abraham, 2019)
where participants were asked to write scenarios which were
ambiguous with respect to specified open-textured terms
within a given rule. While the use of interpretive arguments
was not enforced for this experiment, the scenarios were cho-
sen to encourage interpretive argumentation, as studying in-
terpretive arguments is the primary motivation behind Apo-
ria’s design.

Can linguistic features predict persuasion?
Several studies have attempted to quantify the impact of lin-
guistic features in isolation or in combination with other fac-
tors, and simple features have been shown to have measur-
able predictive power for persuasion (El Baff, Wachsmuth,
Al Khatib, & Stein, 2020; Longpre, Durmus, & Cardie, 2019;
Durmus & Cardie, 2018). Linguistic features may impact
trustworthiness and competence, the main components of ar-
guer credibility (McGinnies & Ward, 1980; McCroskey &
Young, 1981), which in turn affects persuasion (Pennebaker,
Boyd, Jordan, & Blackburn, 2015). For example, word count
has been shown to be a reliable measure of trustworthiness
(Larrimore, Jiang, Larrimore, Markowitz, & Gorski, 2011;
Lucas, Stratou, Lieblich, & Gratch, 2016). Sophisticated
language, as measured by average number of letters and ar-
gument readability, impacts engagement in conjunction with
other features (Xu, Ellis, & Umphrey, 2019). The use of un-
common words might suggest technical competency but may
also decrease readability.

Thus, we first set out to understand whether these surface-
level linguistic and textual features have an effect on interpre-
tive argument persuasiveness. If so, this might suggest that
the factors that make certain arguments more persuasive than
others can be reduced to simple patterns, shallow heuristics,
or surface-level features in the arguments themselves. Fur-
thermore, as this was the first time that Aporia was used in an
experimental setting, it is worthwhile to establish its value as
a platform for studying interpretive reasoning.
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Method
Participants A total of 19 participants were recruited from
Amazon Mechanical Turk (mTurk) to play Aporia using a
web interface we developed. Each participant received $30
for full participation. Participants were asked to provide their
gender, race, occupation, and annual income. All demo-
graphic questions were optional.

Procedure All game sessions were announced 3 hours in
advance on mTurk, and players were provided the scheduled
session time. After signing up for the announced game ses-
sion, players watched a 15-minute training video. They then
answered qualification questions that we reviewed to ensure
they understood the instructions clearly and were willing to
make the expected effort. Players were informed once their
qualifications were accepted and were reminded of the sched-
uled session time. Players were instructed to allocate 3 hours
to play 12 rounds in a game session. In practice, most game
sessions lasted less than 2 hours.

The game consisted of four phases. The first phase was the
reading phase, where players were given 90 seconds to read
the rule and the scenario for that round. In the second phase,
Player 1 was given 120 seconds to announce the side they
wished to argue for and provide their argument. In the third
phase, Player 2 was given 30 seconds to read Player 1’s argu-
ment, and 120 seconds to deliver their counterargument. Fi-
nally, the fourth phase was the judging phase where the judge
had 180 seconds to decide the winner and provide an expla-
nation for their decision. If the time ran out in a player’s turn,
whatever they had written was automatically submitted.

Results
We collected 48 complete game rounds. Each record in-
cludes the profession, rule, scenario, side chosen by Player
1, the first and second arguments, the winner, and the expla-
nation provided by the judge. Table 1 shows some statistics
of the collected dataset. For more statistics, including average
words per sentence and average word length of the arguments,
refer to (Marji & Licato, 2021).

Table 1: Some statistics of the collected dataset

Player 1 Player 2 Total
Argues For 30 18 48
Argues For and Wins 22 9 31
Argues Against and Wins 9 8 17
Total 31 17 48

We analyzed the data for statistical features which may pre-
dict the winning argument. We used simple algorithms that
do not require much data, such as support-vector machines,
Naive Bayes, and decision trees. We calculated features such
as the number of words, the average number of letters in each
word, the Flesch reading score (Flesch, 1948) (among other

readability scores), Term Frequency - Inverse Document Fre-
quency (TF-IDF) (K. S. Jones, 1972), and similar features.
The results indicate no simple heuristics or obvious biases
that may predict the winning argument aside from a prefer-
ence for the first argument over the counterargument.

Can arguer’s race / gender impact persuasion?

Interpersonal biases may also influence persuasive discourse
by impacting an arguer’s perceived credibility. However, such
bias may not be readily apparent or inherently negative. Rea-
soners have been found to rate arguments as less persua-
sive when made by Black arguers, but only when the argu-
ment was also deemed to be extremely emotional or racial
(Apfelbaum, Sommers, & Norton, 2008; Schultz & Maddox,
2013). Moreover, the persuasiveness of Black arguers is rou-
tinely diminished by poor argument quality (Schultz & Mad-
dox, 2013) and improved when the arguments are counter-
indicative of Black self-interests (Petty, Fleming, Priester, &
Feinstein, 2001). However, some studies also suggest that
non-biased reasoners are more likely to scrutinize arguments
made by Black arguers than biased reasoners in an effort to re-
duce prejudice (Devine, Monteith, Zuwerink, & Elliot, 1991;
Petty, Fleming, & White, 1999).

The effect of gender bias on persuasion is equally nu-
anced. Little gender gap is reported in persuasiveness or
perceived competence of expert recommendations (Greve-
Poulsen, Larsen, Pedersen, & Albæk, 2021). However, rea-
soners have been found to rate gender-based arguments as
less persuasive when women make them than when men
make them (Gervais & Hillard, 2014) and politically-charged
arguments have a high variance in persuasiveness based on
the arguer’s gender and the reasoner’s political ideology
(Anderson-Nilsson & Clayton, 2021). These results indicate
an unclear understanding of the actual impact of interpersonal
bias on persuasion.

Therefore, we designed a study to determine whether an
argument would be judged as less persuasive and whether the
inter-rater reliability of the judgments would be lower if the
argument were made by a woman or a Black person. We
anticipate that minority arguers will be perceived as less per-
suasive overall but that the exact effects of interpersonal bias
will be polarizing, as noted in the literature, leading to lower
inter-rater reliability. Such a result would ordinarily be un-
expected when presenting reasoners with the same argument.
However, we hypothesize that both positive and negative im-
plicit biases will skew the results.

Method

Participants A total of 158 participants were recruited
from mTurk and asked to take one of four different surveys
in Qualtrics. Each participant received either $6 or $12 for
participation, depending on the length of the survey and the
estimated time commitment. No demographic data on partic-
ipants was collected.
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Procedure Each participant was directed to complete a sur-
vey depicting ethical scenarios. Each scenario included a pro-
fession, an ethical rule, and an action performed by such a
professional. The scenario then presented an initial argument,
taken from the results of RQ1, either for or against the action
following the ethical rule. The argument order was reversed
from the player order in RQ1 where the argument structure
allowed, i.e. where Player 2’s argument did not directly ref-
erence Player 1’s argument. Of 19 unique scenarios, 12 were
presented in the original player order from RQ1 and 7 had
the player order reversed. Participants were asked to judge
the persuasiveness of the initial argument on a Likert-style
scale (Likert, 1932) from 1 (very unconvincing) to 5 (very
convincing). They were then presented with a counterargu-
ment and asked which argument they found more convincing
overall. All four surveys were identical save for the inclusion
of a fake name and profile icon to represent each arguer. This
allowed us to compare participants’ judgments across racial
and gender perceptions while keeping all else equal.

30 racially-specific names were selected by localizing the
100 most popular names for Black babies born between 2011
and 2016 in New York and Texas and eliminating names that
were also in the 40 most popular names for White, Hispanic,
or Asian babies. We also removed alternate spellings of the
removed names (e.g., Chloe and Khloe), names that were in
the top 100 for both boys and girls (e.g., Skylar and Taylor),
and names that are diminutives of other names (e.g., Sam and
Abby). The top eight boy names and eight girl names were
then used. A converse method was used to select the top 14
White names.

Participants were not initially informed that the experiment
considered racial and gender bias. Instead, the informed con-
sent procedures stated that the experiment was considering
how people judge the persuasiveness of arguments. This was
intended to ensure participants’ honest responses despite the
experiment’s sensitive nature. All participants were debriefed
of the deception following the survey and given the option to
withdraw their data without penalty. No participants with-
drew from the experiment following the debrief.

Results
Across the 158 participants, we captured 4,112 persuasion
ratings. We found two significant outliers in the persuasion
ratings. The first was excluded for rating every argument as
”very convincing.” The other participant’s ratings were sig-
nificantly lower overall, but the variance and relative polarity
of ratings was consistent with other participants. Therefore,
we determined that this participant likely had a lower than
average level of credulousness and their data was retained.
There were no significant differences in persuasion across the
remaining participants, indicating that individual variance in
mood, confidence, or credulousness did not significantly im-
pact the results.

Individuals’ average persuasion ratings ranged from 2.5 to
4.6 out of 5. As in RQ1, we found no significant indication
towards the winning argument based on linguistic features.

However, we did note a significant preference for the first ar-
gument over the counterargument. We found this to be a di-
rect result of the preference for Player 1’s argument reported
in RQ1, although the result was weakened due to reversing
some argument orders.

Figure 2 displays the average persuasiveness of each of the
studied groups over all scenarios. The higher than average
inter-rater reliability for White women could indicate that, in
general, arguments made by White women were considered
to be of higher quality than those made by other arguers. We
will attempt to confirm this statistically.

Figure 2: Persuasiveness of Studied Groups.

Statistical comparisons were performed in several ways.
To determine whether the same argument would be more
or less persuasive when made by a different arguer, we per-
formed a paired Welch’s t-test for unequal variances (Welch,
1947). Next, we performed an unpaired Welch’s t-test to de-
termine significant differences in the arguers’ general persua-
siveness. For both paired and unpaired scenarios we calcu-
lated the coefficient of variation (CV) as a measure of inter-
rater reliability and performed a z-test to determine whether
the reliability was significantly different for different arguers.
Finally, we performed a single-factor ANOVA (Fisher, 1925)
on each scenario to determine whether certain scenarios had
significant differences in persuasiveness when the arguers’
race or gender was changed. These results are given in Ta-
bles 2 and 3.

Table 2: Test Statistics for Paired Scenarios.

Test Persuasion CV
White Men : White Women 1.123 -1.3357
White Men : Black Men -0.3576 0.0523
White Men : Black Women -0.3481 -0.0493
White Women : Black Men 0.4542 -0.944
White Women : Black Women 1.5954 -1.2275
Black Men : Black Women -3.5123∗∗ 2.9062∗∗

White : Black 0.698 -0.9812
Men : Women -1.5442 1.0794

∗ P < .05
∗∗ P < .01
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Table 3: Test Statistics for Unpaired Scenarios.

Test Persuasion CV
White Men : White Women -2.2306∗ 1.7499
White Men : Black Men 0.6415 -0.7606
White Men : Black Women 0.5385 -1.2858
White Women : Black Men 3.007∗∗ -2.6144∗∗

White Women : Black Women 1.6339 -3.1156∗∗

Black Men : Black Women -1.1921 -0.5767
White : Black 1.7509∗ -2.752∗∗

Men : Women -2.4651∗∗ 0.7903
∗ P < .05
∗∗ P < .01

The average persuasion ratings for arguments made by
Black men were significantly lower than for the same argu-
ments made by Black women. Further, there was a signifi-
cant difference in inter-rater reliability, implying an argument
made by a Black man was considered systematically poorer
than the same argument made by a Black woman. Addition-
ally, an argument made by a White woman was considered
slightly more persuasive than the same argument made by
a Black woman, and an argument made by a woman was
considered slightly more persuasive than the same argument
made by a man. The latter may have been skewed by the pref-
erence for arguments made by Black women over Black men,
but the preference for arguments made by women also in-
creased significantly when considered in general, as opposed
to across paired scenarios.

When considering unpaired scenarios, we also found par-
ticipants considered arguments made by White people sig-
nificantly more persuasive than those made by Black peo-
ple, with a significantly lower CV. These findings hold when
considering individual scenarios, as the most significant dif-
ferences in persuasiveness and inter-rater reliability were in
those scenarios comparing Black men with other arguers.

Can seeing an arguer’s face impact persuasion?
Although we can observe some impact of race and gender
on persuasion, it is not immediately clear how reasoners clas-
sify arguers into demographic categories. Do they identify ar-
guers based on visual cues, recognition of racially- or gender-
specific names, or some combination therein? Previous re-
search has indicated that reasoners seeing the arguer could
increase the persuasive impact of poor arguments (Heim, Ast-
ing, & Schliemann, 2002). However, this was attributed to
the social obligation of an arguer and a reasoner perceiving
one another in a verbal exchange, as opposed to a reasoner
independently judging a written argument. Further, no con-
sideration was made for codependent biases.

Therefore, to establish the impact of simply seeing an ar-
guer’s face on the persuasiveness of an argument, we utilized
fake profile icons. Some icons depicted a face matching the
race and gender implied by the arguer’s name, while others
contained images of cats or artwork. Table 4 displays a sub-

set of the selected names and icons used. As the experiment
in RQ2 utilized racially- and gender-specific names, we do
not anticipate that seeing an arguer’s face will have a strong
impact on persuasion but, rather, that reasoners will apply any
presuppositions based on name-recognition.

Table 4: Subset of names and icons used for RQ3.

Men Women

Amir Isaiah Ethan London Nevaeh Amelia

Procedure
Fake profile icons of faces, art, and cats were sourced from
the StyleGAN2 open-source generator (Karras et al., 2020).
No images of real people were used.

Results
We again performed a Welch’s t-test and calculated the CV
for paired and unpaired scenarios. We found no significant
differences in persuasion or inter-rater reliability for faces
versus other profile icons. This result holds across race and
gender variables.

Can emotionality impact inter-rater reliability?
Finally, emotionality in the reasoner may impact persuasion,
both individually (Nabi, 2007; Petty & Briñol, 2015) and
through the amplification of cognitive bias in argumentative
environments. However, emotional discourse has also been
found to increase engagement (Ksiazek, 2016; Villata, Ben-
lamine, Cabrio, Frasson, & Gandon, 2018) and reduce the
impact of peripheral biases on persuasive outcome (Petty, Ca-
cioppo, & Goldman, 1981). As such, we also sought to deter-
mine how the interaction between bias and emotion affects
persuasiveness. Although previous literature indicates that
peripheral features are not relevant to emotional arguments
(Petty et al., 1981), we actually anticipate that features such
as race will exacerbate emotionality in reasoners.

Procedure
Of the 158 participants in RQ2, 58 were assigned to a pilot
group and asked to review 10 randomly selected scenarios.
The other 100 participants were asked to review 15 scenar-
ios specifically selected as being either minimally or highly
emotional. There was some overlap between scenarios and,
as such, six scenarios were presented to all participants, and
19 unique scenarios were tested overall. The participants in
the pilot group were split into a further two groups of 29; one
group was asked to provide a 1-2 sentence justification for
their judgments, and the other group was not. All participants
in the main group were asked to provide justifications. There
was no significant difference in persuasion ratings based on
the presence of justifications.
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Results
Across the 158 participants, we captured 3,532 written justi-
fications. The participant whose data was removed for being
an outlier was not in the group providing justifications and,
therefore, was not relevant to this experiment. We first cat-
egorized scenarios as having high or low expected emotion-
ality based on the level of controversy or conflict in the sce-
nario. We then calculated the sample standard deviations and
CV values for each scenario. Finally, we used a single-factor
ANOVA to determine if there were significant differences in
the CV values based on the emotionality categorizations. We
found no significant differences in reliability based on emo-
tionality, namely because our initial assumptions on which ar-
guments participants would find emotional were mistaken. Of
the eight scenarios put in place to evoke emotional responses,
only five showed high levels of emotionality in the experi-
ment. Additionally, two other scenarios meant to produce
low levels of emotionality and two random scenarios from
the pilot group evoked highly emotional responses.

As such, we re-categorized the scenarios based on the par-
ticipants’ justifications. Previous research indicates six main
emotion categories: anger, disgust, fear, happiness, sadness,
and surprise (Ekman, 1993). The nature of the arguments
used largely offset the presentation of happiness and surprise
in the justifications. Therefore, we attempted to identify syn-
tactic features which may indicate the remaining emotional
features. The final categorization for “emotional” responses
was: (1) Ad hominem attacks on the professional, the arguers,
or us, as the experimenters; (2) Use of capital letters, excla-
mation points, or profanity to emphasize a personal opinion;
(3) Direct appeals to fear, pity, empathy, or harmful conse-
quences. Further, as participants were given an argument and
a counterargument for each scenario, if either justification
met these requirements, the entire scenario was categorized
as having yielded an emotional response.

We averaged the number of emotional responses across
each scenario and labeled the result as the emotionality in-
dex (E). Scenarios that had an overall emotionality index over
0.35, that is at least 35% of participants responded emotion-
ally, were deemed as being highly emotional. This threshold
was chosen as the approximate mean and median of the col-
lected emotionality indices. Upon the recategorization, we
found that scenarios that were considered highly emotional
had significantly lower inter-rater agreement (P<.001) and,
in fact, were significantly polarized in persuasiveness. Ad-
ditionally, the converse holds and there is a high correlation
(P<.001) between emotionality and inter-rater reliability. We
found no significant differences in racial and gender biases
based on a scenario’s emotionality.

General Discussion and Future Work
This paper described an initial attempt to empirically study
the evaluation of interpretive arguments and the impact of
race and gender bias, as well as reasoner emotionality,
on such arguments’ persuasiveness. Although the Aporia

dataset is relatively small and cannot be used to reliably train
transformer-based neural networks, we were able to analyze
its statistical properties. We found no surface-level linguistic
or textual features that may predict winning arguments from
the text alone. However, our results suggest that a signifi-
cant preference is given to arguments when perceived to have
been made by White people or by women. The latter effect
is interesting but not wholly unexpected given the ambiguous
results of previous studies concerning gender and perceived
competence.

Although we collected participant demographics in our ini-
tial experiment using Aporia, we elected not to for the sub-
sequent studies to encourage participants to give their free
and honest opinions. This removed our ability to consider
in-group bias. However, we likely would not have had a sta-
tistically relevant sample size to control for the reasoner’s
race as the majority of players in Aporia self-identified as
White or Asian. Further, we did not control for perceived
trustworthiness or competence, the ratio of which is a signif-
icant determining factor in the presentation of in-group bias
(E. Jones, Moore, Stanaland, & Wyatt, 1998; Khatib, 1989;
Spence, Lachlan, Westerman, & Spates, 2013).

We found that initial arguments were highly more likely to
be considered persuasive than their subsequent counterargu-
ments. This is likely an artifact of Aporia’s design, in that
Player 1 was able to choose which side of the argument they
wished to defend and was feasibly inclined to select the most
easily defensible argument. This is clear in RQ2, where the
preference for the initial argument is weakened by reversing
the player order. However, in RQ2, there remained a strong
preference for arguments made by Player 1 (P<.001), irre-
spective of argument order.

We also found that emotional reactions significantly im-
pacted how arguments were received. Emotion-inducing sce-
narios had significantly lower and more polarized inter-rater
agreements. However, we found no significant differences
in racial and gender biases based on a scenario’s emotional-
ity. This is contrary to previous understanding that peripheral
features only become relevant to arguments of low personal
relevance (Petty et al., 1981), which would imply that less
emotional scenarios would see higher presentations of bias.
However, it is also contrary to our prediction that racial and
gender features would exacerbate emotionality, leading to a
positive interaction. This discrepancy may be worthy of fur-
ther study.

Understanding the impact of racial and gender bias on in-
terpretive arguments, particularly those that are written, has
future implications for reducing misinformation in the me-
dia, minimizing unequal treatment of minority populations
in the legal system, and mitigating bias in the acceptance
of academic literature. Further, identifying the possibly un-
conscious cognitive biases that affect persuasiveness may im-
prove our understanding of how the human mind processes
external stimuli to influence decision-making.
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