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ABSTRACT OF THE DISSERTATION

High-fidelity operation of a radioactive trapped ion qubit,

133Ba+

by

Justin E. Christensen

Doctor of Philosophy in Physics

University of California, Los Angeles, 2020

Professor Eric R. Hudson, Chair

133Ba+ has been identified as an attractive ion for quantum information processing due to

the unique combination of its spin-1/2 nucleus, visible wavelength electronic transitions, and

long D-state lifetimes (τ ∼1 min). Using a microgram source of radioactive material, we trap

and laser-cool the synthetic A = 133 radioisotope of barium II (τ1/2 ≈ 10.5 yr) in a radio-

frequency ion trap. To demonstrate high fidelity qubit operations, a number of unknown state

energies were needed. We measure the isotope shift and hyperfine structure of the 62P1/2 ↔
52D3/2 electronic transition needed for laser cooling, state preparation, and state detection

of the clock-state hyperfine and optical qubits. For high-fidelity operations with electron

shelving, we report measurements of the 62P3/2 and 52D5/2 hyperfine splittings, as well as

the 62P3/2 ↔ 62S1/2 and 62P3/2 ↔ 52D5/2 transition frequencies. Using these transitions,

we demonstrate high-fidelity 133Ba+ hyperfine qubit manipulation with electron shelving

detection to benchmark qubit state preparation and measurement (SPAM). Using single-

shot, threshold discrimination, we measure an average SPAM fidelity of F = 0.99971(3), a

factor of ≈ 2 improvement over the best reported performance of any qubit. Finally, we

report the 62P1/2 ↔ 52D3/2 electronic transition isotope shift for the rare A = 130 and 132

barium nuclides, completing the spectroscopic characterization necessary for laser cooling all

long-lived barium II isotopes.
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CHAPTER 1

Introduction

The introduction of Shor’s factoring algorithm [Sho94] more than 25 years ago demonstrated

the first quantum computation of practical and economic importance to the world. Shor

showed that using a quantum computer, integer factorization could be performed efficiently,

i.e., that the factorization time scaled at most as a polynomial with number size. This

is almost exponentially faster than best known classical factoring algorithm [BLP93], and

means that if a quantum computer could be realized, Shor’s algorithm could be used to

break the widely used RSA encryption scheme.

While the work of Shor and others [Gro96, MMK95, CZ95] provided a great deal of

interest in the field, it was DiVencenzo who first described the necessary requirements for

a quantum computer. These have famously become known as DiVincenzo’s criteria [DP97],

and are given by:

• Well characterized qubits with a Hilbert-space that grows exponentially in system size.

• Initialization of the quantum system into a fiducial starting state.

• A system well isolated from the environment with coherence times much longer than

the required quantum computation time.

• A universal set of quantum gates.

• The ability to faithfully readout the quantum state.

In addition to this list, and perhaps assumed, the ability to implement fault-tolerant quantum

computation will allow a quantum computer to perform an arbitrarily long computation

1



reliably [Pre97].

Following these criteria, there is a natural question to ask: What physical 2-level quantum

system should we use as our quantum bit? The answer of course is not straight forward,

and qubits have been demonstrated across a variety of platforms, including but not limited

to: quantum dots, Josephson junctions, optical cavity modes, and neutral and charged

atoms [NPT99, WMI98, LD98, CY95, GKP01]. A detailed excursion into the variety of

architectures, along with their pros and cons will be left to the reader. Instead, we focus on

the the field of trapped-ion quantum computing, the focus of this thesis.

The choice of atomic species as qubit host relies on the availability of long-lived electronic

states to use a qubit levels, as well as relatively simple electronic structure enabling Doppler

cooling, state manipulation, state preparation, and state readout. Alkaline-earth metals,

coulmn IIB transition metals, and Yb of the Lanthanides are ideal choices offering hydrogen-

like structure when singly ionized.

Generally, trapped-ion qubits fall into three categories, with qubit frequencies (∆νq)

spanning many orders of magnitude: (1) Zeemen qubits, two state separated by the Zeeman

interaction, typical in nuclear spin (I) zero specicies (∆νq ≈ MHz), (2) hyperfine qubits,

defined on two hyperfine levels when I 6= 0 (∆νq ≈ GHz), and (3) optical qubits, defined

on a ground state and long-lived metastable state separated by optical frequencies (∆νq ≈
THz). Each type of qubit and its respective atomic host confer a different set of advantages.

These are most easily demonstrated in Table 1.1, where the best reported gate and state

preparation and measurement (SPAM) fidelities are given along with their qubit host1.

1Fidelities reported in Table 1.1 are highest amongst all qubit platforms.
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There are two important points to highlight from Table 1.1: (1) no single atomic species

dominates the qubit gate and SPAM fidelities, (2) implementing fault-tolerant error correc-

tion is still too resource intensive given the current state-of-the-art [FMM12]. With no single

species presenting an obvious advantage, and fault-tolerant implementation currently inac-

cessible, it was conceivable to start looking for new qubit hosts outside of the “established”

available atomic species.

While 133Ba+ had been previously considered by the trapped-ion community [Die09], the

10.5 yr half-life seems to have discouraged its previous implementation as qubit hosts. How-

ever, while a graduate student at the University of Maryland, David Hucul recognized that

133Ba+ combined many of the best features of various qubits in one species, and began advo-

cating for its use. These include a spin-1/2 nucleus, visible wavelength electronic transitions

required for Doppler cooling and qubit manipulations, and the longest D-state lifetimes of any

alkali-earth or alkali-earth like element. The spin-1/2 nucleus allows fast, high-fidelity state

initialization requiring only frequency control [OYM07], and a ground state hyperfine qubit

defined on a pair of “clock” states, well protected from magnetic field noise [Fis97, WUZ17].

The visible wavelength electronic transitions allow the use of photonic technologies for ma-

nipulating and directing electromagnetic radiation, unavailable in the ultraviolet (UV). The

long 2D5/2 lifetime (τ ≈ 30 s) with its additional clock-states allow for high-fidelity electron

shelving detection, as well as additional hyperfine and optical qubits separated by ≈ 83 MHz

and ≈ 170.128 THz respectively.

What was needed, and has now been demonstrated or measured in this work, was a tech-

nique for efficient trap loading from a microgram source requiring minimal radiation safety

overhead, and unknown state energies required for high-fidelity qubit operations. With the

nearly ideal electronic structure and available photonic technologies in the visible, straight

forward trapping and laser cooling of a single 133Ba+ ion has also been demonstrated, fol-

lowed by the first characterization of high-fidelity qubit operations. Using a composite pulse

sequence for high-fidelity state transfer, as well as optically pumped electron shelving state

detection, we measure an average single-shot SPAM fidelity of F = 0.9997(3), the lowest
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reported to date on any qubit platform.

In the near term, an increased effort is underway to find a quantum computation that

can outperform a classical computer without the need for fault-tolerant error correction,

termed the noisy intermediate-scale quantum (NISQ) era. Under these conditions, single-

shot SPAM infidelity (εs) causes a reduction in computational fidelity that is exponential in

qubit number, Fs = (1 − εs)Nq (uncorrelated errors). While state readout error correction

techniques can effectively lower measurement infidelity, they generally require a number of

measurements that grows exponentially with Nq and single-shot readout infidelity [SD12]. It

is therefore important to develop new means to reduce εs and increase Nq. With current the

limit on 133Ba+ SPAM fidelity technical, this work provides both a near-term and long-term

path for improved computational accuracy on noisy intermediate-scale quantum (NISQ)

devices. In addition, work is already underway to benchmark single- and two-qubit gate

operations, which will complete the characterization of its utility as a trapped-ion qubit.

Finally, and perhaps most satisfying, is the recent adoption of 133Ba+ amongst four re-

search groups in the US. We hope we have done the community justice in our attempt to

demonstrate 133Ba+ as a new trapped-ion qubit. We gave it our best effort, and I am certainly

looking forward to what future experiments may bring.

5



CHAPTER 2

Ion Trapping

“I knew I should have checked that showboating Globetrotter algebra.” - Professor Hubert J.

Farnsworth

Any qubit host needs to be well localized to allow for repeated interrogation during a

quantum information process. While a given for solid-state devices, free atoms and molecules

pose a unique challenge due to their size and potential interaction with other nearby free

particles. Charged species offer an advantage since practically achievable voltages in the lab

produce forces well above what’s required for confinement.1

To help motivate a form for the confining potential, we can start with something funda-

mental and well known, the harmonic oscillator V (x, y) = V0(x
2+y2

r2
0

) (we use 2D for simplicity,

but all the results that follow generalize to 3D). Unfortunately, this does not satisfy Laplace’s

equation ∇2V = 0, but note that simply changing the sign in front of one of the terms will,

V (x, y) = V0(x
2−y2

r2
0

). The factor inside the parenthesis is the equation for a hyperbola, so

by constructing hyperbolic electrodes and applying ±V0 to the opposing pair in x and y,

our potential now satisfies Laplace’s equation at both the interior and boundaries of the

confinement region. Figure 2.1 shows a contour plot of the potential for hyperbolic shaped

electrodes.

While we have now satisfied Laplace’s equation, we immediately see that the force is

confining in one direction and anti-confining in the other. This is a direct result of Earnshaw’s

theorem [Ear42], which states that charged particles cannot be confined with static fields.

However, by applying an appropriate combination of time-dependent and static voltages, we

1Traps with potential depths reaching ≈ 105K are commonly achieved.
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+V+V
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Figure 2.1: Contour plot of the potential for a 2D linear RF Paul trap. The inner electrode surfaces

(grey) are hyperbolas with blue and red lines representing positive and negative potential contours.

can show confinement is possible. This is known as the RF Paul trap [POF58], and while

many variations of the Paul trap exist, we focus here on the “four-rod” design used in this

experiment (Fig. 2.2).

Before we begin, it will helpful to gain some intuition for how a time-dependent electric

field can generate a time-averaged confining force, as well as further motivate our choice of a

potential with quadratic terms. Consider a charged particle at the center of a parallel plate

capacitor where the voltage difference applied to the plates oscillates sinusoidally in time.

At t = 0, the particle is at rest and the field begins to turn on with the force directed in

the positive direction (1D example). For the first half of the period, the particle’s velocity

increases, displacing it in the positive direction. Over the second half of the period, the

velocity decreases to zero and the particle is again displaced in the positive direction by the

same amount as in the first half of the period. As the cycle repeats the particle continually

drifts in the positive direction. This is a direct result of the uniform electric field generated
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Figure 2.2: RF Paul trap used in the 133Ba+ experiment. To reduce the contribution from non-

harmonic terms in the trapping potential, the inner surfaces of the trap were cut using a wire EDM

to better represent a hyperbolic surface. Closest distance from trap center to rod is r0 = 3 mm.

by the parallel plate capacitor. To obtain a time-averaged net force, a non-uniform electric

field is required. Using the same example, lets imagine we’ve bent the plates of the capacitor

to create a quadratic potential near the center. Over the first half of the period, the particle

increases velocity and is displaced in the positive direction. However, during the second half

of the period, the particle sees a larger force in the negative direction since the field is larger

the farther the particle is from the center. For the correct field amplitude and frequency, a

particular charge to mass ratio will see a net time-averaged restoring force, exhibiting stable

motion with components at the drive frequency of the parallel plate capacitor, and a slower,

larger amplitude “secular” frequency.

2.1 Pseudopotential Approximation

With our confining potential properly motivated we begin by considering the “pseudopo-

tential” approximation, first demonstrated by Kapitsa [Kap51], referencing [Kin99] for the
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derivation. The force a charged particle experiences in our time-depenent potential (neglect-

ing DC for now) can be written as:

~F = e ~E = −e∇(x2 − y2)

r2
0

V0 cos(ωrft) (2.1)

with the equations of motion given by:

ẍ = −2eV0 cos(ωrft)

mr2
0

x (2.2)

ÿ =
2eV0 cos(ωrft)

mr2
0

y. (2.3)

Considering only the x-motion, we will make the assumption that the particle experiences a

large amplitude “low” frequency secular motion (xs), and a small amplitude “high” frequency

oscillation called micromotion (xmm). We rewrite the equation of motion as:

ẍs + ẍmm = −2eV0 cos(ωrft)

mr2
0

(xs + xmm). (2.4)

Given our initial assumptions, we have ẍs << ẍmm and xmm << xs, leading to the equation:

ẍmm ≈ −
2eV0 cos(ωrft)

mr2
0

xs. (2.5)

We assume xs is approximately constant over the relevant timescales of xmm, allowing us to

only consider the cosine function in the integration:

xmm ≈
2eV0 cos(ωrft)

mr2
0ω

2
rf

xs. (2.6)

This is the approximate equation for the micromotion, where the amplitude is dependent on

the position from the center of the trap. We can now plug Equations 2.5 and 2.6 back in to

2.4 to determine the secular motion:

ẍs = −2eV0 cos(ωrft)

mr2
0

(
2eV0 cos(ωrft)

mr2
0ω

2
rf

xs

)
. (2.7)

Time averaging over one RF period eliminates the cosine squared term leaving:

ẍs = − 2e2V 2
0

m2r4
0ω

2
rf

xs (2.8)
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which has the well-known form of a harmonic oscillator with secular frequency ωsec =
√

2eV0

mr2
0ωrf

.

Combining our two solutions for the total motion:

x ∝ cos(ωst)

[
1 +

2eV0 cos(ωrft)

mr2
0ω

2
rf

]
(2.9)

which is plotted in Figure 2.9.

0 20 40 60 80 100
Time ( s)

1.0

0.5

0.0

0.5

1.0

Am
pl

itu
de

Figure 2.3: Plot of the ion motion using Equation 2.9 derived using the pseudopotential approx-

imation. Parameters used are from the current experiment with ωrf ≈ 2π × 1 MHz, r0 = 3 mm,

m = 133 amu. In practice, the voltage used in the experiment is V0 ≈ 200 V, however in this figure

V0 = 20 V to remain well within the approximation that the micromotion amplitude is much less

than the secular motion amplitude.

2.2 Mathieu Solutions

We can now turn to a more rigorous derivation for the equations of motion, again consid-

ering electrodes with hyperbolic surfaces. While the theory is often derived by assuming
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+V0 cos(ωrft) is applied to one pair of electrodes and −V0 cos(ωrft) to another, in practice

it is much simpler to keep one pair of opposing electrodes at ground (DC rods) and apply

RF to the other pair (RF rods). In addition, we include the possibility of additional DC

voltages applied to the RF rods (U0). Finally, while the RF will provide some confinement in

the axial direction, we include an additional DC voltage applied to endcaps (UEC) to further

constrain the motion axially. The general potential can be written as:

V (x, y, z, t) =

(
V0cos(ωrf t) + U0

2

)(
1 +

x2 − y2

r2
0

)
+ UEC

(
2z2 − x2 − y2

z2
0

)
(2.10)

with z0 the characteristic length in the axial direction. The equations of motion become:

ẍ =

(
2eUEC

mz2
0

− V0 cos(ωrft) + U0

mr2
0

)
x (2.11)

ÿ =

(
2eUEC

mz2
0

+
V0 cos(ωrft) + U0

mr2
0

)
y (2.12)

z̈ =
−4eUEC

mz2
0

z. (2.13)

For z we get the equation for a harmonic oscillator with secular frequency ωz = 2
√
eUEC/mz2

0 .

For x and y, we can use the substitution ξ = ωrf t
2

to cast each into the form of the Mathieu

equations [Duh92].
d2x

dξ2
+ [ax + 2qx cos(2ξ)]x = 0 (2.14)

d2y

dξ2
+ [ay + 2qy cos(2ξ)]y = 0 (2.15)

with

ax =
4eU0

mω2
rfr

2
0

− 8eUEC

mω2
rfz

2
0

(2.16)

ay = −
(

4eU0

mω2
rfr

2
0

+
8eUEC

mω2
rfz

2
0

)
(2.17)

qx =
2eV0

mω2
rfr

2
0

= −qy. (2.18)
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The solutions to the Mathieu equations have been well studied in the context of ion trapping,

and a general form of the solution is given by Floquet’s theorem:

ri(ξ) = Aie
iuiξ

∞∑
−∞

C2n,ie
i2nξ +Bie

−iuiξ
∞∑
−∞

C2n,ie
−i2nξ (2.19)

where ui (i ∈ {x, y}) and the coefficients C2n,i depend only on ai and qi, and the constants

Ai and Bi depend on initial conditions. Using Euler’s formula we re-express the exponentials

to get:

ri(ξ) = A′i

∞∑
−∞

C2n,i cos([2n+ ui]ξ) + iB′i

∞∑
−∞

C2n,i sin([2n+ ui]ξ). (2.20)

We now plug this back into Equation 2.14 to get:

A′i

∞∑
−∞

C2n,i(2n+ ui)
2 cos([2n+ ui]ξ) + iB′i

∞∑
−∞

C2n,i(2n+ ui)
2 sin([2n+ ui]ξ) =

A′i

∞∑
−∞

C2n,i(ai + 2qi cos(2ξ)) cos([2n+ ui]ξ)+

iB′i

∞∑
−∞

C2n,i(ai + 2qi cos(2ξ)) sin([2n+ ui]ξ).

(2.21)

Looking at the cosine terms we have:

− A′i
∞∑
−∞

C2n,i(2n+ ui)
2 cos([2n+ ui]ξ)+ (2.22)

A′i

∞∑
−∞

C2n,i(ai + 2qi cos(2ξ)) cos([2n+ ui]ξ) = 0.

Invoking the product to sum trigonometric identity in the second term and rearranging we

have:

A′i

∞∑
−∞

C2n,i(ai − (2n+ ui)
2) cos([2n+ ui]ξ)+

A′i

∞∑
−∞

qiC2n,i cos([2n+ 2 + ui]ξ)+

A′i

∞∑
−∞

qiC2n,i cos([2n− 2 + ui]ξ) = 0

(2.23)
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which we can finally write as:

A′i

∞∑
−∞

C2n,i(ai − (2n+ ui)
2) cos([2n+ ui]ξ)+

A′i

∞∑
−∞

qiC2n+2,i cos([2n+ ui]ξ)+

A′i

∞∑
−∞

qiC2n−2,i cos([2n+ ui]ξ) = 0

(2.24)

giving us the following recursion relationship:

C2n+2,i +D2n,iC2n,i + C2n−2,i = 0 (2.25)

with

D2n,i =
ai − (2n+ ui)

2

qi
. (2.26)

The set of equations for all coefficients can be constructed into an infinite matrix:

1 D−2n,i 1

. . . . . .

1 D−2,i 1

1 D0,i 1

1 D2,i 1

. . . . . .

1 D2n,i 1





C−2n+2,i

...

C−2,i

C0,i

C0,i

...

C2n+2,i


. (2.27)

A non-trivial solution for ui requires the determinant be zero, from which values of ai and qi

can be found such that the solution to Equation 2.14 is bounded [Gho95] (stable motion).

This requires ui ≡ αi + iβi to be purely imaginary (αi = 0). Figure 2.4 shows the lowest

stability region with 0 ≤ β ≤ 1, and the central region of overlap is where a and q are stable

in both dimensions. Appendix B includes Python code [pyt] to generate the stability region

in two and three dimensions following the work of [Jon08]. To determine the relationship

between βi, ai and qi, we first look at the case where n = 0:

β2
i = ai + qi

(
C2,i + C−2,i

C0

)
. (2.28)
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Figure 2.4: Stability diagram for 2D Paul trap.

In addition, algebraic manipulation of equation 2.25 yields the following two expressions

(dropping the subscript i for now):

C2n

C2n+2

=
−1

D2n + C2n−2

C2n

(2.29)

C2n

C2n−2

=
−1

D2n + C2n+2

C2n

. (2.30)

These equations can be combined to generate a recursion relation for calculating β to any

order in a and q. Under the assumption that |ai|, q2
i � 1 and C±4 = 0, the lowest order

solution for β is:

βi ≈
√
ai +

qi
2
. (2.31)

If Ax = Bx and we assume ax = 0, then our lowest order solution becomes:

x(t) = 2AC0cos

(
βx
ωrf t

2

)[
1− qxcos(ωrf t)

]
. (2.32)

This is the same solution we found using the pseudopotential approximation (Eq. 2.9).
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2.3 Excess Micromotion

In the previously derived solution, we assumed that the only fields present were those that

were intentionally applied. In practice, stray electric fields are present for a variety of reasons

and often result from charging of nearby insulators during ion production.

Considering only the x -direction, the equation of motion in the presence of a uniform

stray electric field becomes:

ẍ−
(

2eUEC

mz2
0

− V0 cos(ωrft) + U0

mr2
0

)
x =

eEx
m

. (2.33)

The lowest order solution to the equation is given by [WMI98]:

x(t) =

(
eEx
mω2

s

+ A cos

(
βx
ωrft

2

))[
1− qx cos(ωrft)

]
. (2.34)

The term eEx
mω2

s
produces a constant offset to the ion’s equilibrium position as well as an

additional component of motion at the RF drive frequency, often referred to as “excess mi-

cromotion.”2 This causes phase modulation of any electromagnetic radiation applied to the

ion and can reduce the scattering rate of the intended transition. For a recent demonstration

of this in 40Ca+ see Ref. [Pru14]. In addition, excess micromotion can lead to steady state

temperatures orders of magnitude above the Doppler limit [BMB98]. Various techniques

are used to reduced excess micromotion including photon correlation measurements, mea-

suring carrier depletion due to phase modulation, and modulation of the pseudopotential

at frequency Ω < ωrf [BMB98, NDM11]. In this experiment, both the photon correlation

measurement as well as measured modulation depth were attempted, but the slow duty cycle

due to hardware limitations made their use impractical. Instead, a more coarse method was

used where the ion’s position was monitored on a camera as the pseudopotential was raised

and lowered [Tam96]. DC compensation voltages are adjusted until no more displacement

is detectable after raising or lowering the trap depth (Vrf).

2A phase mismatch between RF rods can also cause excess micromotion.
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2.4 Mass Filtering

The general technique for loading ions in this experiment uses a Nd:YAG pulsed laser (tpulse ≈
5 ns) doubled to 532 nm incident on a BaCl2 target, and is described in more detail in Chapter

5. The method directly produces ions and we observe all naturally occurring Ba+ isotopes,

as well as BaCl+ in the ion trap after ablating. The formation of BaOH+ is also observed

after loading Ba+, with the rate dependent on the partial pressure of H2O. Typical trapped-

ion quantum information experiments use only a single isotope of the chosen species, and

other co-trapped charged species can cause unwanted effects such as heating or unwanted

site hopping.

We use a combination of mass filtering [Pau90] and laser heating to isolate a barium

isotope of particular interest. For a 2D Paul, trap mass filtering is accomplished by choosing

the a and q parameter such that only a particular charge to mass ratio has a stable trajectory.

Since the ratio of a/q = 2U0/V0 and does not depend on the mass, for fixed r0, ωrf , U0, and V0

all masses fall on a straight line (“operating line”) in a-q stability plane. As shown in Figure

2.5, the top corner of the stability diagram can be used to make only a single e/m stable. The

stability diagram shown in figure 2.5 assumes infinitely long electrodes with inner surfaces

shaped as hyperbolas. Radial optical access requires modification of the surface and adds

non-harmonic terms to the trapping potential. Experimentally we are not able to isolate a

single barium isotope by adjusting the a and q parameters of our trap (Fig. 2.2). However,

we are able successfully filter BaOH+ and BaCl+ while retaining Ba+ (some loss of Ba+ is

observed when filtering BaOH+). Unwanted barium isotopes can be removed via Doppler

heating described in more detail in Chapter 4.

16



0.0 0.2 0.4 0.6 0.8 1.0
qx,y

−0.3

−0.2

−0.1

0.0

0.1

0.2

0.3

a
x
,y

x-boundary

y-boundary

operating line
130Ba+

133Ba+

138Ba+

Figure 2.5: Boundary of the 2D stability region in the ai and qi plane assuming infinitely long rods.

Dotted lines are the x-stability boundaries, dashed lines are the y-stability boundaries. Fourth order

polynomial fits give X = −0.0001 − 0.0007x + 0.5x2 − 0.01x3 − 0.036x4 for the upper line of the

x boundary, and X = −0.981 + 0.961x + 0.159x2 − 0.0291x3 + 0.00248x4 for the lower line in x

boundary. Equations for y-boundaries are reflected about the q-axis. All masses fall on a straight

line (“operating line”) in the ai-qi plane with slope given by m = 2U0/V0. Mass filtering can be

achieved by adjusting the operating line such that only a single charge to mass ratio has a stable

trajectory.
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CHAPTER 3

Atom-Laser Interactions

“Ahhh... sweet photons. I don’t know if you’re waves or particles, but you go down smooth.”

-Bender Bending Rodriguez

3.1 Two-Level Dynamics

Fundamentally, a qubit can be defined on any two-level quantum system. Operation of a

quantum computer will require a universal gate set which includes both single- and two-qubit

gates. Many of the two qubit entangling gates, most notably the CNOT, require single qubit

gates on each of the pair of qubits to be entangled. Because of the importance of single qubit

rotations, the time evolution due to an applied electromagnetic field is derived in detail.

We begin with the Hamiltonian of our system which contains two contributions:

H = H0 +H′. (3.1)

H0 is the free atomic Hamiltonian, and H′ is due to an applied electromagnetic field with

frequency ωL and phase φ, e.g1:

E = E0e
i(~k·~r−ωLt+φ). (3.2)

If the average spatial extent of the electron 〈r〉 is much less than the wavelength of incident

radiation, the spatial term can be approximated as ei
~k·~r ≈ 1. This is known as the dipole

1Here we assume an electric field is coupling our two qubit states, but a magnetic field of the same form
could also have been used representing a magnetic dipole transition.
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approximation. We can now write our Hamiltonian in matrix form (h̄ = 1):

H =

 0 Ω
2
e−i(ωLt+φ)

Ω∗

2
ei(ωLt+φ) ω0

 (3.3)

where Ω is the Rabi frequency:

Ω ≡ eE0X12 (3.4)

with X12 ≡ 〈1|r|2〉 the matrix element between states 1 and 2.

The general state of our two-level system is given as:

|ψ〉 = C0(t)|0〉 + C1(t)eiω0t|1〉 (3.5)

where we have explicitly written the time dependence to separate that due to the free atomic

energy eiω0t, and that due to the perturbation, C(t). Ultimately, our goal is to determine the

functional dependence of the coefficients C0 and C1 on time, since the square of these deter-

mine the atomic populations. The time evolution of a quantum state is given by applying

the time evolution operator, and when the Hamiltonian has no explicit time dependence, it

is given as:

U(t) = e−iHt. (3.6)

To eliminate the time dependence from the Hamiltonian, we make the following unitary

transformation:

U =

1 0

0 e−iωLt

 . (3.7)

Our transformed Hamiltonian becomes:

H = U †HU. (3.8)

This unitary transformation modifies the time-dependent Schrodinger equation giving the

effective Hamiltonian [BKD10]:

H̃ = U †HU − iU †∂U
∂t

(3.9)
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which for our Hamiltonian and transformation give:

H̃ =

 0 Ω
2
e−iφ

Ω∗

2
eiφ ∆

 (3.10)

with ∆ = ω0 − ωL. Our general quantum state becomes:

U |ψ〉 = C0(t)|0〉 + C1(t)ei∆t|1〉 . (3.11)

This is equivalent to moving into a frame rotating at the laser frequency ωL. With the

explicit time dependence now eliminated from the Hamiltonian, we can simply exponentiate

H to get the time evolution operator. In order to determine the matrix form, we first rewrite

our effective Hamiltonian in terms of the Pauli spin operators:

H =
∆

2
(1− σz) +

Ω

2
[cos(φ)σx + sin(φ)σy] (3.12)

which we can rewrite as:

H =
∆

2
1 + ~σ · ~a (3.13)

with ~a given as:

~a =
Ω

2
cos(φ)x̂+

Ω

2
sin(φ)ŷ − ∆

2
ẑ. (3.14)

Our time evolution operator becomes:

U(t) = e−i1
∆
2 te−i(~σ·~a)t. (3.15)

The first factor can simply be rewritten as:

1e−i
∆
2 t. (3.16)

For the second factor, we will use the identity:

(~σ · ~a)2 = |~a|2 =
Ω2 + ∆2

4
≡ Ω2

g

4
(3.17)

where we define Ωg as the generalized Rabi frequency. We then Taylor expand the complex

exponential:

e−i(~σ·~a)t =
[
1− (~σ · ~a)2

2!
t2 +

(~σ · ~a)4

4!
t4 + ...

]
− i
[(~σ · ~a)

1!
t+

(~σ · ~a)3

3!
t3 + ...

]
. (3.18)
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Using the identity above we can rewrite each term as:

e−i(~σ·~a)t =
[
1− (at)2

2!
+

(at)4

4!
+ ...

]
− i(~σ · ~a)

a

[(at)

1!
+

(at)3

3!
+ ...

]
. (3.19)

The terms in the square brackets are just the Taylor expansions for sine and cosine:

e−i(~σ·~a)t = 1 cos

(
Ωgt

2

)
+−i(~σ · ~a)

a
sin

(
Ωgt

2

)
. (3.20)

Converting to matrix form this becomes:

ei(~σ·~a)t =


[

cos(Ωgt

2
) + i ∆

Ωg
sin(Ωgt

2
)

]
−i Ω

Ωg
e−iφ sin(Ωgt

2
)

−i Ω
Ωg
eiφ sin(Ωgt

2
)

[
cos(Ωgt

2
)− i ∆

Ωg
sin(Ωgt

2
)

]
 (3.21)

so finally we have:

U(t) = e−i
∆
2
t


[

cos(Ωgt

2
) + i ∆

Ωg
sin(Ωgt

2
)

]
i Ω

Ωg
e−iφ sin(Ωgt

2
)

−i Ω
Ωg
eiφ sin(Ωgt

2
)

[
cos(Ωgt

2
)− i ∆

Ωg
sin(Ωgt

2
)

]
 . (3.22)

Our original goal was to determine the time dependence of our coefficients:

C0(t+ t0)

C1(t+ t0)

 =


[

cos(Ωgt

2
) + i ∆

Ωg
sin(Ωgt

2
)

]
i Ω

Ωg
e−iφ sin(Ωgt

2
)

−i Ω
Ωg
eiφ sin(Ωgt

2
)

[
cos(Ωgt

2
)− i ∆

Ωg
sin(Ωgt

2
)

]

 C0(t0)

C1(t0)ei
∆t0

2


(3.23)

which now allows us to calculate the time evolution of any arbitrary input state given the

parameters of the perturbing field. The matrix U(t) = R(Ωt, φ) can also be viewed as a

rotation on the Bloch sphere. The rotation is given by the angle θ = Ωt around an axis

in the x-y plane defined by cosφx̂ + sinφŷ. To perform an arbitrary single qubit gate we

must be able to rotate by any angle around any axis. Rotations around the x or y axis are

obviously given by choosing the laser phase of φ = 0 or φ = π/2. For rotations around the

z-axis, a composite sequence given by R(θ) = R(π/2, 0)R(θ, π/2)R(−π/2, 0) can be used.

This demonstrates that given control of the phase and duration of the applied radiation, any

single qubit rotation can be achieved.
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3.1.1 Two-Level System with Damping

In the previous discussion it was assumed that the excited state had an infinitely long lifetime.

In real systems, coupling to the vacuum modes causes spontaneous emission (relaxation).

Spontaneous emission is a necessary component of Doppler cooling and the emitted photons

are an atomic physicists primary signal for detecting the atomic state. To include the effects

of relaxation, a damping term can be added to the perturbation Hamiltonian:

H′ =

 0 Ω
2
e−i(ωLt+φ)

Ω∗

2
ei(ωLt+φ) ω0 − iΓ/2

 (3.24)

where Γ is the excited state linewidth. At this point, it is common to move to the density

matrix formalism which naturally includes relaxation effects and allows for mixed states.

The density matrix is defined as:

ρ ≡ |ψ〉 〈ψ| (3.25)

where in matrix notation we have:

ρ =

 |C0|2 C0C
∗
1

C1C
∗
0 |C1|2

 =

ρ11 ρ12

ρ21 ρ22

 . (3.26)

The density matrix is an operator where the diagonal components represent the populations

and the off-diagonal elements are the coherences. The time evolution of the density operator

is given by the Liouville equation [BKD10]:

dρ

dt
=

1

ih̄
[H, ρ]− 1

2
{Γ, ρ} (3.27)

where Γ in the anti-commutator is multiplied by the identity matrix. Solving for the steady-

state excited state population as a function of detuning ∆ = ωL − ω0 and laser intensity

[Foo12] allows us to calculate the rate of spontaneously emitted photons:

R = 2πΓρ22 = 2πΓ

(
s/2

1 + s+ 4(∆/Γ)2

)
(3.28)

with the excited state linewidth given in Hz. The saturation parameter s is a measure of

the Rabi frequency compared to the spontaneous emission rate, and is defined as:

s =
2Ω2

Γ2
=

I

Isat

. (3.29)
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The saturation parameter Isat is a property of the atomic system and allows one to define s

in terms of the laser intensity. For a two level system on resonance it is given by:

Isat =
π

3

hcΓ

λ3
. (3.30)

For a system with more than two levels, the saturation intensity transforms to:

Isat =
π

3

hcΓ2

λ3Γp

(3.31)

where now Γ is the total excited state linewidth and Γp is the partial linewidth of the two

levels of interest. This can be calculated from equation 3.29 by re-expressing the Rabi

frequency in terms of the partial linewidth and laser intensity.

3.2 Laser Cooling

Suggested in the 1970s [WD75, WS75] and first demonstrated by Chu in 1985 [CHB85],

Doppler cooling has played a tremendous role in the progression of atomic physics. Removing

Doppler shifts and localizing atoms for repeated interrogation has opened up an entirely

new toolbox for accessing new quantum regimes and precision measurement experiments.

In trapped-ion quantum information experiments, Doppler cooling results in the formation

of Coulomb crystals allowing for repeated manipulation of multiple ions over the course of

a quantum simulation or algorithm. In addition, the spontaneously emitted photons act as

the primary source for detecting ions in the trap as well as reading out the quantum state.

For trapped-ions bound in a harmonic potential, incident radiation becomes phase mod-

ulated in the rest frame of the atom. There are generally two regimes of interest when

considering cooling:

• ωsec � Γ: When the secular frequency is much less than the excited state linewidth,

the time it takes to absorb and emit a photon is much less than one period of the

secular motion. As the atom’s velocity changes, the transition frequency is Doppler

shifted into resonance and absorption and emission occurs effectively at an instant of
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time. Phase modulation effects can be neglected since each scattering event resets the

atomic phase. This is the same as Doppler cooling of a free atom.

• Γ� ωsec: In the opposite case when the time it takes to scatter a photon is much less

than the period of motion, the atom undergoes many oscillations before a scattering

event. In this case the electric field becomes phase modulated in the rest frame of the

atom producing frequency modulated spectra (sidebands). When the laser frequency is

tuned to one of the sidebands, kinetic energy can be removed (red sideband) or added

(blue sideband).

It is often the case that multiple transitions are used in a given atomic species which allows

access to both regimes. These limits also apply to the case of excess micromotion.

We next present a simple model for cooling in the case where the secular frequency is

much less than the excited state linewidth, and refer the reader elsewhere for a discussion

of the second regime and the technique of sideband cooling [NHT78, DBI89, MCB94]. We

start with a one dimensional model for simplicity, and imagine two counter-propagating laser

beams with the same frequency, detuned below the atomic resonance. We assume a simple

two level system where the scattering rate now includes a term for the Doppler shift:

S± =
Γ

2

(
s

1 + s+ 4(∆±kv
Γ

)2

)
(3.32)

and the sign of the Doppler shift is opposite for the two beams. Absorption of a photon results

in the atom receiving a momentum kick of h̄k. For an atom moving in the positive direction,

the counter-propagating beam is shifted into resonance and the atom absorbs and emits a

photon. For the beam co-propagating with the atom, the laser is shifted away from resonance

and absorption and emission are much less likely. In this way, the atom is preferentially

absorbing photons that reduce its momentum. Spontaneous emission is isotropic, emitting

photons equally in the positive and negative direction, adding zero momentum on average.

In this way the atom can be cooled, and is naturally extended to three dimensions by

adding counter-propagating beams in the other dimensions (optical molasses). To show this

mathematically, we begin in 1D assuming low intensities (s� 1) where stimulated emission
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can be ignored. The average force on an atom is given by the average number of photons

absorbed in a given period of time:

F = h̄kS = h̄k
Γ

2

(
s

1 + 4(∆−kv
Γ

)2

)
. (3.33)

For small velocities we can Taylor expand the force with respect to the velocity:

F ≈ h̄kΓ

2

(
s

1 + 4(∆
Γ

)2

)
+

4h̄k2s

Γ[1 + 4(∆
Γ

)2]2
∆v. (3.34)

The net force on the atom is the sum of the forces from each beam:

F = F+ − F− ≈
8h̄k2s

Γ[1 + 4(∆
Γ

)2]2
∆v. (3.35)

For a negative detuning we then have a velocity dependent damping force:

F ≈ −βv. (3.36)

A positive detuning results in laser heating and is also a tool that can be leveraged to remove

unwanted species from an ion trap. In addition to cooling for negative detunings, heating

terms arise due to the random nature of spontaneous emission and stimulated absorption.

These can be modeled as random walks in velocity space where the mean square velocity is

non-zero [Foo12]:

〈vr〉2spon = ηv2
rSt (3.37)

〈vr〉2abs = v2
rSt (3.38)

η accounts for the angular dependence on spontaneous emission and vr = h̄k/M is the recoil

velocity. By equating the time derivative of heating and cooling terms, the steady state

minimum Doppler temperature can be calculated:

TD =
h̄Γ

2kB

. (3.39)

3.3 Three-Level System

Understanding two-level dynamics is important for single qubit rotations, however, a basic

understanding of the three-level dynamics will be useful as well. A common configuration
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encountered is the lambda system, where an excited state (which can be relatively short-

lived) is connected to two lower ground states, or a lower ground state and metastable state

(Fig. 3.1). If this represents the gross structure of a closed cycling transition it can be

used for Doppler cooling given an appreciable excited state linewidth. Stimulated Raman

transitions also make use of the lambda system, where the excited state can be adiabatically

eliminated to form an effective two-level system. For our purposes below, we are interested

understanding any coherent effects that arise when Doppler cooling in this type of system.

We begin by considering the case of our three-level lambda system shown in Figure

3.1, where fields connect states |1〉 and |3〉 as well as |2〉 and |3〉with frequencies ωB and

ωR. For now, we assume there is no spontaneous emission and that states |1〉 and |2〉 are

separated enough in energy (ω21) that we can ignore off-resonant effects. As before, we have

already made the dipole and rotating wave approximations, and can write our free atom plus

perturbation Hamiltonian as:

H =


0 0 ΩB

2
eiωBt

0 ω21
ΩR
2
eiωRt

Ω∗B
2
e−iωBt

Ω∗R
2
e−iωRt ω31

 (3.40)

with ω21 = ω2 − ω1 and ω31 = ω3 − ω1. We’ve dropped the laser phases for convenience,

and have labeled the laser and Rabi frequencies in a suggestive way. To eliminate the time-

dependence from the Hamiltonian we apply the following unitary transformation:

U =


eiωBt 0 0

0 eiωRt 0

0 0 1

 (3.41)

remembering that the effective Hamiltonian (Eq. 3.9) includes an extra term, analogous to

what one sees in classical physics for a non-inertial frame.

H̃ =


ωB 0 ΩB

2

0 (ω21 + ωR) ΩR
2

Ω∗B
2

Ω∗R
2

ω31

 . (3.42)

26



1

wB

GB 

2

3

w
32

w31

wR  

GR 

DB

DR

Figure 3.1: Diagram for 3-level lambda system. Two lasers connect states 1 and 3 as well as 2 and

3, with laser frequencies ΩB and ΩR respectively. Energy level differences are labeled ω31, ω32,

and ω21 (h̄ = 1). Lasers are detuned from the excited state by the detunings ∆B and ∆R, and

|3〉decays to states |1〉 and |2〉 with linedwidth ΓB and ΓR. The lifetime of |2〉 is assumed to be

long-lived with spontaneous emission ignored.

To bring this Hamiltonian into the standard three-level form, we note that we can always

add an offset (H′0 = H0 − 1ωB) to our free atomic Hamiltonian:

H̃ =


0 0 ΩB

2

0 ∆B −∆R
ΩR
2

Ω∗B
2

Ω∗R
2

∆B

 (3.43)
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where we have defined the quantities ∆B ≡ (ω3 − ω1)− ωB and ∆R ≡ (ω3 − ω2)− ωR.

3.3.1 Coherent Population Trapping

To gain to gain some intuition about the three-level system, we’d like to solve for the new

eigenvalues and eigenstates. We make the assumption that ∆B = ∆R ≡ ∆ and obtain:

λ0 = 0 (3.44)

λ+ =
1

2

(
∆ +

√
Ω2
R + Ω2

B −∆2

)
(3.45)

λ− =
1

2

(
∆−

√
Ω2
R + Ω2

B −∆2

)
. (3.46)

Solving for the eigenvectors and writing them in terms of our original basis:

|0〉 =
−ΩR|1〉 + ΩB|2〉√

Ω2
B + Ω2

R

(3.47)

|−〉 =
ΩB|1〉 + ΩR|2〉 + 2λ−|3〉√

Ω2
B + Ω2

R + (2λ−)2
(3.48)

|+〉 =
ΩB|1〉 + ΩR|2〉 + 2λ+|3〉√

Ω2
B + Ω2

R + (2λ+)2
. (3.49)

We can see that the |0〉 state does contain a component of the original excited state (|3〉 ),
so an atom in this “dark state” state will not spontaneously emit any photons. Given an

equal superposition of our two ground states and equal detunings ∆B = ∆R, the amplitudes

of the two transitions interfere destructively resulting in zero population population transfer

to the excited state. Dark states are often problematic, prohibiting or reducing the ability to

Doppler cool. A solution to this problem is found by adding another term to the Hamiltonian

[BB02], causing the dark state to evolve into one of the bright states over time. This is similar

to a spin-1/2 system with a magnetic moment processing in an applied magnetic field. In

this experiment, the extra term in the Hamiltonian is provided by a magnetic field, which

also serves the purpose of defining a quantization axis.

Due to the atomic structure of Ba+ described in Chapter 4, we’d like to understand the

effect of dark states during Doppler cooling. To include relaxation effects we move to the
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density matrix formalism:

ρ =


|C1|2 C1C

∗
2 C1C

∗
3

C2C
∗
1 |C2|2 C2C

∗
3

C3C
∗
1 C3C

∗
2 |C3|2

 =


ρ11 ρ12 ρ13

ρ21 ρ22 ρ23

ρ31 ρ32 ρ33

 . (3.50)

To more formally describe the effects of spontaneous emission, or any decoherence mechanism

for that matter, we use the Linblad Master equation [Lin76, GKS76]:

dρ

dt
= −i[H, ρ] + LD(ρ) (3.51)

where the Lindblad superoperator LD(ρ) is given as:

LD(ρ) =
∑
i

−1

2

(
L†iLiρ+ ρL†iLi

)
+ LiρL

†
i . (3.52)

The anti-commutator describes the decay of the coherences and populations while the second

term is often referred to as the repopulation term or repopulation matrix. The sum is over

all possible modes of relaxation. For spontaneous emission of our lambda system, we get the

following operators:

L31 =
√

ΓB |3〉〈1| (3.53)

L32 =
√

ΓR |3〉〈2|. (3.54)

For the first term of the superoperator we get:
0 0 − (ΓB+ΓR)

2
ρ13

0 0 − (ΓB+ΓR)
2

ρ23

− (ΓB+ΓR)
2

ρ31 − (ΓB+ΓR)
2

ρ32 −2(ΓB + ΓR)ρ33

 (3.55)

and for the second: 
ρ33(ΓB + ΓR) 0 0

0 ρ33(ΓB + ΓR) 0

0 0 0

 . (3.56)

We can now write down the Optical Bloch Equations (OBE), and no longer assume our laser

detunings are equal:
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ρ̇11 = −i1
2

ΩB(ρ31 − ρ32) + ΓBρ33

ρ̇12 = −i[(∆R −∆B)ρ12 +
1

2
(ΩBρ32 − ΩRρ13)]

ρ̇13 = i[∆Bρ13 +
1

2
ΩB(ρ11 − ρ33) +

1

2
ΩRρ12)]− Γ

2
ρ13

ρ̇22 = −i[1
2

ΩR(ρ32 − ρ23)] + ΓRρ33

ρ̇23 = i[∆Rρ23 +
1

2
ΩR(ρ22 − ρ33) +

1

2
ΩBρ21]− Γ

2
ρ23

ρ̇33 = −i[1
2

ΩB(ρ13 − ρ31) +
1

2
ΩR(ρ23 − ρ32)]− ΓBρ33

ρ̇21 = (ρ̇12)∗

ρ̇31 = (ρ̇13)∗

ρ̇32 = (ρ̇23)∗

(3.57)

where Γ = ΓB + ΓR. Note there are only five independent equations given the requirement

that ρ11 + ρ22 + ρ33 = 1. To find the steady state solution we set time derivatives to zero.

Equations for the populations can solved algebraically or with the assistance of computer

programs. In the case of our three-level system, the solution for the population of the excited

state has already been calculated [JND85]:

ρ33 =
4(∆B −∆R)2Ω2

BΩ2
RΓ

Z
(3.58)

with Z given by:

Z = 8(∆B −∆R)2Ω2
BΩ2

RΓ

+ 4(∆B −∆R)2Γ2(Ω2
BΓR + Ω2

RΓB)

+ 16(∆B −∆R)2[∆2
BΩ2

RΓB + ∆2
RΩ2

BΓR]

− 8∆B(∆B −∆R)Ω4
RΓB + 8∆R(∆B −∆R)Ω4

BΓR

+ (Ω2
B + Ω2

R)(Ω2
BΓR + Ω2

RΓB).

(3.59)

To understand the effect of CPT, we plot equation 3.58 for various laser detunings and

intensities. It will be useful to use the saturation parameter (Eq. 3.29) in place of the Rabi

frequency since this number is more useful in the lab. Figure 3.2 plots ∆B versus excited state
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population for various values of the saturation parameters and ∆R detunings. The effect of

CPT is clearly seen in all four panels. Panel (a) most closely represents the parameters used

in this experiment when laser cooling. Panels (a), (b), and (c) represent a Fano resonance

(asymmetric line-shape). CPT is often renamed electromagnetically induced transparency

(EIT) when the intensity of one field is much larger than the other (panel (c)), and can be

used to cool below the Doppler limit [MEK00, LMH16].
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Figure 3.2: Plot of excited state population ρ33 versus detuning of the laser connecting states 1 and

3 (∆B) for a fixed detuning of the laser connecting states 2 and 3 (∆R). The excited state linewidths

are defined using the barium linewidths (Chapter 4), ΓB = 2π×15.2 MHz and ΓR = 2π×4.9 MHz.

Panels (a), (b), (c), and (d) show various saturation parameters and detunings. Panel (a) most

closely represents the typical Doppler cooling parameters used in this experiment.
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CHAPTER 4

The Barium Ion

“If we hit that bullseye, the rest of the dominoes will fall like a house of cards. Checkmate.”

- Zapp Brannigan

Barium was recognized early on as a promising candidate for trapped-ion work. The first

observation of quantum jumps, demonstration of sideband cooling, and image of a single

ion were all performed with Ba+ [NSD86, NHT78, NHT80]. Seven stable isotopes, many

short lived radioactive species, and numerous visible wavelength electronic transitions offer

advantages over other trapped-ion species. Of the seven, five are relatively abundant with

two offering non-zero nuclear spin. Table 4.1 lists the isotopic abundances and basic nuclear

properties of all isotopes with half-lives longer than a few days [ABB04, DBD03, MHP01,

Sto05].

The gross electronic structure of Ba+ is shown in Figure 4.1. The 2D3/2 lifetime of ≈
80 s [YND97, GBB07] and 2D5/2 lifetime ≈ 30 s [ANH14, MS90, GBB07, RGL07] are the

longest of all singly ionized alkali-earth and alkali-earth like elements. These provide narrow

transitions near 2051 nm and 1762 nm which can be utilized for atomic clocks or as optical

qubits [KHS12, DKN10]. In particular, the 2D5/2 state is ideal for electron shelving [Deh75]

and high-fidelity qubit readout [HAB14] since it is removed from the 2S1/2↔2P1/2↔2D3/2

closed cycling transitions.

The 2S1/2↔2P1/2↔2D3/2 lambda system is the typical choice for laser cooling, requiring

only two visible wavelength lasers near 493 nm and 650 nm where high power single-mode
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A I gI Abundance Half-life

130 0 0.1% ∼ 1021 yr

132 0 0.1% Stable

133 1/2 -1.538(6) 0.0 ∼ 10.5 yr

134 0 2.4% Stable

135 3/2 0.555836(1) 6.5% Stable

136 0 7.8% Stable

137 3/2 0.62491(1) 11.2% Stable

138 0 71.6% Stable

Table 4.1: Abundances and nuclear properties of barium isotopes with half-lives longer than a few

days. The nuclear g-factor (gI) is given in units of the nuclear magneton (µN ).

diodes and photonic technologies are readily available1 2. Coherent population trapping

(CPT) enhanced by the strong 2P1/2 branching ratio of ≈ 3 : 1 results in a dark state

[BB02] when the lasers are equally detuned from the 2P1/2 state, and can be destabilized

with an applied magnetic field of a few Gauss3. Lasers at the remaining visible and infrared

(IR) wavelengths required for electron shelving and optical qubit manipulations are also

readily obtainable. High power 455 nm and 1762 nm single-mode direct diodes, along with

1228 nm and 1170 nm gain chips with high efficiency second harmonic generation (SHG)

waveguides are commercially available.

Before we begin describing the details and features of the various isotopes further, it will

be helpful to review the atomic theory relevant for this work.

1For non-zero nuclear spin isotopes, additional rempumping sidebands are required for laser cooling, easily
achieved using electro optical modulators (EOMs).

2A second set of closed cycling transitions exist between the 2S1/2 , 2P3/2 , 2D3/2 , and 2D5/2 states.

3Modulating the laser polarization will also destabilize dark states.
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62S1/2

62P1/2

62P3/2

52D3/2

52D5/2

614 nm
A614 = 2π x 5.98 MHz

585 nm
A585 = 2π x 0.733 MHz

493 nm
A493 = 2π x 15.2 MHz

1762 nm
A1762 = 2π x 5 mHz

2051 nm
A2051 = 2π x 2 mHz

455 nm
A455 = 2π x 18.9 MHz

650 nm
A650 = 2π x 4.9 MHz

Figure 4.1: Gross Ba+ energy level diagram with transition wavelengths and Einstein A coeffi-

cients [DDY16, DSV92]. Visible wavelength electronic transitions requiring lasers near 493 nm and

650 nm, or lasers near 455 nn, 585 nm, and 614 nm can be used for Doppler cooling. In addition,

the long-lived D states can be used for electron shelving or a narrow clock transition in the infrared

(IR).
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4.1 Atomic Structure

4.1.1 Hyperfine Structure

For isotopes with non-zero nuclear spin, the energy associated with the interaction of the

nuclear and electron spin magnetic dipole moments causes an additional splitting of the

electronic levels. This is known as the hyperfine interaction, and depending on the electronic

state, varies from hundreds of megahertz to tens of gigahertz for species used in this work.

The magnetic moment of the nucleus is defined as:

µI = gIµNI (4.1)

where gI is the nuclear g-factor, µN the nuclear magneton:

µN = µB
me

mp

(4.2)

me and mp the electron and proton masses, and I the nuclear spin. The Hamiltonian is

given by:

HHF = −µI ·Be (4.3)

where Be is the magnetic field at the nucleus due to the electron. The magnetic field consists

of contributions from the orbital motion and intrinsic spin angular momentum of the electron

[Woo18]. The field due to the orbital motion is given by:

Bl =
µ0

4π

(−ev)× (−r)

r3
= −2

µ0µB
4πr3

L (4.4)

with (−r) the co-ordinate of the nucleus with respect to the electron, L the orbital angular

momentum, and −er × v = −2µBL. The magnetic field due to the electron spin magnetic

dipole moment is given by:

Bs = −µ0

4π

1

r3

[
µs −

3(µs · r)r

r2

]
+

2µ0

3
µsδ

3(r) (4.5)

with spin dipole moment µs = −2µBS(gs = 2), and electron spin S. The Hamiltonian then

is given by:

H =
µ0µBµNgI

2πr3

(
(I ·L) +

[
3(S · r)(I · r)

r2
+ (I · S)

])
+

4µ0µBµNgI
3

(I · S)δ3(r).

(4.6)
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The first term in large parenthesis has two components: the energy associated with the

electron orbital angular momentum and the nuclear magnetic dipole moment, and the “finite

distance” dipole-dipole interaction between the nuclear and electron spin dipole moments

(square brackets). The term with the Dirac delta function is known as the “Fermi contact,”

and accounts for the dipole-dipole interaction when there is non-zero overlap of the electron

wavefunction at the nucleus. The term is only present for unpaired electrons in s-orbitals.

The first order energy shift of the given electronic state is given by the expectation value

of H. We begin by considering the the case for l 6= 04. The term with the delta function in

the Hamiltonian vanishes since the probability density of the electronic wavefuntion at the

nucleus is zero. In this case, it can be shown that [Woo18]:

Hl 6=0 = Al 6=0(I · J) (4.7)

with J = L+ S, and A the “hyperfine A constant”:

Al 6=0 =
µ0µbµNgI

2π

〈
1

r3

〉
l(l + 1)

j(J + 1)
. (4.8)

For the case of l = 0, only the last term in Equation 4.6 survives, and is given by:

Hl=0 = Al=0(I · J) (4.9)

with:

Al=0 =
2

3
µ0µbµNgI |ψ(0)|2. (4.10)

In general we will write the Hamiltonian as:

H = A(I · J) (4.11)

using the appropriate A constant for the electronic state of interest. In either case, the

Hamiltonian no longer commutes with the operators I and J . We define the new operator

F = I + J , and write the energy as:

EHF =
A
2

[F (F + 1)− I(I + 1)− J(J + 1)] (4.12)

4L2|l,ml〉 = l(l + 1)|l,ml〉
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with F and mF the new good quantum numbers. Conveniently, the energy difference between

levels is given by:

EHF (F )− EHF (F − 1) = AF. (4.13)

In addition to the interaction of the magnetic moments, if the nucleus is not spherically

symmetric, the nuclear charge distribution can have an electric quadrupole moment that

interacts with the gradient of the electric field of the electron. This contribution to the energy

can be the same order of magnitude as the magnetic dipole interaction. More generally, nuclei

with spin I can have higher moments, with the magnetic octupole moment (Ω) coming after

the the electric quadrupole moment (Q). The contributions from the higher moments are

written in terms of addtional hyperfine constants:

HHF = A(I · J) + BfQ(I,J) + CfΩ(I,J) + . . . (4.14)

with the first few functions fQ and fΩ given by [Arm71]:

fQ =
3(I · J)2 + 3

2
(I · J)− I(I + 1)J(J + 1)

2I(2I − 1)J(2J − 1)
(4.15)

fΩ =

[
10(I · J)3 + 20(I · J)2

+ 2(I · J)[−3I(I + 1)J(J + 1) + I(I + 1) + J(J + 1) + 3]

− 5I(I + 1)J(J + 1)

]
/

[
I(I − 1)(2I − 1)J(J − 1)(2J − 1)

]
.

(4.16)

By looking at the denominators, it can be seen that contributions from these higher moments

only occur if both I and J are greater than one-half for the electric quadrupole moment, and

greater than one for the magnetic octupole moment. This means only the J ≥ 3/2 states in

137Ba+ and 135Ba+ have higher order contributions to the hyperfine splittings.

4.1.2 Hyperfine Structure and Zeeman Splitting

In barium, a magnetic field of a few Gauss is typically applied to destabilize dark states as

well as define a quantization axis. This leads to an additional interaction in the form of:

HZ = µ ·B (4.17)
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termed Zeeman interaction, where µ is the total magnetic moment and B the applied mag-

netic field. In the low magnetic field limit HZ � HHF , this interaction can be treated as a

perturbation on the hyperfine states. The total magnetic moment is given by:

µ = gJµBJ + gIµNI (4.18)

where gJ is the Landé g-factor. Since the nuclear magneton is much smaller than the Bohr

magneton, we drop the second term and get:

EZ = gJµB〈J ·B〉. (4.19)

By taking the average projection of J along B = B0ẑ we get:

EZ = gFµBB0mF (4.20)

with gF given by:

gF =
F (F + 1) + J(J + 1)− I(I + 1)

2F (F + 1)
gJ (4.21)

and gJ given by:

gJ =
3

2
+
S(S + 1) + J(J + 1)− I(I + 1)

2F (F + 1)
(4.22)

assuming gs ≈ 2 and gL = −1. This calculation is typically sufficient for most needs, and

knowing the Bohr magneton is µB = 1.4 MHz/G in frequency units simplifies estimating

Zeeman shifts.

When the Zeeman shifts become the same order as the hyperfine splitting (large B-field)

perturbation theory no longer holds. In this case, the two Hamiltonians (HHF and HZ) must

be treated on equal footing and considered a perturbation of the fine structure Hamiltonian.

For an introductory example see [Gri05]. Even for the case of low magnetic field, treating

both perturbations on equal footing will give us a more precise estimate of the energy level

shifts. Using the hyperfine states |F ;mF 〉 as a basis, the new perturbation Hamiltonian can

be formed which will include both diagonal and off-diagonal elements5. The new energy

5Instead the basis |MIMJ〉 could be used in which case HZ would give diagonal terms and HHF would
give off-diagonal terms. Either way, the eigenvalues are the same. However, it turns out that |mF 〉 is a good
quantum number so one can immediately calculate which matrix elements are zero when using the hyperfine
states as a basis.
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eigenvalues are found by diagonalizing the perturbation Hamiltonian, and in the case where

one of the angular momenta I, J = 1/2, an analytic solution can be calculated. This is given

by the well known Breit-Rabi formula [BR31]:

EF=J±1/2 = − ∆EHF
2(2J + 1)

+ gJµBmFB

± ∆E

2

√
1 +

4(gJµB − gIµN)mFB

(2J + 1)∆EHF
+

[
(gJµB − gIµN)B

∆EHF

]2

.

(4.23)

∆EHF is the hyperfine splitting with no magnetic field present, and is positive if the hyperfine

A constant is positive, and negative if the hyperfine A constant is negative. This formula

shows that even for mF = 0 states, there is still a non-zero energy shift, where in our earlier

approximation the shift was zero.

4.1.3 Isotope Shifts

Finally, we turn to the last bit of atomic structure relevant to this work. The frequency of a

given electronic transition changes between isotopes and the difference similar in magnitude

to the hyperfine splitting. The shift is made up of two parts, the first called the mass shift,

and given by the following equation [HS74]:

δνi massA,A′ = (M i
NMS +M i

SMS)
A− A′
AA′

(4.24)

δνi massA,A′ is defined as the frequency shift of the i -th electronic transition between two masses A

and A′. The term M i
NMS is called the normal mass shift (NMS), and is just the replacement

of the electron mass with the reduced mass. The term M i
SMS is called the specific mass

shift (SMS), and arises when more then one electron is present. The SMS originates from

correlations in the momenta of various electrons, and can be thought of as arising from

the formation of multi-electron “quasiparticles” [Kin84]. In general, the SMS is difficult to

calculate and is usually a measured quantity.

The second contribution to the isotope shift is called the field shift (FS), or sometimes

the volume shift, given by:

δνi fieldA,A′ = F iλA,A′ . (4.25)
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The factor F i only depends on the i -th electronic transition, and is essentially a measure of

the wavefunction overlap at the nucleus, largest for s-orbital electrons. The second factor is

given by:

λA,A′ = δ〈r2〉A,A′ + C1δ〈r4〉A,A′ + C2δ〈r6〉A,A′ + ... (4.26)

and describes the nuclear charge parameters. In general, contributions from higher charge

moments can be neglected, leaving only the difference in the mean square nuclear charge

radii [HS74]:

λA,A′ = δ〈r2〉A,A′ . (4.27)

For the total isotope shift of the i -th electronic transition we have:

δνiA,A′ = F iδ〈r2〉A,A′ +M iA− A′
AA′

(4.28)

with M i = M i
NMS +N i

SMS.

We now consider two electronic transitions in a given atomic species (i ∈ {r, b}) for a

given pair of isotopes (A,A′). Solving for the difference in the mean square nuclear charge

radii of the r-electronic transition we get:

δ〈r2〉A,A′ =
1

F r

[
δνr

A,A′ −M r(
A− A′
AA′

)

]
. (4.29)

Plugging this into the formula for the isotope shift of our second transition δνb
A,A′ and

rearranging we get:(
AA′

A− A′ δν
b
A,A′

)
=
F b

F r

(
AA′

A− A′ δν
r
A,A′

)
−
(
F b

F r
M r +Mb

)
. (4.30)

This is a surprising result. When the isotope shifts of two electronic transitions are plotted

against each other, normalized by the factor AA′

A−A′ , the points all fall on a straight line. This is

known as a King plot [Kin63] and can be utilized for estimating isotopes shifts or measuring

nuclear deformation.
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4.2 Stable Isotopes

4.2.1 Nuclear Spin Zero

The five nuclear spin-zero (I = 0) isotopes of barium (Table 4.1) share the same general

electronic structure shown in Figure 4.2. Due to the relatively simple structure and favorable
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Figure 4.2: Level structure for even barium isotopes with zero nuclear spin (I = 0). Inset shows

the isotope shifts of the 2P1/2↔2S1/2 and 2P1/2↔2D3/2 transitions. As described in the text, a

decrease in atomic mass number leads to an increase in transition frequency.

wavelengths, even isotopes of barium are used in a variety of AMO experiments [DC13,

SDC16, RSS13] including multi-species traps to sympathetically cool co-trapped atomic or

molecular ions [SZB18, ROW05, SHL14, SKD16]. Zeeman qubits can be defined in the 2S1/2
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manifold, and optical qubits between the 2D5/2↔2S1/2 states. High-fidelity readout of the

Zeeman qubit can be achieved by shelving on the 2P3/2↔2S1/2 stretched-state transition and

pulsed repumping with 585 nm, alternating between σ+-light and π-light to prevent mixing

of the qubit levels.

The even isotope shifts of the 2P1/2↔2S1/2 (493 nm) and 2P1/2↔2D3/2 (650 nm) have

the feature where linearly decreasing the mass leads to a monotonic increase in the transition

frequency (Table 4.2). When laser cooling 138Ba+ , the laser frequencies are red-detuned of

all the other isotopes, and it is possible to simultaneously cool and image multiple barium

species. In this experiment, with the imaging system described in the next chapter, the

three most abundant isotopes (138Ba+,136 Ba+,134 Ba+) can all be imaged simultaneously on

an EMCCD camera.

This advantageous structure also makes removing heavier even isotopes straightforward

by means of laser heating. Instead of a negative detuning in equation 3.35, the laser is blue-

detuned leading to a decrease in the ion’s phase space density. By simply changing the laser

frequencies to cool one of the lighter even isotopes, the heavier ones are heated out from the

trap.

4.2.1.1 650 nm Spectroscopy (Weak Probe Line scan)

While the isotope shifts of the 2P1/2↔2D3/2 electronic transition were reported in the lit-

erature for 138Ba+, 136Ba+, and 134Ba+ [VAH93], the remaining two even isotopes were not.

With a naturally abundant source and the ability to distill single 132Ba+ and 130Ba+ ions,

spectroscopy measurements were possible.

Previous measurements of electronic transitions in other isotopes were made using a

beam of ions, where interrogation times are short but a continual source of new ions is

always available. These measurements needed to account for Doppler shifts due to the angle

of the laser with respect to the atomic beam, as well as the resulting temperature of the
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ions when produced from a thermal oven.6. Heating effects from the laser-ion interaction

can be ignored since the time the ions see the laser is short. However, trapped ions suffer

from Doppler heating and loss of signal when trying to measure and electronic transition

blue-detuned of atomic resonance. Typical measurement of an electronic transition is made

by setting all required cycling lasers red-detuned approximately half an atomic linewidth,

and scanning the required laser over the transition to be measured. As the laser approaches

resonance, the population in the excited state increases leading to increased spontaneous

emission and an increase in the detected number of photons. However, once blue-detuned

of the transition, Doppler heating quickly heats the ion. Even if the ion does not leave the

trapping region, the increase in energy causes an increase in the amplitude of the motion

which either takes the ion out of the laser beams or Doppler shifts the ion out of resonance.

An immediate loss of signal occurs as there is no longer appreciable population in the excited

state. A typical scan of this type of measurement is shown in Figure 4.3.

To avoid this unwanted heating during measurement, application of the required laser

frequency (probe beam) can be rapidly alternated with a Doppler cooling beam [WBG08,

Pru14]. The probe beam saturation parameter of s� 1 is applied for a short duration and

prevents significant heating when blue-detuned of atomic resonance. For measurements of the

2P1/2↔2D3/2 isotope shifts near 650 nm, the cooling beam is a first-order sideband generated

by modulating a fiber electro optic modulator (EOM), and is detuned approximately half

an atomic linewidth with a saturation parameter of scool ≈ 10. The probe beam, a first-

order sideband generated from the same laser and EOM, has a saturation parameter that is

much smaller than the cooling beam, experimentally reduced until no further reduction in

linedwidth is measured (sprobe ≈ 0.1). The EOM is modulated with two separate RF sources,

combined with a power splitter, with each individually turned on and off with separate RF

switches. The carrier of the 650 nm laser is detuned by 4 GHz where off-resonant effects are

negligible. Figure 4.4 shows the experimental sequence for the 650 nm line scan for 132Ba+

and 130Ba+. In previously reported experiments, the repumping laser was extinguished

6Atoms produced from a thermal oven can have temperatures of ∼ 500 ◦C or more.
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Figure 4.3: Standard line scan of the 2P1/2↔2S1/2 transition (Fig. 4.2). The 493 nm and 650

nm laser are initially detuned half an atomic linewdith from resonance. The 493 nm laser is then

scanned approximately 250 MHz on either side of the resonant frequency. As soon as the laser

frequency is larger then the transition frequency, Doppler heating causes an immediate loss of

fluorescence. Red line fits half the data to a Lorentzian profile.

during the probe portion of the experiment. Here, the 493 nm laser (repumper) is always

applied and detuned for optimal cooling. Cooling is applied for 150 µs, after which the

probe laser is applied for 25 µs. The cycle is repeated 40,000 times per probe frequency,

and the frequency of the probe is scanned approximately 300 MHz on either side of atomic

resonance. At each probe frequency, fluorescence is collected only during the probe portion

of the experimental cycle. A scan of the 650 nm transition in 132Ba+ and 130Ba+ is plotted

in Figure 4.5. Using these data, we find δν650
132,138 = 292(1)stat MHz and δν650

130,138 = 394(1)stat

MHz. Scans have ± 20 MHz systematic uncertainty primarily due to wavemeter drift [Hig14].
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Figure 4.4: Level diagram and sequence for weak probe line scan.

4.2.2 Nuclear Spin-3/2

Two of the stable isotopes (137Ba+,135 Ba+) have nuclear spin I = 3/2. The level structure

now includes the hyperfine interaction as shown in Figure 4.6. The additional rich structure

can be used to define hyperfine qubits or qudits7[LWC19], and both ground-state hyperfine

qubits and optical qubits defined between the 2D5/2↔2S1/2 states have been previously

investigated [DKN10]. The isotope shifts also have the same feature where a linear decrease

in mass leads to a monotonic increase in both the 493 nm and 650 nm transition frequencies

(Table 4.3). Isotopes shifts between electronic transitions with hyperfine structure are defined

from the hyperfine centroids8. For states with J ≥ 3/2, the electric quadrupole of the nucleus

provides an additional contribution to the hyperfine splitting and is written in terms of the

hyperfine B constant (Eq. 4.14). The hyperfine A and B constants are given in Table 4.3.

7Qubit is a 2-level quantum bit while a qudit is the general term for an N-level quantum bit.

8The hyperfine centroid is the value of the energy level in the absence of the hyperfine interaction. The
centroid can be calculated using equation 4.14.
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Figure 4.5: Scan of the 2P1/2↔2D3/2 transition in (a) 132Ba+ and (b) 130Ba+ using a weak probe

beam to interrogate the ion. Alternating between Doppler cooling and low laser intensity probing

allows for the scan of the transition without significant heating to the ion and loss of fluorescence

for detection. Blue points are collected data, solid red curve is a fit to equation 3.58 with the

addition of an overall scale factor and a constant offset to account for background light scatter.

Using these data, we find δν650
132,138 = 292(20) MHz and δν650

130,138 = 394(20). Scans have ±20 MHz

systematic uncertainty primarily due to wavemeter drift.
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A δν493 δν650 δν455 δν585 δν614

130 355.3(4.4) 394(1)stat 372.3(4.9) 413.2(3) 426.0(3)

132 278.9(4) 292(1)stat 294.9(4.2) 301.7(3) 311.4(3)

134 222.6(3) 174.5(8) 233.9(3.7) 188.2(3) 194.7(3)

136 179.4(1.8) 68.0(5) 186.9(2.1) 76.1(3) 80.3(3)

138 ≡ 0 ≡ 0 ≡ 0 ≡ 0 ≡ 0

Table 4.2: Isotope shifts of the visible electronic transitions shown in Figure 4.2 for isotopes with

nuclear spin zero. All values are in MHz. The isotope shift of the i -th electronic transition is

defined relative to 138Ba+ and is given by δνi ≡ νiA − νi138. The bolded values are spectroscopic

measurements from this work and have a systematic uncertainty of ±20 MHz. All other isotope

shifts are reported from references [VBB85, WAB84, VAH93, SBD80, HBB82].
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Figure 4.6: Level structure for the isotopes 137Ba+ and 135Ba+ with nuclear spin I = 3/2. Cooling

is achieved by tuning the 493 nm laser carrier between center of the 2S1/2 hyperfine splitting and

the |2P1/2 ;F = 1〉 manifold, with first order sidebands resonant with the |2P1/2 ;F = 1〉 ↔ |2S1/2 ;F

= 1〉 and |2P1/2 ;F = 1〉 ↔ |2S1/2 ;F = 2〉 transitions.
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While there are multiple ways to Doppler cool these two isotopes, we use a scheme

similar to the one described in [DK02]. The 493 nm laser carrier (νc493) is tuned between

the middle of the 2S1/2 hyperfine splitting and the |2P1/2 ;F = 1〉 manifold (Fig. 4.6).

A fiber EOM phase modulates the laser producing first order sidebands resonant with the

two 2S1/2 hyperfine manifolds and the |2P1/2 ;F = 1〉 manifold. Decays are only allowed

to the F = 2, 1, 0 manifolds of the 2D3/2 via dipole selection rules, however, off-resonant

scatter to the |2P1/2 ;F=2〉 can lead to population in |2D3/2 ;F=3〉. The rumpuming scheme

of the 2D3/2 manifolds was dictated by the existing oscillators and amplifiers in our lab

intended for use with 133Ba+ . To repump all four manifolds, we place the 650 nm laser

carrier (νc650) resonant with the |2P1/2 ;F=2〉 ↔ |2D3/2 ;F =3〉 transition. The carrier is also

≈ 500 MHz blue-detuned of the |2P1/2 ;F=1〉 ↔ |2D3/2 ;F =0〉 transition. A fiber EOM

is used to add two frequency sidebands resonant with the |2P1/2 ;F=1〉 ↔ |2D3/2 ;F =0〉
and |2P1/2 ;F=1〉 ↔ |2D3/2 ;F =1〉 transitions (νsb1650 and νsb2650). The resulting second-order

sidebands have enough power and are close enough in frequency to repump the |2D3/2 ;F=2〉.

This cooling scheme is ideal for heating out barium isotopes with nuclear spin I = 0,

leaving only 137Ba+ or 135Ba+ ions. The 493 nm laser carrier (νc493) is blue-detuned from

all even isotopes, ranging from a few MHz to ≈ 400 MHz. This detuning is ideal for

Doppler heating since larger frequency separations would lead to insignificant scattering and

no average increase in kinetic energy. In addition, off-resonant carrier scattering on the

|2P1/2 ;F=1〉 ↔ |2S1/2 ;F=1,2〉 transitions when cooling 137Ba+ and 135Ba+ is negligible due

to the large detunings. Using the scheme described, a pure chain of thirty 135Ba+ ions was

distilled from a naturally abundant source and is shown in Figure 4.7. The probability of

loading a pure chain based on natural abundance is (0.065)30 ≈ 10−36. Isolating 135Ba+ ions

from a naturally abundant source is easiest to achieve since 137Ba+ ions will also be Doppler

heated when the lasers are at the 135Ba+ cooling frequencies.
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Figure 4.7: Pure chain of thirty 135Ba+ ions distilled from a naturally abundance source using the

frequencies shown in Figure 4.6. Probability of loading (0.065)30 ≈ 10−36.

4.3 133Ba+

133Ba+ is an attractive candidate for trapped-ion quantum computing due to its visible wave-

length electronic transitions, spin-1/2 nucleus, and long-lived D states. While others [Die09]

in the community had previously considered 133Ba+ as a qubit host, the 10.5 year half-life

seems to have discouraged anyone from seriously attempting its use. The initial goals of this

work were (1) demonstrate efficient loading of 133Ba+ with low source activities and mod-

erate radiation shielding, (2) measurement of the unknown spectroscopy required for laser

cooling and basic qubit manipulations. Details on the available qubit levels, demonstration

of qubit manipulations, and high-fidelity state preparation and measurement (SPAM) are

described in detail in Chapter 6. Further details regarding the radioactive nature of 133Ba+ ,

its availability, and information potentially useful for future experiments can be found in

Appendix A.

4.3.1 Estimating Unknown State Energies

The general level structure of 133Ba+ is shown in Figure 6.2. Previous work measured the
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Figure 4.8: Energy level diagram of 133Ba+ and frequencies used for laser cooling qubit manipula-

tions.

2S1/2 hyperfine splitting to an impressive precision, ∆1 =9925453554.49(10) Hz [KSW87].

In that experiment, ions were loaded via thermionic emission into an RF Paul trap, but

used an H2 buffer gas as opposed to Doppler cooling to reduce the temperature of the ions.

The isotope shift of the 2P1/2↔2S1/2 electronic transition and 2P1/2 hyperfine splitting were

also measured using a hollow cathode tube lamp cooled with liquid nitrogen [HHM76]. In

order to laser cool, the 2P1/2↔2D3/2 isotope shift and 2D3/2 hyperfine splitting needed be
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known, as ≈ 25% of decays from the 2P1/2 are to the 2D3/2 states (Fig 4.1). To estimate the

unknown hyperfine splittings, we refer back to Equations 4.10 and 4.8 for the hyperfine A
constant. We also note that since I = 1/2 in 133Ba+ , there are no higher order contributions

to the hyperfine splitting (Eq. 4.14). Taking the ratio of A constants of different isotopes

for the same electronic state gives:

Al 6=0

A′l 6=0

=
gAI
〈

1
r3

〉A
gA
′

I

〈
1
r3

〉A′ (4.31)

for states with l 6= 0, and
Al=0

A′l=0

=
gAI |ψ(0)|2A
gA
′

I |ψ(0)|2A′
(4.32)

for states with l = 0. In either case, we can assuming the electronic radial wavefunctions are

approximately equal between isotopes, resulting the ratio of A constants becoming the ratio

of g-factors. Since there are no electric quadrupole or magnetic octupole contributions in

133Ba+ , the measured nuclear g-factors and hyperfine constants in tables 4.1 and 4.3 can be

used to estimate all hyperfine splittings. The validity of the approximation can be tested by

comparing the measured ground state hyperfine splitting in 133Ba+ with the predicted values

from 137Ba+ and 135Ba+ . The estimated values are AS1/2
≈ 9939 MHz using 135Ba+ , and

AS1/2
≈ 9888 MHz using 137Ba+ . Using the interval rule for the energy difference between

two hyperfine levels:

∆EHF = EF − EF−1 = AF (4.33)

the hyperfine splittings are estimated as ∆1 = 9939 MHz and ∆1 = 9888 MHz. These are

only different from the measured value by 0.2% and 0.3% respectively. Table 4.4 lists the

estimated values for all hyperfine splittings in 133Ba+ using both 135Ba+ and 137Ba+ .

With the hyperfine splittings calculated, estimates of the unknown isotope shifts remain

for laser cooling. Using the previously measured isotope shifts (Table 4.2) of the 2P1/2↔2S1/2

and 2P1/2↔2D3/2 electronic transitions, a King plot (Eq. 4.30) is made and shown in figure

4.9. The fitted slope of -0.26 is close to the theoretical value of -0.288 [ORF88] and the fitted

intercept is -59.5 MHz/amu. Using the fit parameters and the previously reported isotope

shift δν493
133,138 = 355 MHz, the isotope shift of the 2P1/2↔2D3/2 transition in 133Ba+ was
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S1/2 P1/2 P3/2 D3/2 D5/2

135 9937 1828 625 938 69

137 9888 1828 625 930 56

Table 4.4: Estimated hyperfine splittings in 133Ba+ using measured 137Ba+ and 135Ba+ hyperfine A
constants (Table 4.3) as well as measured nuclear g-factors (Table 4.1). All values given in MHz.

137

135
136

133 134

130
132

130

132
134

133

Figure 4.9: King plot [Kin63] of the 2P1/2↔2D3/2 transition vs. the 2P1/2↔2S1/2 transition. Each

point represents the pair of masses (A, 138). Isotope shifts are normalized by the mass difference

of each pair. Circles are previously reported [VBB85, WAB84, VAH93, SBD80, HBB82] where the

triangle, square and diamond include measurements from this work.

estimated to be δν650
133,138 = 198 MHz. King plots of the 493 nm transition versus the 455 nm

(614 nm) transition were also made giving estimated isotope shifts of δν455
133,138 = 389 MHz

(δν614
133,138 = 217 MHz).
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With the energy levels estimated, the goal of demonstrating the first laser cooled 133Ba+ ion

was achieved and described in what follows.

4.3.2 Laser Cooling

A laser near 493 nm is slightly red-detuned (≈ 30 MHz) from the |2P1/2 ;F=0〉 ↔ |2S1/2 ;F=1〉
transition, denoted νc493 in Fig. 6.2. Transitions between the |2P1/2 ;F=0〉 ↔ |2S1/2 ;F=0〉
are forbidden, but eventually off-resonant scattering via the |2P1/2 ;F=1〉 states will trap the

population in the |2S1/2 ;F=0〉 state. To return the atom to the cooling cycle, an additional

frequency is applied resonant with the |2P1/2 ;F=1〉 ↔ |2S1/2 ;F=0〉 transition (νsb493). In

this experiment, νsb493 is generated with a fiber EOM (denoted 493 nm EOM) driven at f =

(∆1 + ∆2)/2 = 5.872 GHz (second-order sideband) with saturation parameter less than one.

A re-pumping laser near 650 nm is slightly red-detuned of the |2P1/2 ;F=0〉 ↔ |2D3/2 ;F=1〉
transition, denoted νc650 (Fig. 6.2). Dipole selection rules prevent decay of the |2P1/2 ;F=0〉
state to the |2D3/2 ;F=2〉 states, however, the |2P1/2 ;F=1〉 ↔ |2D3/2 ;F=2〉 transition is

allowed. The off-resonant scatter rate out of the |2D3/2 ;F=2〉 states from the applied laser

frequency νc650 is greater than the decay rate into the state due to off-resonant scatter from

the application of laser frequency νc493. Therefore, only the three frequencies νc493, νsb493, and

νc650 are required to cool and crystallize 133Ba+ . To improve cooling, νc650 passes through a

fiber EOM (denoted 650 nm EOM) driven at 904 MHz resulting in a first order sideband

(νsb650) red-detuned from the |2P1/2 ;F=1〉 ↔ |2D3/2 ;F=2〉 transition, shown in Figure 6.2.

4.3.3 Loading & Distillation

A source of 133Ba atoms is produced by drying a commercially available [EZ] solution of neu-

tron activated BaCl2 dissolved in 0.1 M HCl on a platinum ribbon substrate (see Appendix

D). The calibration certificate reports that approximately 2% of the total barium atoms are

133Ba. According to manufacturer, before production of 133Ba begins an enriched source of

132Ba is produced to improve the activation efficiency. This isotope dominates the remaining

98% of barium atoms, confirmed by laser cooling as well as a laser-cooling-assisted mass
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spectrometry (LAMS) (see chapter 5). 134Ba abundance is estimated at ∼ 1%, and no other

isotopes are loaded from the radioactive source9.

With the trap rf switched off, atomic barium ions are produced by laser-ablating the

BaCl2 on the platinum ribbon substrate using a 532 nm, 0.2-0.4 mJ, 5-7 ns laser pulse

focused down to a 40 µm waist (80 µm beam diameter). After a delay period of 20 µs,

optimized for maximum capture efficiency, the trap rf voltage turns on confining ions. Since

typical kinetic energies produced by laser ablation range from 5-50 eV [WH00], a 20 µs delay

indicates loading of the low energy portion (≈ 0.1 eV) of the ion kinetic energy distribution.

Typically, adjusting the ablation energy allows changing the number of ions loaded from

approximately 10 to 100. However, a discrete jump is often observed, with the minimum

possible change in ablation laser energy (∆E ∼ 50 µJ) resulting hundreds in of ions loaded

from zero. Theoretical models indicate each laser pulse at our stated fluence produces ∼ 1011

Ba atoms [PTH88], resulting in a loading efficiency of order 10−9-10−10, comparable to

loading using an oven and photo-ionization [SM89, DAB06, SGS06]. The large abundance

of 132Ba+ allows us to confirm loading from the radioactive source by ablating the target

with the cooling lasers red-detuned of all even isotope transitions. The laser is then swept

blue across the resonances of the even isotopes (Fig. 4.2), and fluorescence is monitored

to determine which masses are present. Figure 4.10b shows an image of typical cloud of

132Ba+ ions loaded from the radioactive source.

Empirical results show loading with the laser carriers near 493 nm and 650 nm red-

detuned of the 132Ba+ resonant cooling frequencies with no other tones, followed by a sweep

to the 133Ba+ frequencies (Fig. 4.10a) produced the most consistent loading of 133Ba+ . Both

493 nm and 650 nm lasers are stabilized via a software lock with the transition between

frequencies taking approximately 3 seconds. Initially after the sweep, νh493 is red-detuned

of all even isotope transitions to provide sympathetic cooling of 133Ba+ via laser cooling of

132Ba+ or 134Ba+ . νh493 is a first-order sideband generated simultaneously with νsb493 using

9In some of the first loading attempts 138Ba+ ions were observed. We believe this was from a reflected
high energy laser pulse. After optimization much lower pulse energies were used and only 132Ba+, 133Ba+ ,
and 134Ba+ were observed.
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Figure 4.10: (a) Laser cooling transitions for the A = 133 isotope of barium II with hyperfine

structure of the underlying states. (b) A single 133Ba+ ion and an isotopically pure 132Ba+ ion

cloud loaded from an enriched microgram source of barium atoms. (c) Laser loading scheme of

133Ba+ for the 62S1/2 ↔ 62P1/2 transition. To Doppler cool 133Ba+ , the laser carrier νc493 is

stabilized 4.218(10) GHz above the 138Ba+ resonance. The frequency νsb493, resulting from a second-

order sideband at νc493 − 11.744 GHz, depopulates the 2S1/2 , F = 0 state. The frequency νh493,

resulting from a first-order sideband at νc493 − 4.300 GHz, Doppler cools any co-trapped barium II

even isotopes and sympathetically cools 133Ba+ . This first-order sideband is scanned across the

blue shaded region (to νc493 − 3.800 GHz) using a high bandwidth fiber EOM to Doppler heat any

other barium II isotopes out of the ion trap

the 493 nm EOM. By loading with the 493 nm and 650 nm laser frequencies optimized

for 132Ba+ laser cooling, we believe improved sympathetic cooling by the large 132Ba+ cloud

improves 133Ba+ capture. After reaching the cooling frequencies for 133Ba+ , the trap rf is
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decreased to reduced the trap depth and νh493 swept to νc493 - 3.700 GHz (Fig. 4.10c). This

tone is then removed and the trap depth restored. This sufficiently Doppler heats any

co-trapped even isotopes, leaving 133Ba+ or non-barium “dark” ions. To optimize the νh493

sweep bandwidth, strength, and trap depth reduction, the laser frequencies are returned

to the 132Ba+ cooling frequencies to confirm even isotope removal. Often there are enough

remaining dark ions to prevent the crystallization and detection of 133Ba+ . It is still an open

question as to what these species are, but we believe it is likely to be 133Cs+. To remove

these unwanted species, all four cooling frequencies are red-detuned ≈100 - 200 MHz, and

a DC voltage applied to a pair of diagonally opposing trap rods for 1.0 s. Application of

DC voltage is controlled in software and there is ∼ 10 ms delay between the application of

voltage on each rod. The laser frequencies are then returned to the 133Ba+ cooling values

and fluorescence monitored for 133Ba+ detection. This cycle is repeated, increasing the DC

values by 50.0 mV at each step, from 2.0 V to 4.0 V. If no ions are detected, the lasers are

reset to the 132Ba+ cooling frequencies and the trap reloaded.

If 133Ba+ ions are detected with co-trapped dark ions, the same procedure of DC voltage

application is repeated until all unwanted species have been ejected from the trap. Empir-

ically, red-detuning the cooling frequencies ≈ 100 MHz has the highest efficiency of dark

ion distillation after initial 133Ba+ fluorescence is observed. Often, 133Ba+ ion are lost in the

distillation process. If a pure chain of more than one 133Ba+ is present, distillation to a single

ion is accomplished by red-detuning the cooling frequencies so the photon count rate is re-

duced by half, and applying the same DC cycle previously described. Loading and distilling

of a single 133Ba+ ion typically takes 10-45 minutes, and trap lifetimes in excess of 24 hours

usually require one loading attempt per day.

4.3.4 Spectroscopy

With the successful laser cooling and distillation of a single 133Ba+ ion, the 2S1/2 , 2P1/2 , and

2D3/2 hyperfine splittings were measured during the same day using the same atomic ion.

These spectra were obtained by using the same technique described in section 4.2.1.1, where
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Figure 4.11: Measured hyperfine splittings of the 2S1/2 , 2P1/2 , and 2D3/2 states in 133Ba+. Solid

red lines are fitted Lorentzian profiles. (a) Fluorescence as a function of applied modulation

frequency to a laser tuned slightly red of the |2S1/2 ; F = 1〉 ↔ |2P1/2 ;F = 1〉 transition. When

the applied modulation frequency is near ∆2, the ion can spontaneously decay to the F = 2 states

in the 2D3/2 manifold. The resulting decrease in fluorescence gives a 2P1/2 hyperfine splitting of

∆2 = 1840(2)stat MHz. (b) Fluorescence from a single 133Ba+ atomic ion with the application of

laser frequencies νc493, νc650 and νsb650 while scanning laser frequency νsb493. The peak of the fluorescence

spectrum yields the 2S1/2 hyperfine qubit splitting ∆1 = 9931(2)stat MHz. (c) After applying laser

frequencies νc493, νsb493, νc493 − ∆1, and νc650, an applied frequency near νsb650 is scanned to repump

133Ba+ out of the F = 2 states in the 2D3/2 manifold. The resulting increase in fluorescence rate

yields a 2D3/2 hyperfine splitting of ∆2 = 937(3)stat MHz. These measurements all have a ±20

MHz systematic uncertainty primarily due to drift of the wavemeter used to stabilize the lasers.
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rapidly alternating between cooling and a low intensity probe beam eliminates unwanted

lineshape distortions (Fig. 4.3). All measurements have a ±20 MHz systematic uncertainty

primarily due to drift of the wavemeter [Hig14] used to stabilize the lasers. To measure

the 62P1/2 hyperfine splitting (Fig. 4.11a), a sideband of the laser with frequency near

the |2P1/2 ;F=1〉 ↔ |2S1/2 ;F = 1〉 transition is scanned. When this frequency is near

resonance, and without laser frequency νsb650, the population of the |2D3/2 ;F= 2〉 states is

increased. We utilize the resulting decrease in fluorescence to measure the 62P1/2 hyperfine

splitting ∆2 = 1840(2)stat MHz (see Fig. 4.11b). To measure the 62S1/2 hyperfine qubit

splitting, the laser sideband νsb493 near the |2P1/2 ;F = 1〉 ↔ |2S1/2 ;F = 0〉 transition is

scanned. The fluorescence is maximized when νsb493 = νc493 −∆1 −∆2 (see Fig. 4.10a). We

measure the hyperfine qubit splitting ∆1 = 9931(2)stat MHz. In order to measure the 2D3/2

hyperfine splitting, we increase the population of the |2D3/2 ;F=2〉 manifold by applying a

laser sideband at frequency νc493−∆2. The fluorescence is maximized when the laser sideband

νsb650 = νc650 + ∆4 −∆2 (see Fig. 4.10c). We measure ∆4 = 937(3)stat MHz.

In addition to the hyperfine splittings, efficient laser cooling requires knowledge of the

2P1/2↔2S1/2 and 2P1/2↔2D3/2 isotope shifts (δν493
133,138 and δν650

133,138, Eq. 4.28). By scanning

the frequencies νc493 and νc650 we obtain δν493
133,138 = 355(4)stat MHz and δν650

133,138 = 198(4)stat

MHz.

With the lower lambda system spectroscopy known, we move to the spectroscopy needed

for electron shelving. High fidelity shelving of the |2S1/2 ;F = 1,mF = 0〉 state can be

achieved with optical pumping by application of the frequencies ν455, ν585, and νc650 (and ν614

for deshelving), see Figure 6.2. To determine these unknown frequencies, we measure the

2P3/2↔ 2S1/2 and 2P3/2↔ 2D5/2 isotope shifts relative to 138Ba+ (δν455
133,138 and δν614

133,138)

and hyperfine splittings ∆3 and ∆5.

To measure ∆3 and δν455
133,138, the atom is prepared in the |2S1/2 ;F = 1〉 manifold by

optical pumping with νc650 and νsb650 after Doppler cooling. A laser near 455 nm (ν455) is

applied for 50 µs with saturation parameter s ≈ 1× 10−3. When the frequency is near one

of the two allowed transitions, excitation followed by spontaneous emission from the 2P3/2
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Figure 4.12: (a) Measurement of the 2P3/2 hyperfine splitting by tuning the 455 nm laser. The

left (right) peak corresponds to F = 2 (F = 1) in 2P3/2 . (b) Measurement of the 2D5/2 hyperfine

splitting by tuning the 614 nm laser. Triangles are data for the |2P3/2 ;F =2〉 ↔ |2D5/2 ;F =3〉
transition, circles are for the |2P3/2 ;F=2〉 ↔ |2D5/2 ;F=2〉 transition. Solid lines are Lorentzian

fits. Statistical error bars on individual data points are smaller than markers.

with branching ratios [DDY16] 0.74, 0.23, and 0.03 to the 2S1/2 , 2D5/2 , and 2D3/2 states,

respectively, optically pumps the ion to the 2D5/2 state. The population remaining in the

2S1/2 and 2D3/2 states is then detected by collecting fluorescence while Doppler cooling and

using threshold discrimination on the number of collected photons to decide if the atom was

in the 2D5/2 state. This sequence (Fig. 4.13a) is repeated 200 times per laser frequency, and

the average population is shown in Fig. 4.12(a) as a function of frequency. All lasers are

linearly polarized ≈ 45◦ from the magnetic field direction. From these data, we find ∆3 =

623(20) MHz, and δν455
133,138 = +358(28) MHz relative to 138Ba+.

To measure ∆5 and δν614
133,138, the atom is Doppler cooled and shelved to the 2D5/2 state
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via one of the 2P3/2 hyperfine manifolds. The |2D5/2 ;F=2〉 manifold is prepared via shelving

on the |2P3/2 ;F =1〉 ↔ |2S1/2 ;F =1〉 transition, as dipole selection rules forbid decay to

the |2D5/2 ;F=3〉 state. Similarly, the |2D5/2 ;F = 3〉 manifold is prepared by shelving on

the |2P3/2 ;F = 2〉 ↔ |2S1/2 ,F = 1〉 transition, where 0.93 of decays to the 2D5/2 are to

the |2D5/2 ;F=3〉 manifold. Next, a tunable laser near 614 nm is applied for 100 µs with

saturation parameter s ≈ 1. When the frequency is near the |2P3/2 ;F=2〉 ↔ |2D5/2 ;F=3〉 or

|2P3/2 ;F=2〉 ↔ |2D5/2 ;F=2〉 transition, spontaneous emission from the 2P3/2 state quickly

deshelves the ion to the |2S1/2 ;F=1〉 and 2D3/2 states. This deshelved population is then

detected via Doppler cooling. All lasers are linearly polarized ≈ 45◦ from the magnetic field

direction. This sequence (Fig. 4.13b) is repeated 200 times per laser frequency, and the

average population is shown Fig. 4.12(b) as a function of frequency. From these data, we

find the 2D5/2 hyperfine splitting ∆5 = 83(20) MHz, and isotope shift δν614
133,138 = +216(28)

MHz. Reported hyperfine measurements (Table 4.5) include a systematic uncertainty of 20

MHz due to unresolved Zeeman structure. For isotope shifts, the relevant 133Ba+ centroid

frequency is determined from the hyperfine splitting measurements and then compared to

measurements of the corresponding 138Ba+ transition. Reported isotope shifts include a 28

MHz systematic uncertainty due to wavemeter drift and unresolved Zeeman structure.

The 133Ba+ spectroscopy measured in this work and elsewhere is summarized in Table

4.5.
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Figure 4.13: (a) Sequence for measuring 2P3/2 hyperfine splitting and 2P3/2↔ 2S1/2 isotope shift.

All lasers are linearly polarized ≈ 45◦ from the magnetic field direction, and ν455 has saturation

parameter of s ≈ 1 × 10−3. (b) Sequence for measuring 2D5/2 hyperfine splitting and 2P3/2↔
2D5/2 isotope shift. All lasers are linearly polarized ≈ 45◦ from the magnetic field direction, and

ν614 has saturation parameter of s ≈ 1.
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Hyperfine Splitting Frequency (MHz)

2S1/2 9925.45355459(10)

2P1/2 1810(11)

2P3/2 623(20)

2D3/2 937(20)

2D5/2 83(20)

Isotope Shift Frequency (MHz)

δν493 373(4)

δν455 358(28)

δν650 198(20)

δν614 216(28)

δν585 183(35)

Table 4.5: 133Ba+ hyperfine splittings and isotope shifts relative to 138Ba+ . For reported isotope

shifts of the i-th electronic transition, defined as δνi ≡ νi133 − νi138, centroid frequencies (νi133) are

calculated from hyperfine measurements and compared to corresponding transitions in 138Ba+ .

Bolded values are measurements from this work. δν585 is calculated using previous measurements

and results from this work. Hyperfine splittings include a 20 MHz systematic uncertainty due

to unresolved Zeeman structure. Isotope shifts include a 28 MHz systematic uncertainty due to

unresolved Zeeman structure and wavemeter drift.
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CHAPTER 5

The Experiment

“I can wire anything directly into anything! I’m the professor!” - Professor Hubert J.

Farnsworth

The initial goals of the 133Ba+ experiment at UCLA were: (1) demonstrate efficient load-

ing from a low activity source requiring minimal shielding and safety precautions, (2) measure

the unknown spectroscopy required for laser cooling and basic qubit manipulations. The ini-

tial RF Paul trap design as well as accompanying hardware were chosen with those goals in

mind, building on previous work with 133Ba+ and existing hardware present in the Hudson

and Campbell groups at UCLA.

The first spectroscopy of 133Ba+ was accomplished by loading ions into an RF Paul trap

via thermionic emission [KSW87]. When referring to ions, thermionic emission is the pro-

duction of ions desorbing from the surface of a hot metal whose work function is higher than

the neutral-state ionization energy. Effectively, it cost less energy to leave an atom’s valence

electron on the metal surface if the atom’s ionization energy is less than the metal’s work

function. In the previous work, a platinum filament impregnated with 133Ba+ was placed

inside the RF trapping volume and heated to 1200◦C for a few seconds, producing approxi-

mately 105 trapped 133Ba+ ions. A major effort was undertaken during the first two years of

the experiment to produce a viable thermionic source of 133Ba+ and load an RF Paul trap in

the same way. During that time, successful loading of an ion trap with 138Ba+ was achieved

by heating a platinum filament impregnated with naturally abundant barium, and ion pro-

duction of many species used in trapped-ion quantum information (Mg+, Ca+, Sr+, Ba+,
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and Yb+) was demonstrated. Although in the end this did not lead to our method for load-

ing 133Ba+ , a great deal of information was learned about the practical uses of a thermionic

source. In fact, as described below we currently produce ions via laser ablation of a platinum

filament originally intended for thermionic emission loading. A detailed description of our

efforts to produce a 133Ba+ source utilizing the effect, and the equation describing thermionic

emission is given in Appendix D.

5.1 Vacuum Chamber

The vacuum system is shown in Figure 5.1 with the major components labeled. A 34 L/s

A B

C

D E F

Figure 5.1: Vacuum system with major components labeled. (A) ion pump, (B) titanium sublima-

tion pump, (C) ion gauge, (D), time of flight mass spectrometer (TOF), (E) 4.5” spherical octagon

with RF Paul trap, (F) 0.28 NA Mitutoyu apochromatic objective.

ion pump (A), 3-filament titanium sublimation pump (B), and nude ion gauge (C) manage

and monitor pressure inside the chamber. A 4.5” spherical octagon (E) houses an RF Paul

trap and multiple atomic-ion sources. A time of flight mass spectrometer (TOF) is used to

detect any trapped atomic or molecular-ion species (D), and a 0.28 numerical aperture (NA)
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apochromatic objective (F) collects spontaneously emitted atomic fluorescence. Specific part

descriptions and numbers can be found in Table 5.1, except for the TOF which is described

in more detail below.

Description Vendor Part Number

Agilent 34 L/s ion pump Ideal Vacuum 9191240

Agilent ion pump controller Ideal Vacuum 9299010

Agilent ion pump cable Ideal Vacuum 9290705

UHV nude ion gauge Duniway I-NUDE-F

XGS-600 ion gauge cable Ideal Vacuum P104127

3-Filament Ti-sub cartridge Duniway TSP-275-003

Ti-sub cable Duniway TSP-275-003

Ti-sub controller Duniway 922-0043

4.5” spherical octagon Kimball Physics 53-180000

2.69” fused silica viewport MPFPI A0650-4-CF

10X Mitutoyo Plan APO obj. Edumunds Optics 46-144

Table 5.1: Main component parts used in the vacuum system in Figure 5.1.

In any trapped-ion quantum information experiment, isolating ions from the environment

is necessary to reduce decoherence effects. Unwanted chemistry, heating, delocalization, and

ejection from the trap can result from collisions between trapped atomic ions and background

gas particles. Therefore, great care is taken to reduce the background gas pressure inside

the vacuum chamber.

While a great deal of literature is available on the subject, we utilized group members

previous experience for vacuum chamber cleaning and baking protocols. Any steel parts

purchased from a commercial vacuum components company were cleaned in two stages.

First, a minimally two hour ultrasonic cleaner bath in acetone, followed by a minimum one

hour ultrasonic cleaner bath in methonal. For parts machined at UCLA, an initial ultrasonic

68



cleaning in both an Alconox and Citrinox were performed to remove any oils, followed by the

acetone and methonal steps. All tools used for assembling components inside the chamber

received the same cleaning treatment, and Latex gloves were worn at all times and changed

regularly.

Despite the most rigorous cleaning protocols, exposure to atmosphere leads to deposition

of contaminants on the inside of the vacuum chamber. In addition, hydrogen in the bulk of

steel parts will diffuse out under vacuum adding to the gas load. Heating the chamber under

vacuum can reduce pressures by orders of magnitude and is common practice, however,

many glass to metal seals are only rated up to 200◦C, limiting the minimum achievable

pressures when heating an entire chamber. Improved vacuum can be achieved by pre-treating

components that can tolerate higher temperatures. Baking parts up to 1000◦C for two hours

reduces hydrogen in bulk steel, and baking at ∼ 400◦C in air can provide a surface oxide

layer limiting hydrogen diffusion under vacuum [cer]. In this experiment neither option was

available, and a standard 200◦C bake of the whole vacuum system was performed. With only

the turbo pump turned on, the chamber was raised from room temperature to ≈ 190◦C at

a rate of 1◦C/2 min by wrapping then entire chamber in aluminum foil, followed by heater

tape, followed by aluminum foil again. Thermocouples placed at various locations monitored

the temperature and individual control of heater tapes prevented large thermal gradients.

The pressure increased for approximately 3 days before leveling off, after which degassing of

the ion gauge was performed. After degassing, the ion pump was activated and angle value

closed (hand tightened) after no further decrease in observed pressure. The temperature was

reduced at the same rate of 1◦C/2 min, plotted in Figure 5.2 versus pressure, continually

tightening the angle valve throughout. Finally, after reaching room temperature the titanium

sublimation pump (Ti-sub) was activated by running 30 A of current through the filaments

for two minutes. An increase in pressure by one order of magnitude was initially observed,

decreasing after 24 hours below the initial value. The Ti-sub was fired once a day for

approximately one week, with the ion gauge reporting a final pressure of 3×10−10 Torr. The

chamber was opened various times after the initial bake to replace atomic-ion sources, and
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Figure 5.2: Temperature vs. pressure during a cool down after baking the vacuum chamber to

200◦C. Red line is fit to straight line.

a nitrogen backfill was used to reduce contamination by atmosphere.

With the minimum pressure reached the rate at which a trapped ion collides with back-

ground gas particles can be estimated. The collision rate is often modeled using Langevin

capture theory, which describes the ion induced-dipole coupling between a charged particle

and polarizable neutral atom or molecule. The rate constant, which is the reaction rate

divided by the background gas density is given by (derivation given in Appendix C):

Γ =

(
παe2

2ε20µ

)1/2

(5.1)

where α is the neutral polarizability, e the electron charge, ε0 permitivity of free space, and

µ the reduced mass of the ion-neutral pair. Using the ideal gas law to estimate the density

inside the vacuum chamber, and assuming a background gas of H2 ( α
4πε0
≈ 1 × 10−30m3), a

collision is expected approximately every minute. Experimental observations are closer to

every ten minutes, and the majority do not seem to cause the ion to leave the trap. Average

ion lifetimes are approximately one day with the longest observed 46 hours.

70



5.2 RF Trap

The 4-rod RF Paul trap used in this experiment is shown in Figure 2.2. In an attempt to

increase the region where the trapping potential is purely harmonic, the inner surfaces of the

trap rods were made semi-hyperbolic. The shortest distance between opposing trap rods is

6 mm (r0 = 3 mm) with 15 mm between the cylindrical endcaps. Hollow endcaps were used

to allow laser access along the axial direction of the trap. The rods were machined using

a wire EDM, which cut all four inner surfaces from a single piece of steel before separating

them electrically. Macor endcaps hold and keep the rods and endcaps electrically separated

inside the trap (Fig. 5.3).

Two diagonally opposing rods are driven at an RF frequency of Ωrf = 2π×1.0 MHz, while

the other two are held at RF ground. All four rods and two endcaps can be independently

DC biased. Use of the TOF requires all four trap rods be quickly, and independently biased

with large DC voltages to eject ions radially from the trap (Fig. 5.10). It is also necessary

to immediately remove the RF voltage before ejection. In order to meet these requirements,

custom electronics were designed by the Hudson group at UCLA [SSY16], in which all four

trap rods could be individually driven with RF and DC voltages. Nearly identical resonant

circuits are built to drive each trap rod, and initial setup requires hand tuning each circuit

via a small capacitor to match resonant frequencies. A custom circuit board at the chamber

feedthrough mates the the wires from a 2- or 4-pin feedthrough to the coaxial cables coming

from the RF amplifier circuits. A small trace on the circuit board near the RF connectors

acts as a capacitive pickoff and allows for direct monitoring of the RF trap voltages. Before

closing the vacuum chamber, an applied voltage on each trap rod and corresponding pickoff

were measured on an oscilloscope for calibration. Although the scope probe changes the

trap-amplifier circuit resonance, the ratio of voltages is not significantly affected.

A consequence of near but not identical resonance frequencies, as well as a small coupling

between resonant circuits housed in the same electronics box, is an offset in amplitude

and phase between each RF rod. To account for this, pickoff voltages from each rod are

measured on an oscilloscope and one RF-drive DDS adjusted until the two amplitudes and
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phases are as close as possible. As noted in chapter 2, a difference in phase causes excess

micromotion, increasing the average energy of the ions. The minimum programmable phase

shift of 0.22 degrees, defined by the trap drive DDS, limits lowest achievable temperature in

this configuration. Eventually, the TOF was no longer needed and the trap rods were shorted

with a high-voltage capacitor at the feedthrough. A 20% increase in atomic fluorescence was

observed indicating lower temperatures and narrower atomic linewidths.

5.3 Ion Sources & Ablation Loading

5.3.1 Naturally Abundant BaCl2 Target

Before any work with 133Ba+ was attempted, loading naturally abundant atomic barium ions

was performed to calibrate all experimental parameters. The first source, hereafter referred

to as the “natural target”, was produced by compressing BaCl2 powder into a small ceramic

boat and firing at ∼ 1000 ◦C for one hour to remove excess water. The boat was placed near

the bottom of the spherical octagon and held in place by copper feedthrough wires not in use,

labeled (C) in Figure 5.3. Line-of-sight access is available through the main viewport where

atomic fluorescence is collected (Fig. 5.1). A Minilight [min] 1064 nm YAG laser doubled to

532 nm delivers 3-5 ns laser pulses with up to 12 mJ of energy at the natural target. Using

a recently purchased gentec QE25LP-S-MB-D0 energy meter, an average measured ablation

energy of ≈ 500 µJ (w0 ∼ 250 µm) loads ions from the natural source. Mechanical and

thermal drifts cause significant variations in 1064 nm doubling efficiency, resulting in large

shot to shot loading fluctuations. In addition, repeated ablation from the same location

on the natural target (∼ 100 shots) leads to an eventual decrease or cessation of loading.

Similar observations are seen in other groups at UCLA, and small changes in the ablation

spot alleviate the problem.

In our configuration, ablation produces barium ions outside of the trapping volume.

In the approximation of a conservative harmonic trapping potential, any ion with enough

energy to overcome the potential barrier into the trapping region cannot remain trapped
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A

B C

Figure 5.3: Image looking through the main viewport of the vacuum chamber. The four-rod ion

trap at the center is held in place by two Macor endcaps. Behind the trap half of the TOF

is visible. Atomic-ion sources are labeled as (A) radioactive filament, (B) naturally abundant

platinum filament, (C) BaCl2 with naturally abundant barium.

without dissipation. While laser cooling can provide a dissipative force, interaction times

are typically too short to efficiently load ions. To overcome this, a “trap door” scheme is

implemented by removing the trap RF voltage during the ablation pulse (see Figure 5.4).

When the trap electronics microcontroller receives an ablation pulse request via software,

the trap RF terminates and a TTL sent to the q-switch after an appropriate time, firing the

laser. The trap RF is restored after a user specified amount of time, and the low energy

tail of the ablated ions captured. We observe loading of ions restoring the trap RF between

50 µs and 120 µs after ablating the natural target, with a maximum efficiency at 70 µs.
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Figure 5.4: Trap door loading scheme used to load ions via laser ablation. Ions produced outside

of the trapping volume encountering the conservative potential will either be rejected away from

the trapping region or completely pass through. (a) Image of trap and radioactive filament. (b) By

removing the RF voltage before ablation, the low energy tail of the ablated ion velocity distribution

can be captured by reestablishing the RF voltage after an optimized time delay, 20 µs for the

geometry of the radioactive filament.

5.3.2 Thermionic Sources

With the goal of producing 133Ba+ via thermionic emission, a naturally abundant thermionic

source was constructed to demonstrate the technique and optimize loading parameters. De-

tails on the construction, barium impregnation, and ion production can be found in Appendix

D. Briefly, a BaCl2 salt is deposited on the surface of a platinum1 filament with approxi-

mate dimensions 1 mm × 10 mm × 0.1 mm. A current of 12-20 amps heats the filament to

∼ 1000 K (orange-white in color) for approximately one minute resulting in the impregnation

of barium ions, and after the surface lightly cleaned to removed any remaining bulk salt.

The filament is then attached to copper wires of a vacuum feedthrough and placed near the

radial opening of the ion trap, labeled (B) in Figure 5.3.

138Ba+ ions were successfully loaded with approximately half the current used for impreg-

1Platinum has a work function of ≈ 6 eV, while Ba has an ionization energy of 5.2 eV.
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nation2. Without dropping or shuttering the trap RF, ions load immediately after heating.

Although the loading mechanism is not fully understood, we believe ion-ion interactions

inside the trapping volume lead to capture. Potassium, and to a lesser extent sodium, are

present in bulk platinum and desorb as ions, becoming co-trapped with barium. Fortunately,

these are easily removed by tuning the Mathieu a and q parameters (Eq. 2.16 and Fig. 2.5)

such that only barium ions are stable. Due to the construction and placement of the fila-

ment, the largely uncollimated ion flux charges nearby insulators. An ion gun [EZ82] was

constructed to move the filament farther from the trapping region while maintaining large

ion fluxes at the trapping region. Although never implemented into the experiment, details

about the design as well as initial results are provided in Appendix D.

Success with the natural filament led to the construction of a radioactive source with two

significant alterations: (1) after deposition of BaCl2 salt the filament was not heated, (2) no

excess salt was removed from the surface before installation in the vacuum chamber. With

a limited source quantity, and no measure of the barium impregnation into the bulk during

heating, the decision was made to keep as much 133Ba on the filament as possible. As a

result, bulk salt was visible on the exterior of the filament after installation into the vacuum

chamber. Thermionic emission relies on a relatively clean metal surface since contaminants

can drastically alter work functions. We believed after enough heating, patches of platinum

would be exposed and allow for thermionic emission to take place. An exhaustive effort

was made to load 133Ba+ ions by heating the radioactive platinum filament without success.

Some data suggests a small amount of 132Ba+ was loaded, but we were not able to confirm

this. It is likely bulk salt on the surface prevented appreciable thermionic emission from

occurring.

The decision was made to try and clean the filament surface in vacuo via ablation,

while simultaneously trying to load ions using the trap door scheme. Loading large clouds of

132Ba+ with virtually no other isotopes confirmed trapped ions produced from the radioactive

2Impregnation was performed in air where convection assists in removing heat.
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filament3, leading to the loading and laser cooling of 133Ba+ . Ablation loading from the

radioactive filament is now the preferred loading technique, and no appreciable reduction

in the source has been observed after ∼ 10, 000 loading attempts. We estimate that a

10 µCi source, an exempt quantity of radioactive material4, should be sufficient for typical

ion trapping experiments loading via laser ablation. As shown in Figure 5.5, only a small

region of the radioactive filament is regularly ablated, and we estimate at least three times

as much surface area without current laser access is available for loading.

5.4 Lasers

Both commercial and home built lasers provide the frequencies necessary for laser cooling

and high fidelity qubit operations. Figure 5.6 shows the general optical setup for delivering

light to the experiment. Approximately 100 µW of each laser is sent via telecom optical

fiber to the Hudson lab in the adjoining building, where a High-Finesse WSU-2 wavemeter

measures the each frequency with 2 MHz resolution [Hig14]. Each laser is stabilized via a

software lock with feedback bandwidth much larger than the WSU-2’s measurement time.

Single mode fibers deliver the remaining light from an optical table housing all lasers to the

experiment.

5.4.1 493 nm & 650 nm

Two external cavity diode lasers (ECDLs) (Toptica DL Pros) provide frequencies near 493

nm and 650 nm with 18 mW and 25 mW of power after the optical isolators. Before

coupling into an optical fiber to be sent to the experiment, each laser is fiber coupled into a

fiber-in fiber-out electro optic modulator (EOM) purchased from ADVR [adv]. These high

bandwidth (6 GHz) phase modulators are used to supply the necessary tones for laser cooling,

3Barium-133 is manufactured by first producing and enriched source of barium-132, followed by neutron
bombardment for activation.

4An exempt quantity requires no dosimetry or radiation shielding.
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Figure 5.5: Zoomed in image of the ion trap and radioactive filament. Region enclosed by red box

indicates the ablation area. No reduction in source material has been observed via loading of ions

after ∼ 10, 000 ablation attempts.

isotope distilling, and qubit operations via generation of first- and second-order sidebands.

After EOM and fiber-to-fiber coupling, ≈ 1 mW of power at 493 nm and ≈ 3 mW of power

at 650 nm are delivered to the experiment. Each laser passes through an acusto optical

modulator (AOM) where the first-order deflected beam allows for rapid shuttering of light

at the ion. First-order AOM beams with approximately 20 µW of 493 nm light (w0 ≈ 25 µm)

and 2 mW of 650 nm (w0 ≈ 250 µm) light cool the ion during normal operation.

For loading, the 493 nm zeroth-order beam (w0 ≈ 250 µm) and 650 nm first-order AOM

beam are directed into the trap both radially and axially as shown in Figure 5.7. This is

intended to fill the entire trapping region with cooling light and capture ions loaded far from
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Figure 5.6: Optical layout of the experiment. The 493 nm zeroth order AOM beam and 650 nm

first-order AOM beam are combined on a dichroic (green) and used for initial loading and cooling.

After, the 493 nm first-order AOM beam is used to cool and run experiments. 455 nm passes

through a Wallaston polarizer and half-wave plate to optimize π-light (B-field out of page) for

high-fidelity shelving. A fiber combiner adds a 614 nm first-order AOM beam to the 493 nm

first-order beam. 455 nm and 585 nm pass through AOMs before fiber-coupling to the experiment.

the trap center. After loading and distillation, the axial beam is removed via flip mirror, the

493 nm carrier frequency red-detuned 125 MHz, and the ion illuminated with the 493 nm

first-order AOM beam. A computer controlled mechanical shutter then blocks the zeroth-
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Figure 5.7: 493 nm and 650 nm beam path when loading ions. Initially, 493 nm zeroth-order AOM

beam and 650 nm first-order AOM beam are directed both radially and axially through the trap

via a flip mirror. After loading and distillation, the flip mirror is removed, 493 nm zeroth order

beam blocked, and the 493 nm first-order AOM beam directed into the trap counter propogating

to the 650 nm beam.

order beam until PMT counts below a user defined level during any point of the experiment

causes it to open. This red-detuned “protection beam” has empirically shown a large success

rate for recapturing ions.

5.4.2 455 nm, 585 nm, 614 nm

High fidelity electron shelving via optical pumping requires frequencies near 455 nm, 585 nm,

and 614 nm (for deshelving). All three are ECDLs were built at UCLA and based on an

in-house design shown in Figure 5.85.

A single-mode diode near 455 nm provides light to drive the 2P3/2↔2S1/2 transition (Fig.

6.2) for the required electron shelving. To prevent errors during high-fidelity experiments,

455 nm light must be extinguished to extremely low levels during the non-shelving portions

5CAD files can be obtained by contacting current group members.
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Figure 5.8: ECDL design for the 455 nm, 585 nm, and 614 nm lasers. White lines represent

incoming wires for the diode and thermistor.

of the experiment. An RF switch at the input of the 455 nm AOM amplifier was required

to extinguish RF pickup from nearby noise sources. In addition, light at the ion from

AOM crystal scatter was reduced with an improved incident spatial mode (short fiber patch

cable) at the AOM optical input with the minimum incident power required for high-fidelity

shelving. Finally, the first-order AOM beam was spatially filtered with a 100 µm pinhole

before coupling to the single-mode fiber carrying light to the experiment. With this setup,

an ion would remain in the lower lambda system cooling cycle for approximately 20 minutes

before a stray 455 nm photon would accidentally shelve it to the 2D5/2 state.

To our knowledge, single-mode diodes at 585 nm are not available. While many solu-

tions exist using frequency sum or difference generation, second harmonic generation (SHG)

waveguides offer a relatively simple setup and minimal hardware to operate. ADVR Inc.

manufactures periodically poled lithium niobate (PPLN) waveguides with fiber-in fiber-out

coupling and efficiencies of ≈ 100%/W. Among other diode options, Innolume gain chips

with 200 mW output powers and gain mediums covering 1171 nm were available as doubling

sources. A gain chip is essentially a laser diode where the front facet has ≈ 100% trans-

mission. This effectively eliminates the internal cavity of the diode and allows for extremely
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large tuning bandwidths (80 nm for our gain chip). Gain chips work in standard ECDL

configurations and our in-house design was use to construct the laser. Finding the correct

set of parameters for single-mode operation proved formidable after initial construction. An

extremely oblate spatial mode exiting the gain chip resulted in clipping of the steering mir-

ror used to cancel first order beam pointing changes with diffraction grating tuning. The

resulting feedback prevented single-mode operation and a simple modification alleviated the

problem. Maximizing the SHG requires temperature tuning the PPLN waveguide, opti-

mized at 27.4 ◦C, producing ≈ 80 µW of 585 nm light. A first-order deflected beam from an

AOM coupled into single-mode fiber delivers ≈ 20 µW of power to the experiment. A few

microwatts and beam waist w0 ≈ 50 µm is used for typical shelving operations.

614 nm single-mode direct diodes are also not available as far as we know. With the

success of the 585 nm laser, an identical system was built using a 1228 nm Innolume gain chip

and PPLN waveguide optimized to double the longer wavelength. The 2D5/2 state isotope

shift and hyperfine splitting in 133Ba+ (Fig. 6.2) is small enough to allow deshelving with the

laser tuned the 2D5/2↔2P3/2 resonant transition in 138Ba+ , allowing multiple experiments to

use the same laser without carrier shifts or AOM double pass configurations. The detuning

of ≈ 50 MHz from either 133Ba+ hyperfine manifold requires ≈ 500 µs to fully deshelve the

ion given the ≈ 2 µW (w0 ≈ 50 µm) of power delivered to the experiment.

5.4.3 RF & Microwaves

RF and microwaves are required to drive AOMs, add frequency sidebands to lasers, and

directly manipulate the ground state hyperfine qubit. Decades of well established microwave

and RF technology make finding cheap stable oscillators and amplifiers relatively easy, with

used devices available on various internet sites. Utilizing these resources6, Table 5.2 lists

major devices used in the lab along with the frequency they generate.

Often, frequency sources output small amplitudes in the “off” state and cannot turn on

6Two great resources can be found at http://westerntestsystems.com/ and https://www.dudleylab.

com/
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Description Device Manufacturer Part Number Frequency (MHz)

Qubit manipulations Oscillator Hewlitt Packard HP8672A 9925

State preparation Oscillator Hewlitt Packard HP8673B 1810

493 nm repumper VCO MiniCircuits - 5872

650 nm repumper Oscillator Hewlitt Packard HP8673B 904

TWT (20 Watt) Amplifier Varian SN-6256 -

AOM RF Drive Oscillator RF-Consultant TPI-1002-A 40-4000

Fast RF Switching RF switch MiniCircuits ZASWA-2-50DRA+ DC-6000

Custom DDS board DDS UCLA AD9915 60-1000

Table 5.2: Parts list and application for major RF and microwave equipment used in the experiment.

and off quickly. As a result, fast switching (20 ns) solid state devices with greater than 65 dB

suppression are used on all RF and microwave frequency sources. Manipulating the ground

state hyperfine qubit requires microwaves at ≈ 9.925 GHz generated with a quarter-wave

antenna and focused with a microwave horn. The horn is directed along the axial direction

of the trap (Fig. 5.7) and microwave output shuttered with a solid state pin diode switch

purchased from eBay (no part number or manufacturer markings visible). Despite directional

gain from the horn, long wavelength microwaves and large horn size (approximately 3” × 1”

× opening and 4” length) make generating high amplitude fields at the trap center difficult.

High power amplifiers can alleviate the problem, and new or used traveling wave tube (TWT)

amplifiers have provided the necessary amplification to achieve ≈ 70 kHz hyperfine qubit

Rabi frequencies.

5.5 Imaging

Atomic fluorescence is collected with a 0.28 NA 10X Mitutoyo Plan Apo Infinity Corrected

objective purchased from Edmond optics. The objective is mounted to a 3-axis translation
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stage with two axes in the plane of the main viewport and the other normal. A primary

image with magnification of ≈ 1 forms ≈ 30 cm from the ion with the objective placed just

outside the 34.0 mm working distance. In the case of an infinity corrected objective, rays

exit parallel to the objective from a point source placed at the working distance7. A circular

aperture at the primary image plane closes around a single ion to reduce background scatter.

A secondary lens with a focal length of 150 mm forms a second image on the CCD of an

Andor-iXon EMCCD with magnification ≈ 8. A TTL controlled flipper mirror intercepts the

beam path sending the image to a photon counting PMT (Hamamatsu H10682-210) when

necessary. An overall collection efficiency of ≈ 10−3 is dominated by the ≈ 1% collection

of the solid angle and ≈ 20% QE of the PMT. A maximum count rate of 30 counts/ms for

138Ba+ and 11 counts/ms for 133Ba+ have been observed when Doppler cooling.

5.6 Experimental Control

Changing the amplitude, frequency, and phase of lasers or microwaves, shuttering lasers or

microwaves, and collecting fluorescence all with precision timing are core requirements of

the experiment. To accomplish these tasks, we use a custom set of electronics, referred

to as the “pulser”, originally designed at UC Berkeley by T. Pruttivaraisn [PK15]8. The

pulser consists of an Opal Kelly FPGA at its core, which communicates a programmed pulse

sequence to up to 16 DDS boards and 32 TTL outputs, Figure 5.9. All RF switches have their

TTL inputs connected to the pulser, and the 493 nm, 650 nm, and 614 nm AOMs receive

RF from a pulser DDS. Most importantly, a mixer combines 9550 MHz from the HP8672A

and ≈ 375 MHz from a pulser DDS to generate microwaves at the ground state hyperfine

qubit frequency. Although a pulser DDS provides the HP8672A input clock allowing 1 Hz

7Because apo corrected objectives use a series of lenses to correct for chromatic aberrations, parallel rays
exit the objective with a smaller diameter than the objective aperture. The Effective Focal Length (EFL) is
defined as the focal length of a single lens producing a beam of parallel rays with the same exit diameter as
the apo objective when placed an EFL away from the same point source.

8A wiki with more information can be found at https://github.com/thetorque/pulse_sequencer/

wiki.
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Figure 5.9: Block diagram of the electronics used to generate laser pulse sequences and count

photons. Image taken from [PK15].

steps, switching times are severely limited by the internal phase locked loop (PLL). This

setup allows fast switching of amplitude, phase, and frequency required for the composite

pulse sequences described later.

LabRAD9 provides the experimental control software offering a number of advantages

over other platforms. These include a Python programming interface, asynchronous pro-

gramming, wealth of preexisting code, and the ability communicate with hardware plugged

in to any computer on the local area network (LAN). In addition, convenient software exists

to manage data, experimental parameters, and pulse sequences. Fundamentally, LabRAD

is based on the TCP/IP protocols originally developed for internet applications, and allows

secure error checked communication between computers with internet access. The terminol-

ogy used for LabRAD programs, perhaps confusing at times, generally consists of “servers”,

“clients”, and “scripts” which originate from the TCP/IP background. Servers are just

LabRAD wrappers, written in Python, allowing a LabRAD user to execute commands on

9https://github.com/labrad/pylabrad/wiki
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hardware with user friendly functions. Clients are simply Python GUIs which provide a

simple user interface to the servers communicating with hardware. Both servers and clients

typically utilize asynchronous programming allowing parallel communication with multiple

devices. Finally, scripts are typically experimental sequences which setup and program pulse

sequences executed via the pulser. At the core is the LabRAD Manager10, which manages

all server and client connections. The manager typically runs on one computer (main exper-

imental control computer) which can communicate with hardware and manage clients from

any other computer. Perhaps the best example of LabRAD’s utility is the server written to

wrap the WSU-2 wavemeter. Setup in the Hudson lab, computers from all over the building

run clients which connect to the manager running on that lab’s computer. Effective real

time measurements of up to 16 wavelength channels can be displayed via client or used in

an experimental script on any computer that can access the UCLA network.

5.7 Time of Flight Mass Spectrometer

A time of flight mass spectrometer (TOF) was constructed and mounts to the vacuum

chamber as shown in Figure 5.1. Previous versions of the TOF used in the Hudson group have

demonstrated laser cooling assisted mass spectrometry (LAMS) with a resolution ∆m/m =

500 [SSC14]. A rendering of the nearly identical Wiley-McLaren-type [WM55] TOF used in

this experiment is shown in Figure 5.10. A TOF measurement begins via software request

with trap RF termination and high voltage applied to all four rods. Ions accelerate radially

from the trap passing through a grounded skimmer into a drift region. A pair of einzel

lenses focus ions towards a grounded mesh followed by a negatively biased channel electron

multiplier (CEM)11. Ions with smaller masses experience a larger acceleration a = qE
m

during

extraction in the trapping region, and as a result reach the CEM first. Measurement of the

138Ba+ arrival time allows calibration of all other masses12. Figure 5.11a shows a typical

10https://github.com/labrad/scalabrad

11Einzel lenses improve detection efficiency at the cost of mass resolution.

12Laser cooling and heating is used to purify a chain of 138Ba+ for calibration.
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Einzel Lens 1

Einzel Lens 2
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Figure 5.10: TOF and ion trap configuration.

TOF spectra for barium loaded from the naturally abundant BaCl2 target. Arrival times

have a square root dependence on mass as shown in Figure 5.11b.

86



a)

b)

138

137

136

135

134

130

Figure 5.11: (a) Average of 25 TOF traces with laser cooled barium ions loaded from the naturally

abundant BaCl2 source. Loading and cooling without the sidebands necessary for 137Ba+ and

135Ba+ (Fig. 4.6) reduces capture and TOF efficiency. As a result, peak heights do not following

isotopic abundances (Table 4.1). (b) Points are extracted arrival times from (a) verses square root

of the mass. A solid line of the form t = m×√mass+b is fit to the points. Lighter masses undergo

a larger acceleration resulting in an earlier arrival time at the detector. [WM55]

87



CHAPTER 6

133Ba+: The Qubit

“Wait, I’m having one of those things, you know, a headache with pictures.” - Philip J. Fry

The choice of atomic species as qubit host relies on the availability of long-lived electronic

states to use a qubit levels, as well as relatively simple electronic structure enabling Doppler

cooling, state manipulation, state preparation, and state readout. Alkaline-earth metals,

coulmn IIB transition metals, and Yb of the Lanthanides are ideal choices offering hydrogen-

like structure when singly ionized. While the nuclear spin-1/2 species 171Yb+, 111/113Cd+,

and 199Hg+ offer fast, high-fidelity state preparation requiring only frequency control of

the applied electromagnetic radiation, they lack suitable cycling transitions far detuned

from nearby levels for state readout. These nearby states limit the readout fidelity via

off-resonant scatter, mixing qubit states during detection. Species such as Ca+, Sr+, and

stable isotopes of Ba+ utilize metastable D states directly as qubit levels, or as storage for

ground state qubits. These D states are many THz detuned from Doppler cooling cycling

transitions allowing high-fidelity readout. However, state preparation in these species require

higher precision polarization and frequency control, with the best demonstrated initialization

fidelities an order of magnitude lower with respect to their nuclear spin-1/2 counterparts.

In addition, ultraviolet (UV) light required by some species for Doppler cooling and gate

operations restricts available photonic technologies available for manipulating and directing

electromagnetic radiation, most notably the high attenuation in optical fibers. With no

stable atomic species presenting a clear advantage, a search outside of the “accepted” list

was needed.
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133Ba+ provides a new qubit host, combining the advantages of many atomic species into

a single system. These include (1) a spin-1/2 nucleus, (2) visible wavelength electronic

transitions for Doppler cooling and qubit operations, (3) and longest-lived 2D5/2 state (τ ≈
30 s) of all alkali-earth and alkali-earth like species. In addition to the available clock-states

(described below) in the 2S1/2 manifolds, the 2D5/2 state possesses a pair of mF = 0 levels

which can be used to define a metastable hyperfine qubit, or optically separated 2D5/2↔
2S1/2 qubit (Fig. 6.1), all well protected from magnetic field noise decoherence effects.

With efficient loading from a microgram source and laser cooling demonstrated, as well as

unknown state energies required for high fidelity readout measured, a path for use amongst

the trapped ion community has been established. In what follows, the utility of this nearly

ideal qubit is demonstrated with high-fidelity operation of the ground state hyperfine qubit,

including state preparation and readout using optically pumped electron shelving detection.

6.1 Ground State Hyperfine Qubit

The ground state hyperfine qubit is defined on the pair of mF = 0 states in the 2S1/2 manifold

as |0〉 ≡ |F=0〉 and |1〉 ≡ |F=1;mF=0〉 (Fig. 6.1). Coupling of the ion’s magnetic moment

to the static magnetic field used to define the quantization axis and destabilize dark states

induces an energy shift of the qubit levels. Described in Chapter 4, results from first-order

perturbation theory give zero energy shift for states with mF = 0 (Eq. 4.20). This leads

to the designation of “clock-state” qubit, denoting reduced qubit frequency fluctuations

from magnetic field noise compared to states with mF 6= 0. However, by not including the

small mixing of hyperfine states with first order perturbation theory, we have not sufficiently

described the qubit frequency change as a function of magnetic field. Using the Breit-Rabi

formula (Eq. 4.23), which treats Hyperfine and Zeeman interactions on equal footing, an

analytic solution to the energy shift is possible.

EF=J±1/2 = − ∆EHF
2(2J + 1)

± ∆E

2

√
1 +

[
(gJµB − gIµN)B

∆EHF

]2

. (6.1)
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Figure 6.1: Partial list of available clock-state qubits 133Ba+ . (a) The 2S1/2 ground state hyperfine

qubit. (b) 2D5/2 metastable hyperfine qubit. (c) 2D5/2↔2S1/2 optical qubits.

We would like to set our magnetic field such that dE
dB

= 0. For qubits defined on mF = 0

states, this only occurs at zero magnetic field, not compatible with the practical use of

a magnetic field to destabilize dark states and provide a quantization axis. However, a

large reduction in magnetic field sensitivity is still obtained at finite field, and shown by an

expansion in powers of B around the field strength used in this experiment (B ≈ 5 G):

∆E ≈ c0 + c1∆B + c2∆B2

c0 = 9925.453554 MHz

c1 = 0.00395 MHz/G

c2 = 0.000395 MHz/G2.

(6.2)

First order shifts of c1 ≈ 4 kHz/G are approximately three orders of magnitude smaller than

qubits defined with mF 6= 0 states. These approximate “clock-state” qubits have already

been demonstrated in other atomic species, and shown coherence times of up to ten minutes

[Fis97, WUZ17].
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Figure 6.2: Energy level diagram of 133Ba+ .

6.2 Hyperfine-Selective SPAM

With nuclear spin-1/2, the 133Ba+ 2S1/2 and 2P1/2 manifolds posses F = 0 states (Figure

6.2), allowing fast, hyperfine-selective state preparation (|0〉 state) and readout (|0〉 and |1〉
states) relying solely on frequency selectivity. |0〉 is initialized after Doppler cooling (νc493,

νsb493, νc650, and νsb650) by removing the repumper resonant with the |2P1/2 ;F=1〉 ↔ |2S1/2 ;F=0〉
transition (νsb493), and applying a tone (νop493) resonant with the |2P1/2 ;F=1〉 ↔ |2S1/2 ;F=1〉
states (Figure 6.2). Spontaneous emission quickly populates the |0〉 state with high-fidelity

as shown in the simplified level diagram of Figure 6.3a. To estimate errors in preparation,
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Figure 6.3: Hyperfine-selective state preparation and readout scheme. Repumping of the 2D3/2

states near 650 nm (Fig. 6.2) have been omitted for clarity. (a) 493 nm frequencies applied for

state preparation of |0〉 . The laser carrier (νc493) resonant with the |2P1/2 ;F=0〉 ↔ |2S1/2 ;F =1〉
transition is phase modulated using a fiber EOM producing a firt-order sideband resonant with

the |2P1/2 ;F=1〉 ↔ |2S1/2 ;F =1〉 transition (νop493), quickly populating the |0〉 state. (b) 493 nm

frequency applied for hyperfine-selective state readout. Dipole selection rules forbid decay of the

|2P1/2 ;F=0〉 to the |0〉 state.

the off-resonant scattering rate (Eq. 3.28) out of |0〉 via νop493 is compared to the resonant

scattering rate in. Assuming the saturation parameter (Eq. 3.29) is small (s � 1), the

preparation infidelity (ε|0〉 ) is estimated as:

ε|0〉 ≈
(

Γ

2∆

)2

≈ 10−6. (6.3)

Hyperfine-selective readout is accomplished by applying tones νc493 and νc650 resonant with

|2P1/2 ;F=0〉 ↔ |2S1/2 ;F=1〉 and |2P1/2 ;F=0〉 ↔ |2D3/2 ;F=1〉 transitions (Figure 6.2). As

shown in the simplified diagram in Figure 6.3b, an ion in the |1〉 state (“bright state”)

scatters many photons, while an ion in the |0〉 state (“dark state”) does not. The dipole

selection rule F ′ = 0 6↔ F ′′ = 0 forbids mixing of the two qubit states via spontaneous

emission from the |2P1/2 ;F=0〉 state. However, off-resonant scatter and emission from the
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|2P1/2 ;F=1〉 manifold can cause population in the |1〉 state to decay to |0〉 .

Given population in either |0〉 or |1〉 , we’d like to use any collected fluorescence to

discriminate between our two qubit states with minimal error. During hyperfine-selective

readout, the probability of detecting n photons during detection time tD after initialization

to |0〉 is given by [ABH06]:

P|0〉 (n) = e−α1λ0/η

[
δn +

α1/η

(1− α1/η)n+1
P(n+ 1, (1− α1/η)λ0)

]
(6.4)

where P(a, x) is the incomplete gamma function, η total photon collection efficiency, α1 leak

probability per emitted photon, and λ0 number of detected photons when starting in |1〉 .
The total photon collection efficiency is given by:

η = ηD
dΩ

4π
T (6.5)

with ηD the detector efficiency, dΩ
4π

solid angle of light collected, and T transmission through

the collection optics. The leak probability per emitted photon is given by:

α1 =
tDη

τL1λ0

(6.6)

with τL1 the time constant to leak from the |0〉 state to the |1〉 state. Leakage to the bright

state occurs via off-resonant scatter from νc493, detuned by the approximate sum of the 2S1/2

and 2P1/2 hyperfine splittings (Figure 6.3). The ratio of resonant to off-resonant scattering

rates (Eq. 3.28) determine α1:

α1 = M1

(
(1 + s+

(
2δ

γ

)2
)(

γ

2(∆1 + ∆2)

)2

(6.7)

with M1 the branching ratio tot the |1〉 state, s the saturation parameter, δ the laser detuning

(νc493) during detection, γ the excited state linewidth, and ∆1 (∆2) the ground (excited) state

hyperfine splitting (Fig. 6.2). Using parameters from this experiment (Chapter 5), as well

as 133Ba+ atomic parameters (Chapter 4), the probability of detecting n photons is plotted

in Figure 6.4a for different values of the number of collected photons when starting in the

bright state.
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Similarly, the probability during readout of detecting n photons with the population

initialized to |1〉 is given by:

P|1〉 (n) =
e−(1+α2/η)λ0λn0

n!
+

α2/η

(1 + α2/η)n+1
P(n+ 1, (1 + α1/η)λ0) (6.8)

with α2 given by:

α2 =
tDη

τL2λ0

. (6.9)

The leak rate per emitted photon for the bright state is similar to α1, but with new branching

ratio and off-resonant detuning:

α2 = M2

(
(1 + s+

(
2δ

γ

)2
)(

γ

2(∆2)

)2

. (6.10)

The first term in Equation 6.8 is the Poisson distribution from when the ion never leaves

the |2P1/2 ;F=0〉 ↔ |2S1/2 ;F=1〉 cycling transition. The second term accounts for leakage

into the |0〉 state via off-resonant scatter through the |2P1/2 ;F=1〉 states. Figure 6.4b shows

a plot of Equation 6.8 for different values of the average number of collected photons when

starting in the bright state. For larger values of s, and hence increased number of detected

photons, a “bright state tail” can be seen due to the increased probability of off-resonant

scatter during the early part of the detection window.

Detection fidelity is determined by a threshold discriminator (Nth) on the number of

collected photons n, and is the probability of collecting n > Nth when starting in the |1〉
state, and n ≤ Nth when starting in |0〉 . The detection fidelity is maximized when the two

fidelities are equal:

F =

Nth∑
n=0

P|0〉 (n) = 1−
Nth∑
n=0

P|1〉 (n). (6.11)

Common practice in the field reports the average fidelity, defined as:

F =
1

2

(
F|0〉 + F|1〉

)
(6.12)

with F|0〉 the readout fidelity of |0〉 and F|1〉 the readout fidelity of |1〉 . Using Equations 6.4

and 6.8 with current experimental parameters, a threshold value of Nth = 0 and Nth = 1 give

maximum average fidelities of F = 0.985 and F = 0.972. The above theory does consider
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Figure 6.4: Probability of detecting n photons using the 2P1/2 state for hyperfine-selective readout

for different values of the average number of collected photons when starting in the bright state.

Here, the detection time was fixed to 4.5 ms and the saturation parameter varied. (a) Probability

of detecting n photons when starting in the |0〉 state. (b) Probability of detecting n photons when

starting in the |1〉 state.

background scatter from the detection laser or PMT dead counts, which lead to a larger

dark state mean count rate and reduced average fidelity.

The |1〉 state cannot be initialized via hyperfine-selective optical pumping using only

frequency selectivity, however, high-fidelity preparation can still be accomplished with mi-

crowave radiation near 9.925 GHz. Application of time-dependent magnetic fields will co-

herently transfer population between qubit levels and are termed magnetic dipole (M1)

transitions. The Hamiltonian for a magnetic dipole transition is given by:

H = −~µ · ~B (6.13)

where ~µ = ~µS + ~µL + ~µI . In the 133Ba+ ground state, ~L = 0, giving:

~µ = −gsµB ~S − gIµN ~I. (6.14)

The perturbing magnetic field is given by:

~B = B0 cos(ωt)ε̂ (6.15)
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with ε̂ a unit vector defining the polarization. The Hamiltonian in matrix form is given by:

H =

 0 Ω
2
e−iωt

Ω
2

∗
eiωt ω0

 (6.16)

where the Rabi frequency can be analytically calculated and is given by Ω = B0(gsµB−gIµN).

This Hamiltonian is of the same form as Equation 3.3, and using the rotation matrix (Eq.

3.23) previously calculated, rotations of the qubit Bloch vector about cos(φ)x̂ + sin(φ)ŷ

through angle θ, R(θ, φ) are accomplished by controlling the amplitude, frequency, and

phase of the applied radiation.

The |1〉 state can be prepared after initialization into |0〉 by R(π, 0), however, a composite

pulse sequence, referred to as the CP Robust 180 sequence (attributed to E. Knill) [RHC10],

consisting of the five π-pulses R(π, π
6
)R(π, 0)R(π, π

2
)R(π, 0)R(π, π

6
) improves fidelity in the

presence of pulse area and detuning errors. Figure 6.5 shows a theoretical plot of the CP

Robust 180 sequence where the |1〉 state population is plotted verses detuning and pulse

area. The broad flat features in both curves near zero detuning and θ = π demonstrate

resiliency to both pulse area and detuning errors as compared to single π-pulses.
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Figure 6.5: (a) Theoretical probability of |1〉 state population vs. microwave detuning (∆ = ω −
9.925 GHz) using the CP Robust 180 sequence. (b) Theoretical probability of |1〉 state population

vs. pulse area (θ = ΩRt) using the CP Robust 180 sequence with ΩR = 2π× 35 kHz and no

detuning.
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6.3 Electron-Shelving Readout

6.3.1 Readout Fidelity

While high-fidelity SPAM has been demonstrated with hyperfine-selective optical cycling

using large numerical aperture objectives [NVG13, CCV19], constraints on future architec-

tures may ultimately limit readout fidelities using this scheme. 133Ba+ offers another path

to high-fidelity state detection utilizing a metastable state removed from the cooling cycle.

The |1〉 qubit state can be shelved [Deh75] to the long-lived (τ ≈ 30 s) metastable 2D5/2

state via the 2D5/2↔ 2S1/2 transition, or optically pumped via the 2P3/2 state (Fig. 6.2),

followed by Doppler cooling for state readout. As before, we’d like to use any collected

fluorescence to discriminate between the |0〉 and |1〉 states, as an atom in the |0〉 state

scatters many photons, while an atom in the 2D5/2 state, indicating |1〉 , does not. We note

the labels have flipped, with |0〉 now the “bright” state and |1〉 the “dark” state.

Leakage from |0〉→|1〉 is negligible as the Doppler cooling lasers are detuned by many THz

from any 2D5/2 state transition. Following previous works [Lan06, Bur10], the probability

of detecting n photons when starting in |0〉 is given by a Possionian distribution:

P|0〉 (n) =
e−λ0λn0
n!

(6.17)

with λ0 representing the mean number of collected photons during detection time tD and

includes contributions from background laser scatter. The probability of detecting n photons

after shelving |1〉 to the 2D5/2 state is given by:

P|1〉 (n) = e−tD/τ
e−λdλnd
n!

+ L(n). (6.18)

The first term is a Poisson distribution with mean number of detected photons λd, weighted

by the probability the ion does not decay during the detection time. λd is the mean number

of collected photons when the ion stays in the 2D5/2 state during the entire detection period.

L(n) is composed of weighted Possion distributions with means between λ0 and λd, and
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account for when the ion decays during readout. The distribution is given by:

L(n) =
e−ξ(λdτ/tD)n

n!
(λdτ/tD − 1)−(n+1) Γ(n+ 1)×[

P (n+ 1, ξ(λdτ/tD − 1))− P
(

(n+ 1),
λ0tD
λdτ

(λdτ/tD − 1)

)] (6.19)

with ξ given by:

ξ =
(λ0 + λd)tD

τ
. (6.20)

Γ(a) is the gamma function, and P (a, x) the incomplete gamma function.

The detection fidelity of each state is calculated as before using Equation 6.11. Using

experimental and 133Ba+ atomic parameters, Figure 6.6 shows the estimated number of col-

lected photons in each of 105 readout trials after initialization to |0〉 or |1〉 . A threshold

discriminator at Nth = 12 maximizes the estimated average fidelity of F = 0.9999.
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Figure 6.6: Estimated number of collected photons (105 readout trials for each state) after initial-

ization to |0〉 or |1〉 using experimental and 133Ba+ atomic parameters. A threshold of Nth = 12

maximizes the average detection fidelity of F = 0.9999.
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6.3.2 Optically-Pumped Electron Shelving

The optically-pumped shelving scheme utilizes visible wavelength electronic dipole transi-

tions and favorable branching ratios to quickly move population in the |1〉 state to the

2D5/2 manifolds. In what follows, three shelving schemes are described and their respective

fidelities estimated.

Initialization to |1〉 is followed by illumination with a laser resonant with the | 2P3/2 ; F=

2〉 ↔ |2S1/2 ;F = 1〉 transition (ν455) at an intensity below saturation (Fig. 6.2). After

excitation of the atom, the 2P3/2 state quickly (τ ≈ 10 ns) spontaneously decays to either

the 2S1/2 , 2D5/2 , or 2D3/2 state [DDY16]. Dipole selection rules forbid decay to the |0〉 state,

resulting in F = 0.88 shelving fidelity, limited by population stranded in the 2D3/2 states.

To further increase the shelving fidelity, a 650 nm laser near resonant with the |2P1/2 ;F=0〉 ↔
|2D3/2 ;F=1〉 transition (νc650), and a laser near 585 nm (ν585) resonant with the |2P3/2 ;F=

2〉 ↔ |2D3/2 ;F=2〉 transition can be applied at an intensity below saturation. The hyperfine

structure of 133Ba+ allows for concurrent repumping of the 2D3/2 states (ν585 and νc650) with

all polarization components during the application of ν455, simplifying the shelving sequence

compared with other species [HAB14]. Dipole selection rules forbid spontaneous emission

to the |0〉 state resulting in a fidelity of F ≈ 0.999. This scheme is limited by off-resonant

scatter of ν455 to the |2P3/2 ;F=1〉 state, where 0.44 of decays to the 2S1/2 are to |2S1/2 ;F=0〉.
If ν455 is linearly polarized parallel to the magnetic field direction (π-light), dipole selection

rules forbid excitation from the |2P3/2 ;F =1;mF =0〉 ↔ |2S1/2 ;F =1;mF =0〉 for the first

scattered photon, and the expected fidelity increases to F = 0.9998.

In addition to |1〉 state errors during shelving, off-resonant excitation to the |2P3/2 ;F=1〉
followed by spontaneous emission can shelve an ion initialized in the |0〉 state to the 2D5/2

manifolds. This results in an expected |0〉 state SPAM fidelity of F = 0.9998.
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6.4 Experimental Results

With qubit operations and their respective fidelities estimated, we now move to experimental

implementation. The general state of the qubit is given by:

|ψ〉 = C0(t)|0〉 + C1(t)eiω0t|1〉 (6.21)

where the probability of a measurement yielding |0〉 is given by |C0|2, and the probability

of measurement returning |1〉 given by |C1|2. However, the readout schemes previously

described are single projective measurements returning the binary result of |0〉 or |1〉 . To

estimate probabilities, Ntot repeated trials of the same experiment attempt to produce the

same quantum state, with each trial followed by a projective measurement. The average

population is then given by:

P =
N

Ntot

(6.22)

where N is number of trials with n > Nth (bright) or n ≤ Nth (dark). A histogram best

visualizes the data and is shown in Figure 6.7 for three different initial quantum states.

0 25 50

n

0

10

20

30

40

50

60

70

O
cc

ur
re

nc
e

0 25 50

n

0

10

20

30

40

50

60

70

0 25 50

n

0

10

20

30

40

50

60

70

Figure 6.7: Three histograms estimating |0〉 state population with electron shelving detection.

Left: P (|0〉 ) ≈ 1, middle: P (|0〉 ) ≈ 0.5, right: P (|0〉 ) ≈ 0.

The |0〉 state is quickly prepared with high fidelity after Doppler cooling by applying

frequencies νc493, νop493, νc650, and νsb650. Figure 6.8 shows the measured population of the |0〉
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state as a function of preparation time using the electron shelving readout scheme. Each

point represents 200 repeated trials using a threshold of Nth = 12 to discriminate between

qubit states.

Figure 6.8: Measured population of the |0〉 state after applying frequencies νc493, νop493, νc650, and

νsb650 for a given period of time. Each point represents 200 repeated trials using electron shelving

readout scheme and a threshold of Nth = 12 to discriminate between qubit states. Red line is an

exponential fit to the data.

Given initialization into |0〉 , the probability of finding the population in |1〉 after rotation

R(ΩRt, 0) is given by the well known Rabi equation:

P (|1〉 ) =
Ω2

Ω2 + ∆2
sin2

(√
Ω2 + ∆2

2
t

)
. (6.23)

Figure 6.9a showns a Rabi flopping curve generated by application of microwaves near

9.925 GHz and ΩR = 2π × 57.03(3) kHz, with no decrease in contrast is observed over
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many periods. To benchmark the coherence between the microwave and qubit oscillators, a

a) b)

Figure 6.9: (a) Probability of detecting |1〉 after microwave rotations of the form R(ΩRt, 0), where

ΩR = 2π×57.03(3) kHz. Each point represents 1000 repeated trials using threshold discrimination

to determine the qubit state. Red line is a fit to Equation 6.23 with ∆ = 0. (b) Probability of

detecting |1〉 as a function of Ramsey delay time using the Ramsey sequence R(π/2, 0), R(0 ×
tdelay, 0),R(π/2, 0). Each point represents 200 repeated trials and threshold discrimination of the

two qubit states. Both plots use the high-fidelity electron shelving technique for state readout.

Ramsey sequence of the form R(π/2, 0), R(0×td, 0),R(π/2, 0) was performed with a detuning

of ∆ ≈ 1 kHz. td represents the wait time in between π/2-pulses, and a plot of the |1〉 state

population as a function of delay is given in Figure 6.9 b. The envelop of the data was fit to

an exponential decay function and returned a time constant of 0.4(1) s. A large uncertainty

in the fit results from the lack of data points at long delay times, where an unknown source

of ion heating prevented measurement.

To prepare the |1〉 state, the |0〉 state is initialized followed by application of the CP

Robust 180 sequence R(π, π
6
)R(π, 0)R(π, π

2
)R(π, 0)R(π, π

6
). To experimentally test the pre-

dicted line shapes in Figure 6.5, the probability of the |1〉 state is measured as a function

of pulse area and detuning, shown in Figure 6.10. Each data point represents 200 trials

with electon shelving detection and threshold discrimination to determine the qubit state.

Solid red lines are theory with no fit parameters. To estimate and separate the contribution

of microwave errors from |0〉 state initialization in preparing the |1〉 state, CP Robust 180
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a) b)

Figure 6.10: (a) Probability of |1〉 vs. microwave detuning using the CP Robust 180 sequence

with ΩR = 2π× 35.4(1) kHz. Points are experimental data and solid line represents theoretical

prediction for this composite pulse sequence with no fit parameters (b) Pulse area (t = θ
ΩR

) scan

at zero detuning using the CP Robust 180 sequence. Dashed dotted lines in (b,c) are theory for a

single π-pulse, R(π, 0). Statistical error bars on individual data points are smaller than markers

sequences are concatenated together. The microwave phase is randomly chosen before each

sequence to remove coherent effects, and numerical simulations modeling pulse area and

detuning errors show a linear decrease in population transfer as a function of concatenated

composite sequences. Figure 6.11 shows a plot of |1〉 state infidelity as a function of con-

catenated CP Robust 180 sequences, with a straight line fit giving a error per pulse sequence

of ε = 9(1)× 10−5.

6.4.1 SPAM Results

We use the same single trapped 133Ba+ ion to determine our state preparation and mea-

surement fidelity (SPAM) using the hyperfine-optical cycling combined with the CP Robust

180 sequence. Before each SPAM attempt, the Doppler cooling fluorescence is monitored

to determine if a SPAM attempt can be made. If the count rate does not reach a pre-

determined threshold of 2σ below the Doppler cooling mean count rate, chosen before the

experiment begins and constant for all SPAM measurements, the subsequent SPAM attempt

is not included. Laser cooling is accomplished using external cavity diode lasers (ECDLs)
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Figure 6.11: Measurement of the |1〉 state infidelity versus number of concatenated CP Robust 180

sequences. Straight line fit gives a error per pulse sequence of ε = 9(1)× 10−5

near 493 nm and 650 nm detuned approximately half an atomic linewidth from the resonant

transitions (νc493 and νc650) with saturation parameters s ≈ 10. Preparation of the |0〉 state

is accomplished by removing νsb493 and adding νop493 for 100 µs after Doppler cooling with a

saturation parameters of s ≈ 1 . The |1〉 state is prepared via the CP Robust 180 sequence

with approximately 3 W of microwave power directed with a microwave horn for ≈ 15 µs.

State detection is accomplished by applying νc493 and νc650 for 4.5 ms with saturation param-

eters of s ≈ 0.1. 493 nm photons are collected using a 0.28 NA commercial objective and

photomultiplier tube (PMT) with approximately 20% quantum efficiency.

Each qubit state is attempted in blocks of 200 consecutive trials, followed by the other

qubit state, for a combined total of 217,748 trials. The number of photons detected after

each experiment is plotted in Fig. 6.12, and a threshold at nth ≤ 1 photons maximally

discriminates between |0〉 and |1〉 . Using this hyperfine-selective optical cycling for SPAM,

we measure the fraction of events in which an attempt to prepare the |0〉 state was determined
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to be |1〉 , ε|0〉 = 3.03(4)×10−2, and the fraction of experiments in which an attempt to prepare

the |1〉 state was determined to be |0〉 , ε|1〉 = 8.65(9)× 10−2. The average SPAM fidelity is

= 0.9415(5). Ultimately, the fidelity of this technique is limited by off-resonant excitation

to the |2P1/2 , F=1〉 manifold during readout, which can decay to either |0〉 or |1〉, thereby

causing misidentification of the original qubit state [OYM07]. In this experiment, readout

fidelity could be improved with increased light collection efficiency [NVG13, CCV19] and

reduced background counts from laser scatter.
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Figure 6.12: Histogram of detected photons during the attempted preparation and measurement

of the |0〉 and |1〉 qubit states using hyperfine-selective preparation and readout. The fraction

of events in which an attempt to prepare the |0〉 state was determined to be |1〉 was ε|0〉 =

3.03(4) × 10−2, and the fraction of experiments in which an attempt to prepare the |1〉 state was

determined to be |0〉 , ε|1〉 = 8.65(9)× 10−2. The average SPAM fidelity is F = 0.9415(5)

To benchmark SPAM using the highest fidelity optically pumped shelving scheme, state

preparation of each qubit state is applied to a single trapped 133Ba+ ion and read out

(Fig. 6.13).
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Figure 6.13: Experimental sequence for |0〉 and |1〉 SPAM using the electron shelving detection

scheme. All lasers are linearly polarized ≈ 45◦ from the magnetic field except the laser near 455 nm

(ν455) linearly polarized along the magnetic field (π-light). (a) Sequence for |0〉 SPAM. (b) Sequence

for |1〉 SPAM.

Before each SPAM attempt, the Doppler cooling fluorescence is monitored to deter-

mine if a SPAM attempt can be made using the same protocol as the hyperfine-selective

SPAM measurement. The |0〉 and |1〉 states are prepared using the same parameters as the

hyperfine-selective optical cycling scheme. Electron shelving is accomplished by simultane-

ously applying three lasers near 455 nm, 585 nm, and 650 nm for 300 µs. The ECDL laser

near 455 nm tuned resonant with the |2P3/2 ;F=2〉 ↔ |2S1/2 ;F=1〉 transition (ν455) is linearly

polarized parallel to the magnetic field (π-light) with saturation parameter s ≈ 1×10−3. The

ECDL near 1171 nm frequency doubled using a periodically poled lithium niobate (PPLN)
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waveguide is tuned resonant with |2P3/2 ;F = 2〉 ↔ |2D3/2 ;F = 2〉 transition (ν585). The

laser is linearly polarized ≈ 45◦ from the magnetic field direction with saturation parameter

s ≈ 1× 10−2. The ECDL near 650 nm is tuned to the same parameters as Doppler cooling

except for the reduction of saturation parameter to s ≈ 1. Deshelving of the 2D5/2 manifold

back to the cooling cycle is accomplished with an ECDL near 1228 nm frequency doubled

with a PPLN waveguide and linearly polarized ≈ 45◦ from the magnetic field direction. The

frequency is detuned approximately 40 MHz from the |2P3/2 ;F=2〉 ↔ |2D5/2 ;F=2〉 transition

and applied for 500 µs with saturation parameter s ≈ 1.

Each qubit state is attempted in blocks of 200 consecutive trials, followed by the other

qubit state, for a combined total of 313,792 trials. The number of photons detected after

each experiment is plotted in Fig. 6.14, and a threshold at nth ≤ 12 photons maximally

discriminates between |0〉 and |1〉 . The fraction of events in which an attempt to prepare

the |0〉 state was measured to be |1〉 is ε|0〉 = 1.9(4)×10−4, while the fraction of experiments

in which an attempt to prepare the |1〉 state was measured to be |0〉 is ε|1〉 = 3.8(5)× 10−4.

The average SPAM fidelity is F = 1− 1
2
(ε|0〉 + ε|1〉) = 0.99971(3).

Table 6.1 provides an error budget with estimates of the individual sources of error that

comprise the observed infidelity. In addition to the previously discussed errors, the readout of

the 2S1/2 manifold is limited by background gas collisions, characterized by the preparation

and readout fidelities of the 2S1/2 and 2D5/2 manifolds in 138Ba+ , for which we achieve F =

0.99997(1). The state readout duration is determined by the need to separate the |0〉 and

|1〉 state photon distributions. Our limited numerical aperture requires detection for 4.5 ms,

leading to an error due to spontaneous emission from the 2D5/2 state of ε ≈ 1.5×10−4. This

could be reduced with maximum likelihood methods [Lan06, MSW08] or higher efficiency

light collection [NVG13].

It should be possible to further improve the fidelity to F > 0.9999. Errors due to |0〉→
|1〉 state transfer and spontaneous emission during readout could be reduced with higher

fidelity population transfer and improved light collection efficiency [HAB14, NVG13]. The

shelving fidelity could be improved using a pulsed shelving scheme [MSW08], or by addition
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Figure 6.14: Histogram of detected photons using high-fidelity electron shelving state detection.

of a 1762 nm transfer step before optical pumping (Fig. 6.2). Optical-frequency qubit

manipulations have been demonstrated (in other species) with a π-pulse fidelity of F =

0.99995 [GTL16], suggesting that high-fidelity, unitary transfer to 2D5/2 may be possible.

With population first transfered via 1762 nm, followed by the optically-pumped shelving

scheme, infidelity below 10−6 should be achievable.

6.5 Summary

High-fidelity qubit operations have been demonstrated using a composite pulse sequence and

optically-pumped electron shelving state detection. A measured average single-shot SPAM

fidelity of F = 0.99971(3) is the highest reported value to date on any qubit platform.

Currently, implementing fault-tolerant error correction is still too resource intensive given
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Process Average error ×10−4

Initialization to |0〉 0.1

Off-resonant shelving |0〉 1.0

Readout of 2S1/2 manifold 0.1

|0〉→ |1〉CP Robust 180 sequence 0.5

Shelving |1〉 1.0

Spontaneous decay during readout 0.5

Total average SPAM error 3.2

Table 6.1: Experimental error budget for state preparation and measurement (SPAM) of the

133Ba+ hyperfine qubit. Errors are estimates based on theoretical models and auxiliary experi-

ments. The |0〉 state SPAM is limited by off-resonant scatter from the laser used for electron

shelving. The |1〉 state electron shelving is limited by the 2P3/2 hyperfine splitting, where off-

resonant scatter can cause spontaneous emission to the |0〉 state. Spontaneous emission of the

2D5/2 state and preparation of the |1〉 state via microwaves are the next largest contribution to

the |1〉 state SPAM error.

the best demonstrated single and two-qubit gate fidelities. Without fault-tolerant error

correction, single-shot preparation and readout fidelity of multiple qubits is exponentially

dependent on qubit number F = (1 − ε)N . The results presented here provide a path to

increased fidelities for multi qubit experiments. The largest system to date has demonstrated

readout of 53 qubits with only 99% individual SPAM fidelities, giving a total single-shot

SPAM fidelity of ≈ 59%. While the individual readout fidelities presented may decrease in

multi qubit systems, we still expect improved total readout fidelity in large qubit systems

given the advantageous electronic structure of 133Ba+ .

A clear path for improving SPAM in 133Ba+ is possible with the addtion of a laser near

1762 nm. A Stable Laser Systems cavity for 1762 nm stabilization has recently been installed

with a quoted linedwidth of < 1 Hz at 1 s. In addition, we expect improved single qubit gate

fidelity, as well as demonstrated high-fidelity two qubit gates with the addition of a laser
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near 532 nm allowing stimulated Raman transitions.
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APPENDIX A

Radioactive Details

A.1 Activity and Shielding

The radioactive isotope 133Ba has a half-life of 10.51(5) years [ABB04] and decays via electron

capture to produce 133Cs:

p+ e− −→ n+ νe.

The main safety concerns are from the resulting decay of metastable 133mCs states producing

gamma rays with photon energies give in Table A.1. The gamma dose constant is listed as

2.4 mR/hr per 1 mCi at 30 cm, meaning the dose rate in one hour is 2.4 mR from a 1 mCi

source at a distance of 30 cm [ucs]. The Currie is defined as 1 Ci = 3.7 × 1010 decays/sec

= 3.7 × 1010 (Bq), and 1 Bq is 1 decay/sec. The maximum dosage for a radiation safety

worker in the United States is 5000 mR/yr, and the average dose a person living in the

united states receives annually is ≈ 620 mR [nrc]. To alleviate more stringent radiation

safety requirements and keep lab personal well within safety limits, we chose to work with a

maximum activity of 1 mCi at any given time.

A Beer’s law equation is used to calculate the shielding required to attenuate a given

source, and is given by:

R = R0e
−µ
ρ
x (A.1)

where µ is the linear attenuation coefficient, a function of the photon energy, R0 the un-

shielded dose rate, and ρ the density of the shielding material. Figure A.1 shows the attenu-

ation coefficient µ/ρ for lead over the photon energy of interest. If we assume the dedicated

graduate student spends 20 hours a day in the lab every day of the year, and is always 30
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E (keV) per 100 Decays

81 31.06

303 18.33

356 62.05

Table A.1: Dominant gamma ray energies and intensities resulting from the decay of 133Ba+ [ucs,

SAD16].

Figure A.1: Absorption coefficient of lead as a function of photon energy [nis].

cm away from a 1 mCi source, than they would need attenuate the does rate by a factor of

30 to receive the same dose as the average person per year. Using equation A.1 and figure

A.1 to estimate the attenuation coefficient (0.4) for the largest gamma ray energy of ≈ 350

keV, a lead thickness of 1 cm attenuates the dose rate by a factor of 100. Since even the

most enthusiastic grad student probably won’t be sleeping with the source, this amount of

shielding is more than sufficient. The radiation safety departments at UCLA provided lead
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bricks which surrounds the majority of the experiment (Fig. A.2).

Figure A.2: Vacuum chamber surrounded by lead bricks provided by UCLA.

The number of atoms in 1 Ci depends on the decay constant λ which is specific to each

radioactive species:

Natoms =
3.7× 1010Bq

λ
. (A.2)

The half-life (τ) is often given instead of the decay constant, and a straight-forward calcula-

tion using the general decay rate equation can be used to calculate it:

λ =
log(2)

τ1/2

. (A.3)

Using the half-life for barium-133, the number of atoms in a 1 mCi source is Natoms ≈ 1×1016.

A.2 133Ba+ Production and Availability

133Ba is produced by various methods including cyclotron bombardment of Xenon gas with

alpha particles, proton or dueteron bombardment of cesium, or neutron bombardment of
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132Ba [Nei77, CPL57]. Our source is purchased from Eckert & Ziegler [EZ] and is manu-

factured via neutron bombardment of 132Ba. Production runs may last up to several years

which allows for accumulation of both 133Ba and 133Cs, and the company states they have

no control over the amount of 133Cs in a purchases source. In addition, the company adds

naturally abundant Ba to their sources. When purchasing from Eckert & Ziegler a request

can be made for the highest specific activity and no additional barium, “carier” is the com-

pany term, added. Sources are only available as BaCl2 dissolved in 0.1M HCl, and ordering

the smallest quantity of liquid (1 ml) is best for making a target for loading ions. Figure A.3

shows a source purchased from Eckert & Ziegler. 133Ba can also be purchased from Oakridge

Figure A.3: 133Ba+ source purchased from Eckert & Ziegler

National Laboratories, and for an additional fee will chemically remove any 133Cs present.
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A.3 Handling and Dosimetry

Dosimetry chest badges and rings are provided by the radiation safety department at UCLA,

and a Ludlum 3 rate meter with sodium iodide probe (model 44-2) is kept in the lab to

monitor for contamination. In addition, a personal radiation dose meter (RAD-60R) is worn

whenever handling 133Ba, including production of a source for loading ions. Transfer of

radioactive material is done inside a glove tent (Fig. A.4) and moved into a fume hood for

production of an ion source.

Figure A.4: Glove tent inside of a fume hood used to produce a 133Ba+ ion source.
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APPENDIX B

Mathieu Equations and Stability Diagram

Solutions to the Mathieu equations 2.14 led to the recursion relationship:

C2n+2,i +D2n,iC2n,i + C2n−2,i = 0 (B.1)

and the question of solving an infinite determinant (Eq 2.2). A solution formed by Timothy

Jones [Jon08] was followed to determine stable solution as a funtion of ai and qi, and his C

code modified to generate stability diagrams in Python.

import numpy as np

import matplotlib.pyplot as plt

a = np.arange(-.3,.3,.001)

q = np.arange(0,1.0,.001)

gamma = np.zeros(101)

dets = np.zeros(len(gamma))

#z = np.ones((len(a)*len(q), 3))

z1 = np.ones((len(a),len(q)))

det_error = np.zeros(len(a)*len(q))

for i in range(len(a)):

for j in range(len(q)):

for k in range(len(gamma)):

# Here my definition is slightly different than Timothy ’s

# I use the index i while his index is 2*i

gamma[k] = q[j]/((2*k) **2 - a[i])

#print gamma[-20:-1]

# Next need to calculate seed determinants

d0 = np.array([1])
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d1 = np.array([[1, gamma[1], 0 ], [gamma[0], 1, gamma[0]], \

[0, gamma[1], 1]])

d2 = np.array([[1, gamma[2], 0, 0, 0], [gamma[1], 1, gamma[1], \

0, 0], [0, gamma[0], 1, gamma[0], 0], [0, 0, \

gamma[1], 1, gamma[1]], [0, 0, 0, gamma[2], 1]])

’’’

d3 = np.array ([[1, gamma[3], 0, 0, 0, 0, 0], [gamma[2], 1, \

gamma[2], 0, 0, 0, 0], [0, gamma[1], 1, gamma[1], \

0, 0, 0], [0, 0, gamma[0], 1, gamma[0], 0, 0], \

[0, 0, 0, gamma[1], 1, gamma[1], 0],\

[0, 0, 0, 0, gamma[2], 1, gamma[2]], \

[0, 0, 0, 0, 0, gamma[3], 1]])

’’’

dets[0] = 1 # np.linalg.det(d0), doesn ’t like this

dets[1] = np.linalg.det(d1)

dets[2] = np.linalg.det(d2)

#dets[3] = np.linalg.det(d3)

for k in range(3,len(gamma)):

alpha = gamma[k]*gamma[k-1]

beta = 1-alpha

alpha1 = gamma[k-1]*gamma[k-2]

dets[k] = beta*dets[k-1] - alpha*beta*dets[k-2] + \

alpha*alpha1 **2*dets[k-3]

if a[i] > 0:

mu = np.arccos(1-dets[len(dets)-1]* \

(1-np.cos(np.pi*np.sqrt(a[i]))))/np.pi
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else:

mu = np.arccos(1-dets[len(dets)-1]* \

(1-np.cosh(np.pi*np.sqrt(abs(a[i])))))/np.pi

if np.isreal(mu) != True or np.isnan(mu) == True:

mu = 0

#row = len(q)*i + j

#z[row ,0] = a[i]

#z[row ,1] = q[j]

#z[row ,2] = mu

z1[i,j] = mu

#det_error[row] = (abs(dets[-2] - dets[-1]))/dets[-1]

## For Plotting only

#print np.amax(det_error)

Qx ,Ax = np.meshgrid(q,-a)

Qy ,Ay = np.meshgrid(q, a)

Cx = plt.contour(Qx ,Ax ,z1 , levels = np.arange(0.005 ,1.05 ,.05))

plt.clabel(Cx , fontsize = 8, inline = 1)

plt.xlabel(r’$q_{x,y}$’, fontsize = 24)

plt.ylabel(r’$a_{x,y}$’, fontsize = 24)

plt.xlim([0,.9])

plt.ylim([-.28 ,.3])

plt.xticks(fontsize = 24)

plt.yticks(fontsize = 24)

Cy = plt.contour(Qy ,Ay ,z1 , levels = np.arange(0.005 ,1.05 ,.05))

plt.clabel(Cy , fontsize = 8, inline = 1)
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To find the stability region in three dimensions, we simply need to scale az and qz using the

relationship:

az = 2ax,y qz = 2qx,y.

Then the same code as above can be used. Finally we’d like to fit a polynomial to the

boundary of the region of overlap in the a and q plane. This will allow us to easily determine

when an ion is in the stability region (2D case below):

from scipy.optimize import curve_fit

# Polynomial to fit the lines to

def my_fit(x, a, b, c, d, e):

return a + b*x + c*x** 2 + d*x** 3 + e*x** 4

level = Cx.levels

#print level

cs = Cx.collections[2] # indice of level is indice with contour data

# paths are contour xy data.

# single contour is 2 paths , split around the label

paths = cs.get_paths ()

#print len(paths)

path0 = paths[2]

path1 = paths[3]

x_edge20 = path0.vertices

x_edge21 = path1.vertices

x1x = np.append(x_edge20[:,0],x_edge21[:,0])

x1y = np.append(x_edge20[:,1], x_edge21[:,1])

cs1 = Cx.collections[19]

paths = cs1.get_paths ()

#print len(paths)

path0 = paths[2]

path1 = paths[1]

x_edge20 = path0.vertices

x_edge21 = path1.vertices
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x2x = np.append(x_edge20[:,0],x_edge21[:,0])

x2y = np.append(x_edge20[:,1], x_edge21[:,1])

plt.plot(x1x , x1y , color = ’k’, linewidth = 3)

plt.plot(x2x , x2y , color = ’k’, linewidth = 3)

"""

fit_x1 = curve_fit(my_fit , x1x , x1y)

print fit_x1[0]

x = np.linspace(x1x[0], x1x[-1], 1e2)

y = my_fit(x, fit_x1[0][0],fit_x1[0][1], \

fit_x1[0][2],fit_x1[0][3], fit_x1[0][4])

plt.plot(x,y, color = ’r’, linestyle = ’--’)

fit_x2 = curve_fit(my_fit , x2x , x2y)

print fit_x2[0]

x2 = np.linspace(x2x[0], x2x[-1], 1e2)

y2 = my_fit(x2 , fit_x2[0][0],fit_x2[0][1], \

fit_x2[0][2],fit_x2[0][3], fit_x2[0][4])

plt.plot(x2 ,y2 , color = ’r’, linestyle = ’--’)

"""

#np.savetxt (" x_stable1.txt", np.column_stack ((x1x ,x1y)))

#np.savetxt (" x_stable2.txt", np.column_stack ((x2x ,x2y)))

level = Cy.levels

#print level

cs = Cy.collections[2]

paths = cs.get_paths ()

#print len(paths)

path0 = paths[2]

path1 = paths[3]

y_edge20 = path0.vertices
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y_edge21 = path1.vertices

y1x = np.append(y_edge20[:,0],y_edge21[:,0])

y1y = np.append(y_edge20[:,1], y_edge21[:,1])

cs = Cy.collections[19]

paths = cs.get_paths ()

#print len(paths)

path0 = paths[2]

path1 = paths[1]

y_edge20 = path0.vertices

y_edge21 = path1.vertices

y2x = np.append(y_edge20[:,0],y_edge21[:,0])

y2y = np.append(y_edge20[:,1], y_edge21[:,1])

#np.savetxt (" y_stable1.txt", np.column_stack ((y1x ,y1y)))

#np.savetxt (" y_stable2.txt", np.column_stack ((y2x ,y2y)))

plt.plot(y1x , y1y , color = ’k’, linewidth = 3)

plt.plot(y2x , y2y , color = ’k’, linewidth = 3)

plt.xlabel(’q’, fontsize = 20)

plt.ylabel(’a’, fontsize = 20)

plt.tick_params(labelsize = 20)

plt.tick_params(width=5, length=10)

plt.show()

Figure 2.5 in the main text shows the fitted boundary region and gives the fit parameters.
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APPENDIX C

Langevin Capture Theory

The collision rate is often modeled using Langevin capture theory, which describes the ion

induced-dipole coupling between a charged particle and polarizable neutral atom or molecule.

Within a critical impact parameter bc, the neutral spirals into the ion and the assumed

probability of a reaction/collision is one. Below, the reaction rate constant is derived, which

can then be used to predict the collision rate between a trapped atomic ion and a neutral

background particle. This problem is analogous to the two-body central force problem

described in classical mechanics texts, and the approach here will be the same. Starting

with the Lagrangian we have:

L =
1

2
µ(ṙ2 + φ̇2r2)− U(r)

with

U(r) = −~P · ~E.

~P is the dipole moment of the neutral atom or molecule, and ~E the electric field produced

by the ion. If we assume linear media:

~P = α~E

where α is the polorizability of the atom/molecule. The potential then energy becomes:

U(r) = − αe2

16π2ε20r
4
.

For each generalized coordinate we have:

∂L
∂q

=
d

dt

∂L
∂q̇
.
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For the radial coordinate we get:

µr̈ = µφ̇2r − αe2

4π2ε20r
5

and for the angular coordinate we get:

µφ̇r2 = L

where L represents the angular momentum, and is a constant. Using the angular equation

to eliminate the angular variable in the radial equation, we have:

µr̈ =
L2

µr3
− αe2

4π2ε20r
5
.

From this we want to extract the effective potential and analyze its form. Since:

F = −dUeff
dr

we have:

Ueff =
L2

2µr2
− αe2

16π2ε20r
4
.

Initially we assume the two particles are far enough away that Ueff = 0. Then the total

energy is just the initial kinetic energy.

Etot =
1

2
µv2

0.

We define the impact parameter as:

b = rsinθ

which can be related to the angular momentum by:

L = ~r × ~p = rµv0sinθ = µv0b.

We can now replace the angular momentum term in the effective potential:

Ueff =
(µv0b)

2

2µr2
− αe2

16π2ε20r
4
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Figure C.1: Effective potential vs ion-neutral distance in an ion induced-dipole interaction between

a charged ion and a polarizable neutral atom or molecule.

and we can replace the velocity term with the initial kinetic energy:

Ueff =
EKE0b

2

r2
− αe2

16π2ε20r
4
.

An effective potential may look like Figure C.1 which includes a 1
r12 nuclear repulsion term.

In order for the ion and neutral to get close enough to react, they must overcome the potential

barrier, the height of which depends on the impact parameter and the kinetic energy. In the

Langevin theory once this barrier is overcome, the probability to react is one. Finding the

maximum and where it occurs:

dU

dr
= −2EKE0b

2

r3
+

αe2

4π2ε20r
5

= 0

r0 =

√
αe2

8EKE0π
2ε20b

2

Umax(r0) =
4π2ε20E

2
KE0

b4

αe2
.
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A large impact parameter means a large angular momentum, and the large “centrifugal

force” prevents the particle from falling towards the center. The same is true for a large

kinetic energy, increasing the angular momentum, and increasing the height of the potential

barrier. In order to overcome the potential barrier, the total energy of the particle must be

greater than or equal to the maximum barrier height. By setting the height of the potential

barrier equal to the total energy, the initial kinetic energy, we can solve for the critical impact

parameter.

bc =

(
αe2

4π2ε20EKE0

)1/4

.

With the critical impact parameter we can now define the cross section:

σ = πb2
c =

(
παe2

4ε20EKE0

)1/2

or back in terms of the initial velocity vo

σ(v) =

(
παe2

2ε20µv
2
0

)1/2

.

To determine the reaction rate, we imagine an infinitesimally thick slab of space, where

the number of particles in that volume is given by:

N = ρA0dx

with ρ the number density, A0 the area of the slab, and dx the thickness. The total scattering

area is the number of particles times the cross section:

Ascatt = σ(v)ρA0dx

and the probability that a scattering event occurs is the scattering area divided by the total

area of the slab:

dP = σ(v)ρdx.

We can write this in terms of velocity by multiplying by dt
dt

:

dP = σ(v)ρvdt.
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The average number of ions that experience a collision per unit time, is the probability of a

collision multiplied by the number of ions in the system:

dNi

dt
= (σ(v)ρv)Ni.

In chemistry, reaction rates are defined per unit density. Assuming a single ion, we have for

the rate constant:

Γ = σ(v)v.

Finally, we consider that the particles have a Maxwell-Boltzmann velocity distribution. To

find the average reaction rate, we need to integrate over this distribution:

Γ =

∫ ∞
0

vσ(v)f(v)dv.

However, plugging in our cross section we see that the velocities cancel out:

Γ =

(
παe2

2ε20µ

)1/2 ∫ ∞
0

f(v)dv

and the integral equal to one. The final calculated rate constant is:

Γ =

(
παe2

2ε20µ

)1/2

.

The surprising result is that the rate does not depend on temperature.
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APPENDIX D

Thermionic Emission

Various methods exist for producing singly charged particles for confinement, not limited

to resonant enhanced multi-photon ionization (REMPI), laser ablation, and electron-impact

ionization. REMPI is commonly chosen in trapped-ion quantum information experiments

since it allows precision control of the ionization rate and region. Laser ablation and electron

impact ionization are less common, as the large flux of stray charges produced on nearby

insulators can create stray fields at the trap center, requiring large compensation voltages

to null. Another, perhaps forgotten technique, is the process of thermionic emission.

Thermionic emission is the production of charges from a heated substrate. In the event

an atom on a metal surface possesses and ionization energy (E) lower than the metal’s work

function (Φ), desorption by heating results in a free atomic ion. The ratio of ions (ni) to

neutrals (nn) desorbing from a metal surface is given by the Saha-Langmuir equation:

ni
nn

=
gi
gn
e

Φ−E
kT (D.1)

where gi and gn are the degeneracies of the ion an neutral ground states.1 Many alkali

and alkali-earth species have ionization energies less than effective work functions [KMM00]

(Φ − E ≥ 1 eV) of readily obtainable common metals (Pt, Re, W). A ratio ni
nn
� 1 can

readily be achieved with Φ−E ≈ 0.3 eV and T = 500 K, temperatures easily achieved with

resistive heating using thin metal filaments or wires.

Thermionic emission provides the advantage of simplicity, directly producing multiple

species from a single source by heating a metal substrate. Previous ground state hyperfine

1Negative ions are also produced via thermionic emission, described by equation D.1 with the electron
affinity (EA) replacing the ionization energy [HEG95].
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high work function substrate

deposited metal atoms

e-

sublimated metal ions

e-

Figure D.1: Depiction of thermionic emission. The majority of atoms with ionization energy E
desorbing from a metal surface with work function Φ will leave singly charged if E < Φ.

spectroscopy on 137Ba+ , 135Ba+ , and 133Ba+ have demonstrated the utility of this technique

for loading ions [KSW87, BW82, BB81]. A platinum filament impregnated with barium

atoms and placed inside an RF Paul trap loaded ≈ 105 ions per attempt after heating to

1200 ◦C. In particular, for a radioactive source of 133Ba atoms, impregnation in the bulk of

a metal provides an easy to transport, non-reactive, confined stable source.

In what follows, we describe preparation of a thermionic source of barium ions using a

platinum filament, applicable to various atomic species and metal substrates. After, spectra

of various atomic species are presented followed by results for loading ions into an RF Paul

trap.

D.1 Source Preparation

A list of materials and atomic sources purchased for construction of platinum and rhenium

thermionic sources are given in Table D.1. Platinum strips are cut approximately 1.5 mm x

10 mm, Figure D.2, with homogeneous heating requiring an approximately uniform width.

Each strip is cleaned with acetone in an ultrasonic cleaner for 30 minutes before impregnation.
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Item Details Manufacture

Platinum Foil 0.125 mm, 99.9% Sigma Aldrich

Rhenium Foil 0.1 mm, 99.97% Alft Aesar

Constantan Foil .001” x 2.94” x 5.46” ESPI Metals

Barium Chloride 99.999% anhydrous Sigma Aldrich

Strontium Chloride 99.99% anhydrous Sigma Aldrich

Calcium Chloride 97% anhydrous Sigma Aldrich

Yb Metal 99.9% Sigma Aldrich

Table D.1: List of materials and atomic sources purchased for construction of platinum and rhenium

thermionic sources.

Figure D.2: Cut strip of Pt for use as a thermionic source. Dimensions are ≈ 1.5 mm × 10 mm ×
0.1 mm. Uniform resistive heating requires a relatively constant width.

To impregnate the atom of choice, a mortar and pestle is used to grind 300-400 mg of the
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corresponding chloride salt into a powder (for Yb, small pieces of metal are used). Alligator

clips connected to a power supply hold the platinum (same procedure for Rhenium) at each

end such that the wide surface is parallel to the table, Figure D.3. A layer of ground salt is

deposited on the platinum and approximately 20 A of current runs through the strip until

it develops an orange-white color. This causes the salt to melt and wick over the platinum

strip. The current turns off after approximately one minute, and upon cooling a thin layer

of the salt typically remains. A tissue removes the remaining bulk salt, and no additional

cleaning is preformed.

Figure D.3: To impregnate the salt or metal of interest, a filament is connected to a power supply

via aligator clips, and salt deposited on the surface. A current of up to 20 A heats the filament to

an orange-white color for 1 min, impregnated atoms. This procedure is performed inside a fume

hood.

The platinum connects inside the vacuum chamber using constantan foil and copper wire.

The high conductivity of copper makes a direct weld to platinum difficult, so constantan foil

is used as a bridge. Constantan cut approximately 5 mm x 15 mm, folded in half with the

ends spot-welded together, slides over the copper wire and is spot-welded securely, Figure

D.4.
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Figure D.4: Constantan foil spot-welded to copper wire. The high conductivity of copper and

platinum make a direct spot weld difficult. Constantan foil is used a a bridge.

The platinum is bent into a “u” shape, and each end spot-welded to the constantan

foil, figure D.5. This completes the ion source which attaches via barrel connectors to a

Figure D.5: Platinum spot-welded to constantan foil and copper wires.

feedthrough. The surface of platinum which the salt was deposited faces the center of the
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ion trap approximately 3 mm from the outer rod edge, Figure 5.3.

D.2 Mass Spectra

Before loading an ion trap via thermionic emission, numerous filaments with various atomic

species were tested using a Stanford Research Systems residual gas analyzer (RGA). All

ionizing elements were removed, and the filaments mounted at the entrance of the mass

filter. A channel electron multiplier (CEM) was purchased with the RGA and allowed single

ion counting. Filaments were tested over a variety of temperatures (currents) and spectra of

the different atomic species recorded. A plot of four spectra are shown in Figure D.6. Below

s

s

a) b)

c) d)

Figure D.6: Thermionic emission measured using an RGA. (a) Barium spectrum with platinum

filament, (b) ytterbium spectrum with rhenium filament, (c) calcium spectrum with platinum

filament, (d) strontium spectrum with platinum filament.
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we highlight some of the major observations:

• Both platinum and rhenium contain impurities which diffuse from the bulk and desorb

as ions. For platinum, potassium was the dominant species followed by sodium (Fig.

D.7). For rhenium, potassium, sodium, and small amounts of aluminum were observed.

These species would desorb at lower temperatures with larger observed count rates than

the impregnated atomic species.

• Platinum sublimation was observed on various viewports and ceramic surfaces, often

resulting in shorted electrodes. This motivated the switch to Rhenium, with no subli-

mation observed at temperatures required to produce similar ion fluxes.

• Measured ion count rates exhibited and exponential turn on with time, particularly

when heated for the first time, and highly dependent of temperature.

• Adding a positive bias to the filament improved the measured count rate, and a negative

bias could be used to reduce the count rate to zero.

The metal substrate contaminants were all observed to desorb at temperatures below that

required for Ba+. A filament could be heated in vacuo for multiple days to reduce count

rates of unwanted species by orders of magnitude. In addition, the decay product of 133Ba ,

133Cs, could be removed at lower temperatures. This is an important observation since no

other scheme exists for removing 133Cs+ inside the RF trap. Figure D.8 shows a plot were a

platinum filament was impregnated with both barium and cesium, and monitored for several

days.

We were able to increase the observed count rate of a given species impregnated in

platinum with an increase in temperature until breakage of the filament. Initial experiments

maximized the count rate by heating filaments to an estimated 1000 K, producing a yellow-

white glow. At these temperatures platinum sublimation was observed on all nearby ceramic

surfaces and windows, shorting electrodes and reducing transparency. Rhenium was tested

and produced no visible sublimation at similar observed ion fluxes.
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Figure D.7: Thermionic emission measured using an RGA up to 45 AMU from a platinum filament

before impregnation. Potassium and sodium ions are produced in quantities equal to or larger than

the impregnated atom of interest.

The exponential increase in count rate with time at a fixed temperature is thought to

derive from contamination of the filament surface. Exposed to atmosphere, carbon and

oxygen can deposit on the surface reducing the work function. As these species desorb, the

work function is increased and ion production begins.

To reduce unwanted charging on nearby insulators and sublimation of platinum, an ion

gun based on previous work was constructed [EZ82]. Effectively, an ion gun is a set of Einzel

lenses, with a rendering of the design and fully constructed prototype shown in Figure D.9a,

b. Using a platinum filament impregnated with naturally abundant barium, an improved

count rate was observed with optimized einzel lens voltges compared to the zero voltage case

(Fig D.9 c).
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Figure D.8: Platinum filament impregnated with barium and cesium. At temperatures below

significant barium desorption, impurities in the platinum as well as the cesium can be removed.

D.3 Loading

To load ions, the platinum heats to a red-orange color, a lower temperature than the impreg-

nation step, leaving all trap voltages on. Successful loading was achieved with the filament

both outside and just inside the trapping volume2, and ions start to load as soon as the plat-

inum becomes hot. Changing the bias on the filament between ≈ 1-5 V had no observable

effect on loading rates, but did push any trapped ions away from the trap center. In addition,

the current that heats the platinum produces a small voltage difference across the filament,

also pushing ions away from the trap center and preventing crystallization. After removing

the current, the ions returned to near the trap center. Charging is observed from nearby

insulating surfaces from the isotropically emitted ion flux requiring increased compensation

voltages after multiple loading attempts.

2The filament was placed ≈ 8 mm from the trap center when outside of the trapping volume and ≈ 3 mm
from the trap center when inside the trapping volume.
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a)a) b)

c)

Figure D.9: (a) Rendering of ion gun and trap. (b) Constructed ion gun with platinum source. (c)

Barium spectra measured with an RGA for the cases when the ion gun voltages are on or set to

zero.

In addition to barium, trapped ions loaded from a platinum filament were observed

with masses ranging between ≈ 100-270 AMU. Figure D.10 shows the various masses ob-

served using the TOF. BaCl+ has an ionization energy lower than platinum’s work function,

likely accounting for the mass observed near 173 AMU. The masses near 100, 115, 207, and

265 AMU were not positively identified.

136



7 8 9 10 11 12 13
50

100

150

200

250

300

time (μs)

M
as
s
(a
m
u
)

Figure D.10: Plot of mass versus arrival time measured with the TOF for charged species loaded

from barium impregnated platinum filament. Blue circles represent barium isotopes. Masses near

176 amu and 207 amu are likely BaCl+ and BaCl+2 . Other masses could not be identified.

D.4 Summary

Successful loading of an ion trap was demonstrated via thermionic emission using a platinum

filament impregnated with naturally abundant barium. While use in trapped-ion quantum

information experiments would require reducing charging effects and a better understand-

ing of the loading mechanism, other atomic physics experiments may benefit from practical

advantages. Direct production of ions without the need for lasers reduce experimental com-

plexity and costs.

In addition, laser ablation may offer an alternative to resistively heating a filament for

ion production. Preliminary results have shown successful 413 nm two photon photoion-

ization of barium atoms generated by laser ablating our naturally abundant BaCl2 target.

However, photoionization was not observed with similar ablation and trapping parameters

when ablating the radioactive filament, possibly indicating the majority of liberated atoms
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were charged.

Future concepts include a filament impregnated with many atomic species of interest,

focused with an ion gun, and filtered before the trapping region. Whatever the implemen-

tation, we expect this work will find practical use in future experiments.
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