Superficial tissue optical property determination using spatially resolved measurements close to the source: Comparison with Frequency Domain Photon Migration measurements
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ABSTRACT

Local and superficial optical property characterization of biological tissues can be performed by measuring spatially-resolved diffuse reflectance at small source-detector separations. Monte Carlo simulations and experiments were performed to assess the performance of a spatially-resolved reflectance probe, employing multiple detector fibers (0.3 to 1.4 mm from the source). Under these conditions, the inverse problem, i.e. calculating the absorption and reduced scattering coefficients, is necessarily sensitive to the phase function. This effect must be taken into account by considering a new parameter of the phase function, which depends on the first and second moments of the phase function. Probe performance is compared to another technique for quantitatively measuring optical coefficients, based on the analysis of photon density waves (Frequency Domain Photon Migration). The two techniques are found to be in reasonable agreement. However, the spatially resolved probe shows optimum measurement sensitivity in the volume immediately beneath the probe, while FDPM typically samples much larger regions of tissues. Measurements on human brain in vivo are reported using both methods.
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1. INTRODUCTION

Light propagation in biological tissue is highly sensitive to the structure and biochemical composition of critical components such as cells and sub-cellular components, the surrounding matrix, blood vessels and flow. Consequently, optical tools can provide physicians with diagnostic information that is uniquely sensitive to physiology. We focus here on the in vivo measurement of absorption and elastic scattering properties. These properties can provide information both on tissue structure and chromophore content, features which can be used to distinguish between normal tissues, malignant lesions and other pathologies. For example hemoglobin and water content have been found to be significantly different in normal and cancerous tissues. Differentiation between normal and malignant bladder tissues was found to be possible from the elastic scattering and absorption properties.

The measurement of the tissue optical properties can also impact other biomedical applications. For example, the knowledge of these properties is necessary for optimizing techniques such as oximetry, near-infrared spectroscopy and photodynamic therapy. The scattering and absorption characteristics of many different kinds of tissues have been reported in the literature. However, they have been mostly measured in vitro. Because of unavoidable alterations of excised samples, such as blood drainage, structural alterations, temperature and hydration changes, these values are questionable and in vivo measurements are preferable.

Several methods have already been proposed to quantitatively determine the absorption and reduced scattering coefficients in vivo, using spatially-\textsuperscript{5-7} and/or temporally-resolved reflectance measurements\textsuperscript{1,2,8}. To our knowledge, the separate...
determination of the absorption and scattering parameters have been so far performed in vivo on biological tissues using large 
source-detector separations (typically from 2 to 15 mm). Therefore, the volume probed is on the order of 1 cm$^3$, and 
relatively large tissue parts are characterized by an average value which can be difficult to interpret. For optical biopsy 
purposes, it is important to probe a smaller part of tissue. For this reason, we developed a probe using only small source-
detector separations (<1.5 mm). The volume probed is significantly smaller (on the order of 1 mm$^3$). Moreover, such a thin 
probe can be put in endoscopes or can be used during minimally-invasive surgery.

Other groups have proposed small diameter probes for in vivo investigation. For example, Reynolds et al$^9$ and Ono et al$^{10}$ 
have shown that blood oxygenation can be monitored with small probes ($\sigma < 2$ mm). Mourant and coworkers$^{11,12}$ have also 
shown that the backscattered light, measured at a single shorter distance (approximately 0.3-0.4 mm), can provide 
spectroscopic signatures between normal and malignant tissues. They have also shown that the tissue absorption coefficient 
can be estimated with a measurement at a single distance of approximately 1.7 mm, assuming the scattering coefficient to be 
in a certain range. However, none of these approaches allows for the simultaneous determination of unknown absorption and 
reduced scattering coefficients.

In this work, we address a general case where both tissue scattering and absorption properties are simultaneously 
determined, using a small diameter probe ($\sigma=2$mm). The method is based the measurement of the spatially-resolved 
reflectance, at small source-detectors separations (0.3-1.4 mm). A theoretical model, based on Monte Carlo simulations was 
developed to determine the absorption and scattering parameters from the reflectance curve.

We believe that the estimation of both absorption and scattering coefficients is crucial to correlate the optical data with the 
tissue physiology. Indeed, the absorption spectra can provide the local concentration of components such as oxy- and deoxy-
hemoglobin and water. The scattering spectra may provide information about the size and density of cells and organelles. 
The access to such quantities should importantly increase the specificity of the diagnosis and facilitates the medical 
interpretation of optical measurements.

In this paper, we first describe the probe design and the theoretical model that we developed to determine the absorption and 
scattering parameters from the measurement. Second, we present clinical results performed on human brain in vivo during 
surgery. These clinical measurements were performed in parallel with a complementary method, frequency domain photon 
migration (FDPM)$^{12}$, which probes a larger tissue volume (source-detector separation larger than 10 mm). Optical properties 
from FDPM measurements are compared with values obtained using the spatially-resolved method described here, using 
small source-detector separations.

2. MATERIAL AND METHOD

2.1. Definitions

The spatially resolved reflectance is denoted $R(p)$ where $p$ is the source-detector separation. It is defined by the backscattered 
power received by a detector per unit area for a source of power unity. In our measurements, $p$ ranges between 0.3 and 
1.4 mm.

The optical properties of tissues are the average refractive index $n$ of the medium, the absorption coefficient $\mu_a$, the scattering 
coefficient $\mu_s$, and the phase function $p(\theta)$ where $\theta$ is the scattering angle. The phase function is the probability density 
function for $\theta$. We consider the refractive index of tissues$^{12}$ as a constant $n=1.4$.

The phase function can be parameterized by its Legendre moments, defined as follows:

$$g_n = 2\pi \int_0^{\pi} P_n(\theta)p(\theta)\sin(\theta)d\theta$$

(1)

where $P_n(\theta)$ is the Legendre function of order $n$. 
The zero-order moment $g_0$ is normalized to 1 for any phase function. The first-order moment $g_1$ represents the mean cosine of 
the scattering angle $\theta$. $g_1$ is also often called the anisotropy factor (or asymmetry factor), and it is usually simply noted $g$ in 
tissue optics. Thus, please note that $g_1=g$.

It is also useful to define the reduced scattering coefficient $\mu_s'=\mu_s(1-g_1)$ and the transport mean free path $mfp'= (\mu_s'+\mu_a)^{-1}$ 
Generally the reduced scattering coefficient $\mu_s'$ and the absorption coefficient $\mu_a$ are used to characterize optically thick tissue. 
Indeed, for a high albedo medium, the light fluence rate depends only on $\mu_s'$ and $\mu_a$ at distances of several transport mean 
free paths (typically $\rho>5$mm for tissues) from the source (diffusion approximation). Therefore the use of $\mu_s'$ and $\mu_a$ is a 
natural choice if measurements are performed at such distances. As we want to make measurements at closer distances, in the 
range of one transport mean free path, we expect that several moments of the phase function must be taken into account. 
This theoretical problem was fully studied with Monte Carlo simulations$^{11}$, and the main implications of this work are 
reported in the results section.
2.2. Similarity relations

Wyman et al.\textsuperscript{14} derived interesting similarity relations which we found useful for the description of \(R(p)\), close to the source. These relations expressed how a set of optical parameters \(\mu_a, \mu_s, g_1, g_2, \ldots\) can be transformed into a second set \(\mu_a^*, \mu_s^*, g_1^*, g_2^*, \ldots\), without causing variation of the reflectance \(R(p)\), at least for a restricted range of distances. Therefore, the similarity relations allow for the reduction of relevant parameters necessary to describe \(R(p)\).

As will be shown in the results section, we found that the so-called second order similarity relation\textsuperscript{14} can be applied for \(R(p)\) close to the source:

\[
\frac{\mu_a}{(1-g_1)} = \frac{\mu_a^*}{(1-g_1^*)} \Rightarrow \mu_a^* = \mu_a^* \\
\frac{\mu_s}{(1-g_2)} = \frac{\mu_s^*}{(1-g_2^*)} \Rightarrow \mu_s^* = \mu_s^* \\
\mu_s^* (1-g_2) = \mu_s^* (1-g_2^*)
\] (2-4)

The second order similarity relations (Eqs 2,3,4) are valid when the radiance is 2nd order anisotropic (or “quadratically anisotropic”), i.e. it can be expanded in Legendre functions of the first and second order (see Ref.\textsuperscript{14}). Thus this is a less restrictive approximation than the diffusion approximation (linear anisotropically radiance). To clarify the interpretation of the third relation (Eq.4), we introduce a new phase function parameter \(\gamma\) defined as follows:

\[
\gamma = \frac{(1-g_2)}{(1-g_1)}
\]

(5)

Therefore, Eq.3 and Eq.4 can be rewrite as follows:

\[
\frac{\mu_s}{(1-g_1)} = \frac{\mu_s^*}{(1-g_1^*)} \Rightarrow \frac{\mu_s^*}{(1-g_2)} = \frac{\mu_s}{(1-g_1)}
\]

(6)

\[
\frac{(1-g_2)}{(1-g_1)} = \frac{(1-g_2^*)}{(1-g_1^*)} \Rightarrow \gamma^* = \gamma
\]

(7)

We see that these second order similarity relation imply that only one additional phase function parameter \(\gamma\) must be considered, compared to the case of the diffusion approximation. It is crucial to note that this parameter is not \(g_1\) (=\(g\)), but a parameter which takes into account the first and second moments of the phase function.

2.3. Monte Carlo Simulations

A model of photon migration in tissues is necessary to define the relationship between the measured reflectance and the optical properties. Analytical solutions from the diffusion equation are not appropriate in our case because we are interested in the reflectance close to the source, at a distance comparable to the transport mean free path \([mfp]\).\textsuperscript{5,13} We performed Monte Carlo simulations to predict the measured reflectance of an homogeneous semi-infinite turbid media. The code we used was extensively tested\textsuperscript{13,15,16}. Any phase function can be implemented in discretized form.

Our simulations take into account the exact diameter of the illuminating and collecting fibers, as well as their numerical apertures (NA\textsuperscript{0.28} in tissue). The mismatch of index of refraction at the surface of the medium is also taken into account in our simulation, by using the Fresnel law for each photon reaching the surface.

2.4. Experimental setup

2.4.1. Spatially-resolved probe measurement

The probe used for the measurement of the spatially resolved reflectance is described in Fig.1. It is a linear array of optical fibers (core diameter of 200 \(\mu m\), NA. = 0.37 in air). Two source fibers can be used to illuminate the tissue. They are positioned symmetrically with respect to the collecting fibers. If the sample is homogeneous, the reflectance curve is identical with either illuminating fiber. Therefore, comparing the two curves tests the heterogeneity of the investigated tissue region or detects obstructions, beneath the illuminating fibers. If the two curves are close (typically differences less than 10%), the measurement is validated and the average of the two curves is calculated.

The illuminating fibers are slid in small stainless steel tubes in order to avoid direct light coupling with the collecting fibers. The coupling between each collecting fiber has been experimentally measured and found to be less than 2%. The fiber array is set in a stainless steel tube of 2.5 mm diameter and 20 cm long. The tube is filled with an adhesive. The probe is rigid, which allows for easier handling by the physician, during surgery for example. The whole probe can be sterilized.

Fig.1 Optical probe
An optical switch (Dicon, model GP700) is used to select the illuminating fiber from different sources. Four laser diodes emitting at 674 nm, 811 nm, 849 nm and 956 nm were used (SDL, Inc. models 7421, 5420, 5421 and 6321, respectively). The six fibers used to collect the backscattered light are imaged on a linear Charge-Coupled-Device (CCD) (Hamamatsu S3921). The signal is digitized by a 12 bit A/D card. A simple measurement, which takes approximately 0.1 s, is then needed to measure simultaneously the intensity collected by the six fibers. The entire system is controlled by a personal computer.

Transmission differences between each fiber are corrected using a measurement on a turbid phantom illuminated uniformly. Immediately after each reflectance measurement, a measurement of the background light is automatically performed and then subtracted from the reflectance signal. To minimize the background light, a long pass filter (λ > 650 nm) is put between the end of the bundle and the CCD. Even during open surgery where the ambient light is substantial, the measured background was less than 5% of the signal.

In order to perform absolute intensity measurements, calibration is performed on a solid turbid siloxane phantom of known optical properties (determined independently by frequency domain photon migration\(^2\)).

### 2.4.2. Frequency Domain Photon Migration measurement (FDPM).

The optical coefficients \(μ_0\) and \(μ_0'\) can be determined from frequency domain reflectance measurements (referred to as FDPM for Frequency Domain Photon Migration). The instrument, developed at the Beckman Laser Institute and Medical Clinic, has been previously extensively described.\(^{12}\) It is based on the use of intensity-modulated laser diodes as sources and an avalanche photodiode as the detector. A network analyzer (Hewlett Packard model 8753C) measures the amplitude (A) and the phase shift of the backscattered light (F). For all the measurements reported, we recorded 201 frequency points per sweep. Typically, acquisition time is 45 seconds when 5 frequency sweeps from 20 MHz to 1 GHz are taken at each of 4 wavelengths.

FDPM measurements are recordings of phase shift (F) and AC amplitude (A) at each modulation frequency. The values measured actually account for both the contribution of the turbid medium under investigation and the optical/electronic characteristics of the system, or what we simply refer to as the instrument response. To isolate the contribution of the sample, characterized by its phase shift \(F_{\text{medium}}\) and its AC amplitude \(A_{\text{medium}}\), to the measured phase shift \(F_{\text{meas}}\) and amplitude attenuation \(A_{\text{meas}}\), a calibration step must be performed. In summary, a measurement on a solid homogeneous phantom of known optical properties is performed at each wavelength before (or after) each measurement session. The instrument response is obtained by comparing measured \(F_{\text{meas}}\) and \(A_{\text{meas}}\) values with those expected for the calibration standard.

The phase shift \(F_{\text{medium}}\) and the AC amplitude \(A_{\text{medium}}\) is given by the solution of the diffusion equation. The solution for the semi-infinite space has been solved by Haskell et al.\(^{17}\) using the method of image. The optical coefficients \(μ_0\) and \(μ_0'\) are then obtained by a modified Levenberg-Marquardt algorithm\(^{18}\), fitting simultaneously the two quantities \(F_{\text{medium}}\) and \(A_{\text{medium}}\).

### 3. RESULTS

#### 3.1. Effect of the phase function

It is well known that the use of the diffusion approximation to predict optical transport is not valid proximal to a light source. In these locations, the diffuse reflectance depends not only on \(μ_0\) and \(μ_0'\), but also on some parameters of the phase function. In particular, we studied the effect of the different moment \(g_2\) of the phase function on \(R(p)\) with Monte Carlo simulations.\(^1\) We found that both the first and second moment, \(g_1\) and \(g_2\), must be taken into account for distances larger than 0.5 mfp, whereas the effect are higher moments are comparatively weak.

We insist here that the second moment \(g_2\) must be considered. Fig.2 shows different reflectance curves with constant \(g_1 = 0.9\) but varying \(g_2\) values: 0.75, 0.81, 0.9. It clearly demonstrates that the \(g_2\) value can induce, for constant \(g_1\), differences in the reflectance up to 30% at distances 0.5 < \(ρ_{\text{mfp}}\) < 2.

However, the effect of \(g_1\) and \(g_2\) on \(R(p)\) is not independent. Indeed, the important parameter to consider is \(γ = (1-g_2)/(1-g_1)\), which takes into account \(g_1\) and \(g_2\) (see section 2.2). To demonstrate the validity of this similarity relation, we report in Fig.3 the reflectance computed with three different phase functions characterized by identical \(γ = 1.25\), but different \(g_1\) and \(g_2\) values \((g_1 = 0.2, 0.5, 0.9\) and \(g_2 = 0, 0.375, 0.875\) respectively). Fig. 3 shows that these similarity relations are satisfied within only 2% error margin for optical distances \(ρ_{\text{mfp}} > 0.5\), in the case \(n = 1.0\). For the case \(n = 1.4\), slightly higher differences are found \(<10\%\) for \(ρ_{\text{mfp}} > 0.5\). Note that these differences are much lower than the ones found in Fig.2 where \(g_2\) was varied, and \(g_1\) kept constant.
3.2. Inverse problem

Our goal is to solve the inverse problem, which consists in extracting optical coefficients from the reflectance data. The measurements of the reflectance intensity $R(p)$ and the slope of $\ln R(p)$ ($\ln R(p)$), determined at a single distance can be used to derive $t'$ and $\mu_a$ for a given $\gamma$ value, as already shown in Ref. 19. If the $\gamma$ is correct, the experimental reflectance $R(p)$ must fit with a simulation over a large range of distance $p$. Therefore, we defined the following iterative procedure:

1. determination of $\mu_s'$ and $\mu_a$ from $R(p=1 \text{ mm})$ and $[\partial \ln R(p=1 \text{ mm})]$ using different $\gamma$ values (for example $\gamma = 1.0, 1.5, 1.75, 1.9, 2.2$)
2. simulations of $R(p)$ using the different sets of $\mu_s'$ and $\mu_a$ obtained from step (1), corresponding to the different $\gamma$ values.
3. comparison between the simulations and the reflectance profile for distances $0.35 < p < 1.4 \text{ mm}$.

This last step allows us to determine the value of $\gamma$ which gives the best fit, and thus select the correct $\mu_s'$ and $\mu_a$ values. This Steps 1 to 3 can be done iteratively to evaluate $\gamma$ more precisely. The precision that can be obtained depends on the optical coefficients themselves, and on the experimental uncertainties.

Two important technical points should be noted here. For $\mu_s'$ near to 1 $\text{mm}^{-1}$, the determination of $\mu_s'$ is only weakly influenced by $\gamma$. The differences induced by $\gamma = 1.5$ or $\gamma = 1.9$ on $\mu_s'$ are typically 10%. In contrast, absolute determination of $\mu_a$ is critically sensitive to $\gamma$. However, if $\gamma$ remains constant, relative variations of $\mu_a$ can be still relatively precisely evaluated. A precision of $\pm 0.005 \text{ mm}^{-1}$ was achieved in measurements on Intralipid with various concentrations of dye$^3$.

Fig. 4 shows an experimental measurement on the human grey matter, plotted with simulation data. It illustrates that adapting the $\gamma$ value is necessary to fit well the reflectance curve. As already mentioned, an incorrect value of $\gamma$ will dramatically affect the absolute $\mu_a$ value, but only weakly the $\mu_s'$ value. The inverse procedure described here is
currently being optimized, and the accuracy and precision achievable on the determination of $\mu_a$, $\mu'_a$ and $\gamma$ remains under study.

3.3. In vivo measurements on brain tissues

Clinical measurements of normal and malignant neural tissues were recorded in vivo during brain surgery. One case (3 year old male) is reported here. Different types of tissues were investigated. Measurements were performed on normal cerebral cortex (temporal lobe) and an optic nerve astrocytoma (size=1.3 cm). Tumor dimensions were estimated from conventional imaging techniques (i.e. Computed Tomography and/or Magnetic Resonance Imaging). Several measurements (typically 6) were performed successively at each location. The intensity fluctuations (typically on the order of 10%) for these measurements were mainly due to tissue heterogeneity and slight probe movements. The average reflectance was calculated for each location, as well as the standard deviation. Note that the uncertainty due to the apparatus, estimated from measurements on a phantom, are much lower (< 5%). Before each set of measurements, the blood from the surgical site was carefully irrigated away with saline, and the probe cleaned with a saline damped sponge. As discussed elsewhere, the depth probed is less than about 3 mm. For each tissue type investigated, the influence of surrounding tissues on the measurement is weak. In particular, only gray matter is investigated during the cerebral cortical surface measurements, due to its laminar organization.

The results are reported in Fig 5 and 6. We discussed first the probe measurements. The overall absorption is much higher in the tumor than the cortex presumably due to a greater hemoglobin concentration. Tumors generally induce the formation of vessels and thus should have a higher blood volume fraction. The $\mu'_a$ of the tumor is similar to the cortex at $\lambda = 956$ nm. However the variation of $\mu'_a$ between $\lambda = 674$ nm and $\lambda = 956$ nm is larger for the tumor than for the cortex: $\mu'_a(\lambda=956$ nm $) - \mu'_a(\lambda=674$ nm $) = 0.57$ mm$^{-1}$ for tumor, $\mu'_a(\lambda=956$ nm $) - \mu'_a(\lambda=674$ nm $) = 0.10$ mm$^{-1}$ for the cortex. Such spectroscopic variations may be attributable to structural differences between tissue types. Indeed such differences may depend on the average size or size distribution of scattering structures within or between cells. The absorption coefficients at $\lambda = 811$ and 849 nm are lower than those obtained at $\lambda = 674$ nm or $\lambda = 956$ nm. This result is consistent with the fact that the main near-infrared tissue chromophores, hemoglobin and water, have absorption maxima at approximately at $\lambda < 700$ nm and $\lambda = 970$ nm, respectively.

The optical coefficients we obtained can be compared to the measurements performed simultaneously with the FDPM technique. One should keep in mind that the depth investigated by FDPM technique is larger compared to the spatially-resolved technique described here. Therefore, differences of optical property values are expected between these two techniques. Interestingly, the decrease of $\mu'_a$ from $\lambda = 674$ to 956 nm, is more pronounced in the FDPM data for the cortex, but is very similar for the astrocytoma. Generally the $\mu'_a$ values are on the same order between the two methods. The $\mu_a$ values are also very close for the cortex measurements. In contrast, for the tumor values (astrocytoma), important differences are found for $\mu_a$ between the spatially resolved and FDPM probes. Particularly, the $\mu_a$ values obtained by the spatially-resolved probe are significantly larger. This can be explained by the sensitivity of the spatially-resolved probe to the high local hemoglobin content which can be resolved only by the small source-detector separations. In contrast, the large source detector separation employed by the FDPM probe interrogates much greater larger tissue volumes and hence measures average optical properties from multiple structures (e.g. normal and malignant). This also explains why the spatially-resolved probe seems able to distinguish the two tissues (cortex and astrocytoma), whereas much smaller differences are found in the FDPM data.

![Fig.5 In vivo measurements in human cortex.](image1.png)

![Fig.6. In vivo measurements on an astrocytoma of the optic nerve.](image2.png)
4. CONCLUSION

The purpose of this work was to assess the performance of spatially-resolved diffuse reflectance using short source-detector separations (< 1.4 mm). Monte Carlo simulations were used to establish the correspondence between the measured reflectance and the optical properties.

Optical properties determined by this technique are the absorption coefficient $\mu_a$, the reduced scattering coefficient $\mu_s'$, and a parameter of the phase function $\gamma=(1-g_2)/(1-g_1)$, where $g_1(=g)$ and $g_2$ are the first and second moment of the phase function. Good correlation has been found between spatially-resolved reflectance and simultaneous measurements performed by frequency domain photon migration (FDPM). These two techniques offer interesting complementary features. The spatially resolved probe can potentially provide better differentiation between different types of tissue, due to its sensitivity to local structure. This is due to the fact that substantially smaller volume of tissue is probed. On the other hand, due to physical limitations imposed by large NIR mean absorption lengths in tissue, the precision for $\mu_a$ estimate is likely to be worse. Consequently, the short distance, spatially-resolved technique appears to be well suited for clinical settings, that require rapid localized tissue identification, such as endoscopic or needle-based "optical biopsy" and intraoperative tissue mapping for surgical guidance.
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