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Abstract

Functional Characterization of the HIV Genome

by Genetic Footprinting

In this report, I present a detailed analysis of the functional characteristics of the

1000 nucleotides at the 5' end of the HIV RNA genome. The effects of one

hundred and thirty-four independent insertions mutations were examined in a

quantitative manner at three points in the viral replication cycle. I studied the

abilities of mutants 1) to make stable viral RNA, 2) to assemble and release viral

RNA-containing viral particles, 3) to enter host cells, complete reverse

transcription, enter the nuclei of host cells, and generate proviruses in the host

genome by integration. In order to carry out a thorough investigation on a large

number of mutations, a modification of the genetic footprinting technique was

employed. Using this method, all of the mutants were constructed and analyzed

en masse, greatly decreasing the labor typically involved in mutagenesis studies.

The presence of several functional features previously assigned to the region of

the HIV genome under investigation was confirmed, and evidence for a number

of novel features was found. Among these new features were cis-acting

sequences that appeared to contribute to formation of stable viral transcripts,

viral RNA packaging, or an early step in viral replication. These sequences were

distinct from previously identified sequences that have been shown to be

important for these steps in the viral life cycle. An unanticipated trans-acting role

for sequences near the N-terminus of matrix in the formation of stable viral RNA

transcripts was also seen. Finally, in contrast to previous reports, the results of

vi.



this study suggested that mutations detrimental to viral replication in sequences

encoding the matrix and capsid proteins principally interfered with assembly.
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Chapter 1

General Overview of Retrovirology

The first reports describing the disease that is now called AIDS (acquired

immunodeficiency syndrome) were made in 1981 (Gottlieb et al. 1981; Masur et

al. 1981; Siegal et al. 1981). The afflicted patients displayed an unusual series of

symptoms and findings. They were all young, previously healthy men, a

disproportionate number of whom were homosexual and/or substance abusers.

They suffered from fulminant herpes simplex, candida, and cytomegalovirus

infections and pneumocystis carinnii pneumonia. At the time, these types of

infections were very rare and found only in severely immunocompromised

persons, such as premature infants and transplant patients undergoing

immunosuppressive therapy. In the subsequent months and years, many more

patients with the same constellation of findings were described. The pathogenic

agent responsible for this epidemic was isolated in 1984 (Popovic et al. 1984)

and in very short order the genome of this pathogen, the human

immunodeficiency virus (HIV), was cloned and sequenced (Shaw et al. 1984). In

the intervening years, HIV has been the focus of much attention and progress in

understanding HIV has been rapid on many fronts.

HIV is a retrovirus, a class of viruses previously called RNA tumor viruses.

This older and somewhat inaccurate nomenclature refers to two characteristics of

retroviruses: the genomes of these diploid viruses consist of two molecules of

linear single-stranded RNA; and many (though not all) retroviruses are

associated with neoplasms. The current appellation “retrovirus" is the result of



the discovery of reverse transcriptase in 1970 (Baltimore 1970, Temin and

Mizutani 1970). All retroviruses encode a reverse transcriptase, or RNA-directed

DNA polymerase, that converts the single-stranded RNA viral genome found in

virions into a double-stranded DNA form. Another virally-encoded enzyme,

integrase, then integrates this linear DNA into the genome of a host cell, where it

is called a provirus.

The rapid progress in understanding the biology of HIV was largely due to

the work done on other retroviruses in the seventy or so years before AIDS was

described. During the first decade of the twentieth century, two studies on

tumors in chickens led to the discovery of the avian sarcoma/leukosis viruses

(ASLV) (Ellerman and Bang 1908, Rous 1911). From the time of these initial

reports until the 1960's, many more retroviruses were discovered and described

in terms of their host range and the natural histories of the diseases they caused.

Due to advances in biochemical, structural, cell culture, and molecular

techniques, the emphasis in retrovirology in recent decades has been on cellular

pathogenesis and a molecular description of retroviruses and retroviral

replication. By the time HIV was isolated and shown to be the pathogenic agent

in AIDS, the major protein components of retroviruses, their basic replication

cycle, the general structure of the retroviral genome, and the nucleotide

sequences of certain specific retroviruses had been described. Since the

discovery of HIV, the field of retrovirology has expanded and progress has

accelerated even more.



Mutants have been very useful tools in the study of retroviruses. With the

advent of molecular biology, directed mutations have been made and screens of

random mutations have been done to determine the functions of various parts of

the retroviral genome. For HIV, the combination of knowing the nucleotide

sequence of the genome and having structural information on most of the

proteins makes it very interesting to have a detailed description of the

phenotypes of mutants throughout the genome. Ideally, one would be able to

study the effects of different types of mutations (point mutations, deletions,

insertions, replacements) at every position in the genome on different points in

the replication cycle (transcription, translation, packaging, budding, host-cell

attachment, entry, uncoating, reverse transcription, nuclear entry, integration).

Making individual mutants and studying their phenotypes one by one is now

possible, but not experimentally feasible. Therefore, we have developed a

method to study large numbers of mutants in parallel. This technique is

restricted to two classes of mutations (insertions and replacements), but allows

the collection of quantitative information on the effects of many mutations on

several steps of the viral replication cycle in a highly parallel manner.



Overview of Mutagenesis

Mutagenesis is a versatile and powerful tool in studying the function of

nucleic acids. Mutagenesis can be performed either in vivo or in vitro, on a small

piece of cloned DNA or on the intact genome of an organism, randomly or in a

directed fashion. There are three types of mutagens in common use: chemicals

(e.g. alkylating agents), radiation (e.g. X-rays or UV radiation), and enzymes (e.g.

Taq polymerase in PCR mutagenesis or transposases in transposon-mediated

mutagenesis). Standard methods of random mutagenesis involve subjecting the

nucleic acid of interest to mutagenesis and either selecting/screening the

resulting mutant population for a particular phenotype (e.g. resistance to an

antibiotic) or isolating mutant clones and testing the characteristics of individual

mutants one at a time (e.g. rate of replication). Directed mutagenesis involves

constructing and testing mutants one at a time. These two basic strategies are

useful in certain circumstances: the isolation of mutants where one has a good

positive selection and the examination of a limited number of individual mutants.

However, these techniques quickly become tedious if the goal is to quantitatively

determine the behavior of large numbers of mutants. Recently, several methods

aimed at assessing large numbers of mutants in parallel have been reported,

including signature-tagged transposon mutagenesis (Hensel et al. 1995),

genome-scale genetic footprinting (Smith et al. 1996), and high-resolution

genetic footprinting (Singh et al. 1997).

The objective of this study was to obtain a detailed functional map of a

portion of the HIV genome by examining between 100 and 200 insertional



mutations distributed over a 1000 nucleotide region, which encompassed the 5'-

LTR (Long Terminal Repeat), the p17 (matrix, MA) gene, and p24 (capsid, CA)

gene of HIV. Each mutant was to be mapped at single-nucleotide resolution and

quantitatively assessed for its affect on viral replication. Given these criteria, the

high-resolution genetic footprinting technique was the method of choice.



High-resolution Genetic Footprinting

High resolution genetic footprinting was developed as a method to make

and gather quantitative information on large numbers of mutants en masse. The

basic concept consists of constructing a library of insertion or replacement

mutants, where the different mutants contain the same insertion or replacement

sequence, differing only in the position of the mutation. The idea for using an

integrase or transposase enzyme to make the mutations and analyzing the

population of mutants by PCR originated from a paper by Pryciak and Varmus

(Pryciak and Varmus 1992). These authors were actually studying the effect of

DNA conformation on target site preferences of retroviral integrases. However,

their work showed that large numbers of integration events could be tracked in

parallel and mapped to single-nucleotide resolution.

Moloney Murine Leukemia Virus integrase can be used to integrate short

double-stranded oligonucleotides in a concerted fashion into a circular double

stranded DNA target in vitro. In this concerted reaction, the terminal two

nucleotides of the upper strands of two double-stranded oligonucleotides are

clipped off, leaving two-nucleotide 5' overhangs. The newly exposed terminal 3'

hydroxyl groups of these oligonucleotides are then used to attack 5’ phosphates

in the target DNA staggered by 4 base-pairs, producing a linear target DNA with

an oligonucleotide covalently joined to each end. There are 4-nucleotide gaps in

the target DNA and an extra 2-nucleotide 5’ extension on the oligonucleotides at

each end. Both of these features can be eliminated by doing a run-off reaction

using a DNA polymerase such as Taq polymerase. MLV integrase is relatively



insensitive to the sequence of the target DNA, resulting in integration events at

many different sites.

In 1997, Singh, Crowley, and Brown demonstrated the utility of MLV

integrase as a tool for genetic footprinting in high-resolution functional mapping

of the Supf gene, which encodes an amber suppressor tRNA. The

oligonucleotide used for integration contained three types of sequences: a viral

end sequence that allowed MLV integrase to recognize the oligonucleotide as a

substrate; a Bsg I restriction enzyme site; and a Not I restriction enzyme site.

Insertion mutants were made by digesting the products of the concerted

integration reaction with Not I, creating complementary cohesive ends, and

recircularizing the target DNA by ligation. The resulting insertions included a 4

base-pair duplication in the target DNA and a central Not I site. Replacement

mutants were generated by digesting with Bsg I, a type IIs restriction enzyme that

cuts 16/14 nucleotides away from its recognition sequence, allowing cleavage

within the target DNA sequence. The 12 base-pairs deleted from the target DNA

sequence in this way were replaced by ligating in a 12-base-pair oligonucleotide

containing an Nde I site. Both the insertion and replacement libraries were

subjected to a selection that required the function of the Supf gene. The

libraries before and after selection were analyzed and compared using PCR

based assays. To analyze the insertion library samples, PCR was performed

using one oligonucleotide primer complementary to the sequence of the insert

oligonucleotide and a second, *P-labelled, primer complementary to a fixed

position in the target DNA. Each mutant in the library gave a product of unique



size that depended on the position of the insertion. Since the library consisted of

mutants at many different positions, subjecting the products of the PCR reactions

to electrophoresis through a denaturing polyacrylamide gel resulted in a ladder of

bands. Bands that represented clones defective in Supf function were present

in the pre-selection library and absent in the post-selection library, giving a

functional footprint of the Supf gene. The oligonucleotide used for the

replacement library was too short for efficient priming for PCR. Therefore, an

alternative PCR strategy (which I will refer to as the “flanking PCR/restriction

digestion" method) was designed to analyze the replacement library samples.

Two fixed-position primers to target DNA sequences were used, one of which

was labelled with *P. The PCR products were digested with Nde I, which

cleaved within the replacement sequence, yielding a unique-sized radioactively

labeled product for each mutant, the size of which again depended on the

position of the replacement.



Overview of the Genetic Footprinting Aspect of the Current

system

Several modifications to the method reported by Singh, Crowley, and

Brown (1997) were required to adapt it for the study of the HIV genome. Most

significantly, the enzyme used for mutagenesis was changed from MLV integrase

to MuA transposase. The basic strategy for introducing insertions into a target

sequence remained the same, including a concerted integration reaction followed

by gap-repair, restriction endonuclease digestion, and ligation reactions (figure

1). MLV integrase performs the concerted reaction inefficiently, requiring

amplification of the integration products by PCR. Since the mixture of integration

products is composed of circularly permuted linear pieces of DNA, troublesome

PCR side-reactions tend to occur, with template DNAs priming off of one another.

These reactions occur less frequently when smaller template DNAs are used,

limiting the target DNA size to approximately 1000 base-pairs. This size

limitation was unduly restrictive for the experiments on HIV, which involved

mutagenizing stretches of the genome of up to 1.5 kilobases cloned into a 2.5

kilobase vector. MuA transposase is a much more efficient and robust enzyme,

allowing the intermediate PCR amplification step to be eliminated. The most

serious drawback to MuA transposase is that it is more finicky about the

sequence of the target DNA. This property leads to an uneven representation of

mutants, such that fewer mutants can be conveniently analyzed. An incidental

difference between MLV integrase and MuA transposase is that MuA

transposase produces a 5 base-pair rather than a 4 base-pair duplication. A



second modification was the optimization of the analysis procedure. The

insertions made in HIV contained only 10 unique base-pairs, too short for

efficient priming. However, the insertions contained a Not I site, permitting the

use of the flanking PCR/restriction enzyme digestion analysis method. The

samples in the HIV experiment were more complex that those in the Supf

studies, leading to higher background from incomplete PCR extension products.

The level of these background products was greatly reduced by performing the

PCR using one *P-labelled target DNA primer and one biotinylated target DNA

primer, treating the products of the PCR reactions with a single-stranded binding

resin, adsorbing the PCR products to streptavidin-agarose beads, and digesting

the products off of the beads with Not l (figure 2). Using this technique, bands

visible on the denaturing polyacrylamide gel result from PCR products containing

both a radioactive and a biotinylated primer, eliminating incomplete extension

products.

The proviral HIV clone used in the work described here is approximately

9000 base-pairs long, and is carried in an approximately 2500 base-pair vector,

making a total of 11500 base-pairs in the plasmid. During the mutagenesis

procedure, it is necessary to separate the products of concerted integration by

MuA transposase (linear) from the unintegrated target molecules (supercoiled

circular) and products of single integration events (branched circular) by agarose

gel electrophoresis. It is difficult to cleanly separate these species if the target

molecule is more than 5000 base-pairs in length. Moreover, during the analysis

step, only 200 to 300 base-pairs are examined at any given time. If 11500 base

10



pairs are mutagenized, the fraction of PCR products containing insertions in a

average 300 base-pair segment would be 300/11500, or 2.6%. This value would

result in an unacceptably low signal-to-noise ratio on the footprinting gel.

Therefore, segments of the HIV genome ranging from 500 to 1600 base-pairs

were subcloned for mutagenesis (corresponding to a plasmid size of 3000 to

4100 base-pairs). In order to ensure a good representation of mutant clones in

the libraries, we wanted to achieve an average of at least 100 “hits" per base

pair. For a 4100 base-pair construct, therefore, we would aim for a library with at

least 410,000 elements, a number which we found to be experimentally feasible

to attain.

The mutagenized proviral segments were recloned into a plasmid

containing the complete sequence of the provirus. Since a fraction of the “hits"

were in vector sequences (the fraction being approximately proportional to the

percentage of the entire plasmid composed of vector sequences), approximately

60% to 80% of the clones in the resulting libraries contained no insertions. This

situation was to our advantage, since the wild-type clones did not interfere with

testing mutations in cis-acting elements, and were actually desired to provide

helper functions during the first round of infection for testing mutations in coding

sequences. Fewer undesired side-products were obtained during cloning if the

mutagenesis was done on proviral fragments carried in an ampicillin-selectable

vector and the intact provirus was carried in a kanamycin-selectable vector. The

principle potential troublemakers resulted from ligations between two insert

containing vector fragments (i.e. vector fragments that had been "hit" during

11



mutagenesis), which could then homologously recombine using the insert

sequences, generating very small plasmids which replicate very quickly and take

over the culture.

A library of 15-nucleotide insertion mutants was made using MuA

transposase in a replication-defective HIV background carrying the puromycin

resistance gene in place of the env gene. The insertions contained a Not I

restriction enzyme site, which was used in the analysis phase of the experiments.

This library of replication-defective mutagenized proviruses was introduced into

producer cells (details on the design of specific experiments are given in Chapter

4). Pseudotyping with VSV-G, a single round of viral production and infection

was carried out. Nucleic acid samples were collected at various steps (figure 3),

and footprinting these samples allowed us to examine the effect of different

mutations on several steps in the replication cycle in parallel (figure 4). For

example, samples of producer cell RNA ("cellular RNA") contained lower

proportions of transcripts from proviruses containing mutations that interfere with

transcription, mRNA stability, or polyadenylation than samples of producer cell

genomic DNA. Similarly, RNAs with mutations that preclude efficient translation,

dimerization and packaging of viral RNA, assembly of viral particles, or viral

budding were underrepresented in pools of RNA in extracellular virions ("virion

RNA") compared with pools of viral RNA in producer cells ("cellular RNA"). After

infection of a fresh population of host cells with these virions, mutants defective

in such processes as packaging of the tRNA primer, entry, uncoating, reverse

transcription, nuclear entry, or integration were less well represented in pools of

12



integrated viral DNA ("infected cell genomic DNA") than in pools of virion RNA.

This scheme permitted the assignment of defects in viral replication caused by

individual mutants to phases in the viral life cycle without the necessity of testing

each mutant alone.

One could isolate interesting mutant clones in one of two ways. First, if

one identified specific clones by footprinting, one could PCR those clones out of

the mutant library using primers that would prime only from clones with an insert

at the desired location (see figure 5). Second, if one were interested in isolating

clones that were enriched by a selection scheme, one could PCR a region out of

a sample of post-selection nucleic acid and clone the PCR products en masse.

To eliminate wild-type clones, one could digest the population of plasmids with

Not I and purify the linearized plasmids (those that have a Not l-containing

insert).

In the experiments described here, mutants were selected for their ability

to perform various steps in the viral replication cycle. Selection strategies other

than the one described here can be easily used. For example, to study viral

resistance to therapeutic agents one could subject a libary of mutants in protease

to a protease inhibitor and use footprinting to identify regions where insertions

lead to resistant mutants.

13



Chapter 2

Introduction to High-resolution Genetic Footprinting of HIV

The retroviral life cycle is fairly well understood mechanistically and

genetically. Mechanistically, the molecular events involved in virion production

and infection are known in outline. Various processes, particularly transcription,

assembly, reverse transcription, and integration, have been investigated and

described in some detail (reviewed recently in Coffin et al. 1997). The genomes

of several retroviruses have been subjected to extensive mutagenesis, both

natural and experimental. As a result, functional regions of the viral genome,

such as the long terminal repeats (LTRs) and sequences encoding the viral

proteins, have been mapped. However, the mutations that have been made thus

far are unevenly distributed across the genome and diverse (e.g. point mutations,

insertions, and deletions of different sizes and sequences). Moreover, the effects

of many of these mutations have not been studied in a uniform or comprehensive

IT)anner.

In the experiments described in this report, the goal was to create a high

resolution map of a one kilobase segment near the 5' end of the HIV RNA

genome defining features essential for major steps in the viral replication cycle.

This region of the HIV genome contains several previously identified functional

elements (see figure 6), including several cis-acting elements and sequences

encoding the matrix and capsid proteins. By studying a large number of mutants

of uniform construction in a thorough and quantitative manner, we strove to gain

14



detailed insight into known elements in the viral genome and to define novel

features.

Many of the cis-acting sequences overlap with each other of with coding

sequences. The multifunctional nature of certain sequences in the HIV genome

can create difficulties in assigning unambiguous functions to these sequences.

The TAR stem-loop structure is important in transcription of the viral genome

(Berkhout et al. 1989; Selby et al. 1989; Roy et al. 1990a; Roy et al. 1990b, Feng

and Holland 1988; Dingwall et al. 1989; Cordingly et al. 1990; Gait and Karn

1993) and overlaps with the sequences in R that are used during the first strand

transfer event in reverse transcription (Coffin and Haseltine 1977; Haseltine et al.

1977; Schwartz et al. 1977; Stoll et al. 1977; Coffin et al. 1978). R also contains

a polyadenylation signal. At the 3' end of U5 resides the sequence encoding the

3' att site, a short (~15 base-pair) sequence required by integrase for efficient

integration of the viral genome into host cell genomic DNA (Bushman and Craigie

1991; LaFemina et al. 1991; Leavitt et al; 1992, Sherman et al. 1992; van den

Ent et al. 1994; Vicenzi et al. 1994). Adjacent to the att site is the primer binding

site, an eighteen nucleotide sequence complementary to the eighteen terminal

nucleotides of tr{NA-Lys, which is used to prime the negative strand during

reverse transcription. This sequence also plays a role in the second strand

transfer step of reverse transcription (Rhim et al. 1991). The region of the

genome from the end of the LTR into the beginning of the matrix coding

sequence contains an AP-1/AP-3 site, a DBF-1 site, and a SP-1 site (Verdin et

al. 1990;Van Lint et al. 1991), a splice donor sequence used to produce the

15



mRNA for the envelope protein, and sequences that contribute to dimerization

and packaging of the viral single-stranded RNA genome (Lever et al. 1989;

Luban and Goff 1994; McBride and Panganiban 1996; Laughrea et al. 1997a;

Laughrea et al. 1997b; Clever and Parslow 1997).

The matrix and capsid proteins of retroviruses are translated as part of the

gag polyprotein and subsequently cleaved from the polyprotein by a retrovirally

encoded protease. Matrix contains a N-terminal myristoyl group and a nearby

basic region, both of which assist in targeting the unprocessed gag polyprotein to

the host cell plasma membrane during assembly (Gottlinger et al. 1989; Bryant

and Ratner 1990; Zhou et al. 1994). Matrix also interacts with the cytoplasmic

tail of the viral envelope protein (Yu et al. 1992b; Facke et al. 1993). In some,

but not all, experiments, HIV matrix has been demonstrated to assist in nuclear

entry of the HIV pre-integration complex (Bukrinsky et al. 1993; Gallay et al.

1995a; Gallay et al. 1995b; von Schwedler et al. 1994; Fouchier et al. 1997;

Freed et al. 1995). There are indications that the C terminus of matrix may play

a role in uncoating (Yu et al. 1992a), and it has been suggested that matrix can

bind to RNA (Bukrinskaya et al. 1992). HIV capsid is thought to be the major

structural protein making up the viral core. Mutations in capsid have been shown

to be defective in viral assembly or in an early step in viral replication, between

entry and reverse transcription (Mammano et al. 1994; Wang and Barklis 1993;

Reicin et al. 1995; Reicin et al. 1996; Dorfman et al. 1994a). Capsid interacts

with a host protein, cyclophilin A, which is specifically incorporated into viral

16



particles and seems to play a role in uncoating (Luban et al. 1993; Braaten et al.

1996; Franke et al. 1994; Thali et al. 1994).

High-resolution genetic footprinting has been used to map functionally

important domains in the Supf gene (Singh et al. 1997). We have employed a

modification of this method to define functional domains in a portion of the HIV

genome. A library of insertion mutants was made in a region of the HIV genome

using MuA transposase and selected en masse for the ability to undergo various

phases of the viral life cycle. Each mutant contained a single insertion, which

included a restriction endonuclease recognition sequence at a "random" position

(in fact the MuA transposase demonstrates preferences for certain target

sequences). An assay involving a PCR reaction and a restriction endonuclease

digestion was then performed on nucleic acid samples of the library taken before

and after each phase to asses the recovery of each mutant through that phase.

This assay generated a product of unique length for each mutation; the length

depended on the position of the insertion in the HIV sequence. Therefore, the

nucleic acid samples analyzed, which were mixtures of mutants, produced

mixtures of products of different lengths, which were resolved as bands on

denaturing polyacrylamide gels. Mutants defective for a given phase of the viral

life cycle were eliminated at that step, leading to a depletion of the corresponding

bands. This scheme permitted the assignment of defects in viral replication

caused by individual mutants to phases in the viral life cycle without the necessity

of testing each mutant alone.

17



Chapter 3

Materials and Methods

Plasmids

The HIV replication-defective proviral clone mutagenized in this report (HIV puro)

was derived from pHIV-APAenvaVifAVpr (Sutton et al. 1998) and subcloned into

either Bluescript KS+ (Stratagene) or pBS -Kan (a Bluescript KS+-derived vector

where the ampicillin-resistance gene was replaced by the kanamycin-resistance

gene). pHIV-APAenvAVifAVpr was constructed from HIV-AP, an HIV proviral

clone containing the human placental alkaline phosphatase in place of nef (He

and Landau 1995), by making a large deletion to eliminate most of env, vif, and

vpr. To make HIV puro, the human placental alkaline phosphatase gene was

replaced by the puromycin resistance gene driven by the SV40 promoter

(Morgenstern and Land 1990). In addition, host DNA sequences flanking the

proviral sequences were eliminated. PCR mutagenesis was used to eliminate the

five Bsg I sites originally present in the plasmid (G -> C at position 1222, C → G

at position 2574, A → C at position 4856, A → T at position 5755, and A → C at

position 5884. These changes did not detectably affect viral replication.

Fragments of HIV puro were subcloned into Bluescript KS+, mutagenized (see

below) in the context of these smaller plasmids, and subsequently cloned back

into HIV puro to generate libraries of mutant proviruses.
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Mutagenesis

The mutagenesis procedure was a modification of the method described by

Singh et al. 1997. MuA transposase was a generous gift from Kiyoshi Mizuuchi

and Harri Savilahti. The double-stranded oligonucleotide (Notí5) used for

mutagenesis was made by annealing Notí5A (5'-

TGCGGCCGCGCACGAAAAACGCGAAAGCGTTTCACGATAAATGCGAAAAC

3') and Notí5B (5'-

GTTTTCGCATTTATCGTGAAACGCTTTCGCGTTTTTCGTGCGCGGCCGCA-3)

in 50 mM NaCl. The integration reaction was performed by incubating 25 pmol of

Not15, 5 pig target plasmid, and 50 pmol MuA transposase (the volume of MuA

transposase used was determined by a series of titration experiments) with 25

mM Tris pH 8.0, 100 pg/ml BSA, 15% glycerol (w/v), 144 mM NaCl, 0.1% Triton

X-100 (v/v), 10 mM MgCl2, and 15% DMSO (v/v) in a 0.5 ml reaction volume at

30 °C for 1 hour (Savalahti et al. 1995). Reaction products were

phenol/chloroform extracted once, chloroform extracted once, precipitated in 0.3

M NaOAC pH 5.2 and 70% ethanol, washed with 70% ethanol, dried briefly under

vacuum, and resuspended in 10 mM Tris.HCl/1 mM EDTA pH 8.0. Plasmids

linearized by concerted integration events were separated from plasmids that

had undergone single-ended integrations events or no integration events by

agarose gel electrophoresis. The products of concerted integration events were

purified (Qiaquick gel extraction kit) and the 5-nucleotide gaps resulting from the

integration events were repaired by Taq DNA polymerase-mediated nick

translation (incubation in 1x Taq DNA polymerase buffer (Perkin Elmer), 2.5 mM
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MgCl2, 2.5 mM dATP, 2.5 mM dCTP, 2.5 mM dGTP, 2.5 mM dTTP, and 2 units

Taq DNA polymerase at 72°C for 10 minutes in a 100 pil reaction volume). The

products of these nick translation reactions were purified (Qiaquick PCR

purification kit), then digested with Not I (New England Biolabs).

Recircularization of the linear plasmids by ligation of the cohesive ends resulted

in 15 base-pair insertions.

Cell culture

293, 293T, and HOS cells were grown in Dulbecco's Modified Eagle's Medium

containing 4.5 g/l glucose and 10% Defined Fetal Calf Serum (Hyclone). 293T

cells were used for all transient transfection experiments. 293 cells were used

for all stable transfection experiments and infections by virions produced by

transient transfection. HOS cells were used for infections by virions produced

from infected or stably transfected cells. Cells were grown at 37 °C in 5% CO2 in

a water-jacketed incubator. Puromycin selection was performed using 2.5 ug/ml

puromycin (Sigma) for 293 cells and 5 pig/ml puromycin for HOS cells.

Transfections

Transient and stable transfections using the Lipofectamine Plus kit (Gibco/BRL)

were performed according to the recommended protocol. 30 pig total plasmid

DNA, 60 pil Plus reagent, and 40 pil Lipofectamine were used for each 15 cm

tissue culture dish. For stable transfections, puromycin selection was initiated 48
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hours post-transfection. For transient transfections, the media was changed 48

hours post-transfection and virus was harvested 72 hours post-transfection.

Infection

Viral stocks were diluted to the desired concentraton in media containing 4 pg/ml

polybrene (Sigma) and used to infect cells for 2 hours at 37°C. Puromycin

selection was initiated 48 hours or post-infection.

Nucleic acid preparation

Plasmid DNA: Plasmid DNA was purified using the Qiagen plasmid DNA kit and

subsequently banded in a cesium chloride gradient (Sambrook et al. 1989).

Genomic DNA: The Qiagen Blood and Cell Culture Genomic DNA kit was used

to prepare genomic DNA from tissue culture samples.

Total cellular RNA: Total cellular RNA was prepared using the Qiagen RNeasy

total RNA kit.

Viral RNA: Viral RNA was prepared by pelleting virions by ultracentrifugation

(28,000 rpm for 2 hours at 4 °C in a Beckman SW 28 rotor), pouring off the

supernatant, resuspending the viral pellet in the residual media, and using the

Qiagen Oligotex direct mRNA kit.

Sequencing reactions

Sequencing reactions were performed using the Sequenase sequencing kit from

USB.
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Reverse transcription

Reverse transcription of cellular RNA and virion RNA samples was performed

using 100 ng template RNA with the HIV-specific oligonucleotides HIV521 (5'-

GGGAGCTCTCTGGCTAACTAGGG-3) and HIV1573r (5'-

CATCCTATTTGTTCCTGAAGGG -3) according to the manufacturer's

instructions (Titan reverse transcription kit (Boehringer-Mannheim)).

PCR

PCR was performed in 20 mM Tris.HCl pH 8.55, 150 ng/ml BSA, 16 mM

(NH4)2SO4, 3.5 mM MgCl2, 625 um each dMTP, 0.25 pm each primer, and 1 unit

per 50 pil reaction Taq DNA polymerase (Ampli■ aq from Perkin-Elmer). "Cold"

PCR conditions consisted of 2 minutes at 94 °C followed by 30 cycles of 30

seconds at 94 °C, 30 seconds at 55 °C, and 2 minutes at 72°C. "Hot" PCR

conditions consisted of 2 minutes at 94 °C followed by 25 cycles of 30 seconds at

94 °C, 30 seconds at 55 °C, and 1 minute at 72°C.

Pretreatment of streptavidin-agarose beads

Streptavidin agarose beads (Sigma) were incubated in the presence of poly dl

dC (200 ug per ml streptavidin agarose slurry) in 1x binding buffer (12% glycerol

(v/v), 12 mM Hepes pH 7.9, 4 mM Tris.HCl pH 8.0, 60 mM KCI, 1 mM EDTA, 1

mM DTT) for one hour at 25 °C. The beads were then washed four times in 1x

binding buffer (1 ml buffer/ml slurry) and finally resuspended in 1x binding buffer

to reconstitute the initial volume of slurry.

22



Single-stranded Affinity Matrix (SSAM) treatment of PCR reactions

8 pil of 8M Lithium chloride and 10 pil of SSAM (Clontech) were added to each 50

pil PCR reaction. The mixture was incubated for 10 minutes at room temperature

with agitation every two minutes. The SSAM resin was then removed by passing

the mixture through a 0.45 pm spin filter (Millipore). Alternatively, BNDC resin

(Sigma) was suspended in 1M Lithium chloride (0.5 g resin in 2.5 ml 1M Lithium

chloride) for 60 minutes at room temperature. 50 pil of this suspension was used

per PCR reaction.

Footprinting

Initial amplification of nucleic acid samples was done according to the "cold" PCR

protocol using HIV-specific primers HIV37 (5'-

TGGAAGGGCTAATTCACTCCCAAAG-3), HIV493 (5'-

TCTCTCTGGTTAGACCAGATCTG -3), HIV521(5-

GGGAGCTCTCTGGCTAACTAGGG -3) and HIV1573r (5'-

CATCCTATTGTTCCTGAAGGG -3). 10 ng of plasmid samples, one-tenth of

the products of reverse transcription reactions (equivalent to 10 ng input RNA), or

0.5 pig genomic DNA samples were used as templates. 10 ng of "cold" PCR

products were used for "hot" PCR reactions. For "hot" PCR reactions, one HIV

specific primer was labeled with *P (T4 polynucleotide kinase, New England

Biolabs) while the other primer was biotinylated (Operon). High-specific-activity

32P-gamma-ATP (160 puCi/mmol, 23 pmol/ul, ICN) was used for radiolabelling at

a stoichiometry of 1 pmol ATP/1 pmol oligonucleotide. "Hot" PCR products were
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treated with SSAM, purified (Qiaquick PCR purification kit), then adsorbed to 50

pil pretreated streptavidin-agarose beads (Sigma) in 1x binding buffer for one

hour at 25 °C. The beads were then washed twice with 0.5 ml 1x binding buffer

for 15 minutes at 25 °C, washed once with 0.5 ml 1x restriction enzyme buffer 3

(New England Biolabs), and incubated in 50 pil 1x restriction enzyme buffer 3

(New England Biolabs) containing 20 units Not I restriction enzyme (New

England Biolabs) for 1 hour at 37°C. The supernatant from this digestion step

was separated from the beads by centrifugation through a Micro Bio-spin column

(Bio-rad) at 3,000 rpm for 1 minute at room temperature in a tabletop microfuge.

The supernatant was then precipitated in 0.3 M NaOAc pH 5.2 and 70% ethanol

in the presence of 5 pig linear acrylamide, washed with 70% ethanol, dried briefly

under vacuum, and resuspended in 3 pil 10 mM Tris.HCl/1 mM EDTA pH 8.0 + 3

pil 2x formamide loading dye (95% deionized formamide/25 mM EDTA pH

8.0/0.25% bromophenol blue/0.25% xylene cyanol). Samples were heated at 95

°C for 2 minutes, placed immediately onto ice, and analyzed by electrophoresis

through 6% acylamide (19:1 acrylamide:bis-acrylamide)/1x TBE/7 Murea

sequencing gels (2 pil sample per lane). Gels were dried for 1.5 hours at 80 °C

under vacuum and exposed to Biomax MR film (Kodak).

Quantitation

Autoradiographs were scanned using a flatbed scanner (Hewlett-Packard) at 300

dpi resolution, with brightness and contrast set at 125 (50%). Scanned images

were read into a Matlab-based application (see Appendices D and E) by which
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individual bands were selected and quantitated for peak intensity values. Data

from different footprinting reactions and different gels were normalized by fitting

profiles of the relative intensities of bands within each run using an algorithm that

minimizes the sum of the coefficients of variance for the mutants weighted for the

number of measurements for each mutant (figure 7). The normalized data were

then averaged. Data from triplicate experiments were normalized using the

same algorithm and averaged (see Appendices D and E).
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Chapter 4

Results

Creation of a library of insertion mutants

The objective was to make a large number of mutations of the same type

at diverse positions in a one kilobase stretch of the HIV genome and to assess

the performance of each mutant at several points in the viral replication cycle. A

library of 15-base-pair insertion mutants was constructed by in vitro transposition

in a replication-defective HIV provirus containing the puromycin acetyltransferase

gene driven by an internal promoter in place of the env gene. The mutations

were made specifically in the segment of the HIV genome (positions 37-1550)

including the 5'-LTR, the 5' untranslated region, the complete matrix gene and

the 5' half of the capsid gene. Mutants are numbered according to the nucleotide

position immediately 5' to the insertion.

The MuA enzyme was used to perform an in vitro transposition reaction,

introducing a pair of double-stranded DNA oligonucleotides into a double

stranded circular target DNA molecule (figure 1). The oligonucleotides contained

both sequences necessary for recognition by MuA and sequences recognized by

the Not I restriction endonuclease. MuA inserts the oligonucleotides into the

target DNAs in a staggered fashion, such that the products of the transposition

reaction were gapped linear double-stranded DNA molecules, with an

oligonucleotide located at either end. After filling in the gaps by nick translation,

the reaction products were digested Not I, generating compatible cohesive ends,

which were ligated. The final products were circular DNA molecules containing
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the inserted sequence, 5'-TGCGGCCGCA-3', flanked by five base-pair

duplications of the target sequence. The insertions retained the Notl recognition

sequence, which was used during the analysis procedure. Insertional mutants

were generated using MuA transposase rather than MLV integrase, the enzyme

used in the original footprinting experiments, since MuA transposase executes

the necessary in vitro concerted integration reaction more robustly (Crowley et

al., manuscript in preparation). Sixteen individual mutant clones, at positions

189,238,268, 358, 557, 622, 776, 926, 1012, 1045, 1067, 1175, 1264, 1267,

1277, and 1399, were isolated and sequenced. These clones were used as

markers to determine the location of insertions during analysis.

Insertions were designed such that mutations in coding sequences would

be in-frame insertions of five codons. The identity of the amino acids encoded by

the insertions depended on both the reading frame and the sequences in the

target DNA adjacent to the insertion site.

The positions of insertion mutants for which data were obtained are

indicated in figure 6. Although the collection of mutants is extensive, the

sequence space was not saturated, since MuA transposase does not make

insertions at the same frequency at all sites. Moreover, since transcription starts

at R in the 5'-LTR, the effects of mutations in U3 could not be assessed.

Examination of nucleic acid samples before and after a single round of

transcription by genetic footprinting confirmed this loss of mutants in U3 at

transcription, indicating that nucleic acid samples were not contaminated with

plasmid DNA from the initial transfections.
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Sampling populations of mutants at different steps in the viral replication

cycle

To study the effects of insertions on cis-acting elements (e.g.

transcriptional modulators, the packaging sequence, and the viral att site), the

library was either transiently or stably transfected into producer cells. A plasmid

encoding VSV-G was transiently transfected into the producer cells to

pseudotype the envidefective virions. A single round of infection was then

performed. Nucleic acid samples were collected at various steps during this

experiment (see figure 3). Depletion of mutants at different steps in the viral

replication cycle was followed by analyzing these nucleic acid samples by

genetic footprinting.

A similar strategy was utilized to determine the effects of insertions in

trans-acting sequences. Since more than one piece of DNA often enters a given

cell during transfection, complementation can occur in a mixed population

between trans-acting elements in a transfection experiment (see figure 8). In

order to study the functions of trans-acting factors in the absence of

complementation, a first round of transient transfection was conducted,

cotransfecting the mutant library with a VSV-G expression construct. The goal

was to produce a VSV-G pseudotyped, phenotypically mixed population in which

mutants with defective trans-acting functions were rescued by complementation.

Since approximately half of the clones in the library were wild-type (i.e. did not

contain an insertion), this complementation was easy to achieve. These virions

were then used to infect fresh host cells at a low multiplicity of infection (1
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infectious unit for every 20 cells) such that each cell would receive only one viral

genome. According to a Poisson distribution, 95.12% of the cells would receive

0 virions, 4.76% of the cells would receive 1 virion, and 0.12% of the cells would

receive more than 1 virion. Hence, of the cells that received at least one virion,

approximately 2.5% received more than one virion. The infected cells were

selected using puromycin, and this pool of cells was used as the starting

population of producer cells for a single round of infection. Nucleic acids were

purified at various steps during this experiment and analyzed by genetic

footprinting, allowing us to study the effects of mutations on the functions of

trans-acting sequences.

From results obtained in these studies, it is now clear that

complementation of trans-acting factors occurred very efficiently during the first

round of infection in our transient transfection experiments but not to any

appreciable degree in our stable transfection experiments. The number of

proviruses per cell has not been directly measured. However, if the number of

proviruses per cell is T for our transient transfection experiments and S for our

stable transfection experiments, our results suggest that T is greater than S. In

the simple case where the wild-type version of a gene is dominant and a mutant

version is recessive, we would expect T to be greater than or equal to two and S

to be equal to one. However, the viral proteins studied in our experiments

probably function as oligomers, such that mutants might display dominant

negative phenotypes. Thus, in our experiments, S might be larger than one, with

T significantly larger than S. In fact, as mentioned above, multiple pieces of DNA
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can enter a single cell during transfection, leading us to expect S to be larger

than one.

Description of footprinting analysis procedure (figure 2)

Nucleic acid samples collected at various points in the viral life cycle were

subjected to an initial round of amplification by either PCR (for DNA samples) or

RT-PCR (for RNA samples). PCR was then performed on these pre-amplified

samples using one *P-labelled DNA primer and one biotinylated DNA primer.

The primers were complementary to HIV sequences and flanked the region to be

analyzed. The products of this second PCR reaction were first treated with a

single-stranded binding resin to remove incomplete extension products and then

bound to streptavidin-agarose beads. The radioactively labeled portions of the

PCR products containing Not I sites were digested off the beads with Not I,

concentrated, and subjected to electrophoresis on denaturing polyacrylamide

urea gels. A typical gel is shown in figure 9.

Cis-acting versus trans-acting elements

Mutations in cis-acting and trans-acting features can often be

distinguished by differential behavior in complemented versus uncomplemented

infection cycles. One would expect mutations in cis-acting sequences to show

their phenotypes in the presence or absence of complementation, while

mutations in trans-acting sequences should be apparent only when

uncomplemented. Trans-acting sequences are typically considered to be coding
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sequences. However, due to the pseudodiploid nature of retroviruses and

peculiarities in certain steps of viral life cycle (such as assembly and reverse

transcription), there can conceivably be trans-acting sequences in the HIV

genome that act at the nucleic acid level.

Data showing the behavior of individual mutants in single-cycle infections

are given in figure 10. Figure 10A shows survival of mutants through one round

of complemented infection (first round transient transfection), while figure■ OB

shows the behavior of mutants through one round of uncomplemented infection

(second round transient transfection). Mutations that affect replication in both

complemented and uncomplemented infections to a significant degree (greater

than 55% depletion during one round of infection) appear to be localized to the

region 5' to position 847. Since most of this region appears to be composed of

noncoding sequences (up to position 828, where the matrix coding sequence

begins), it is not surprising that we found cis-acting elements in this area of the

genome. Insertions in sequences between positions 847 and 1524 display no

clearly discernible effects in complemented infections, while many of these

insertions interfere with infection in the uncomplemented situations. Since

coding sequences for matrix and capsid lie in this stretch of the genome, one

might have expected to find trans-acting functions here.
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Mutants in non-coding sequences defective in transcript formation or

stability

The six mutants in the TAR region (492-542) were severely compromised

in their ability to replicate. The primary deficiency was in transcript production or

stability (only qualitative data is given as the region surveyed is too close to the

end of the viral RNA for accurate quantitation). Most likely, these mutants are

defective for tat binding, which would result in a low efficiency of transcription.

The phenotype appears in the presence of complementation, reconfirming the

cis-acting nature of the affected noncoding sequences.

In the transient transfection experiment, insertions at positions 564, 573,

and 583 had detrimental effects on the second, but not the first, round of infection

(figure 10). For the second round of the transient transfection experiment, the

effects of the insertions at all three positions were most pronounced during

transcript formation (figure 11). However, in the stable transfection experiment,

the mutations at positions 564 and 583 resulted in decreases in fitness in the

phase of the life cycle occurring between collection of the cellular RNA and viral

RNA samples (figure 12). The most probable explanation for these observations

is that these mutations, which are in and around the polyadenylation consensus

sequence (563-568), interfered with polyadenylation. This defect would not be

observed in the first round of infection since only the 5'-LTR was mutagenized

and it was not until the first round of reverse transcription that mutations were

transferred to the 3'-LTR, where the operative polyadenylation signal lies. In

addition, the mutations at positions 564 and 583 might interrupt partially trans
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complementable sequences that contribute to packaging of the viral RNA

genome (see below for further discussion of packaging sequences). The

dramatic depletion at a previous step (i.e. transcript formation) might be masking

the same effect on viral assembly during the second round of the transient

transfection experiment.

The other cis-acting mutations that appeared to affect transcript

abundance (at positions 578, 727, 728, 730, 758, and 791) manifested

moderately to severely decreased transcript levels in producer cells under all

conditions tested. These mutations may affect the performance of cis-acting

transcriptional enhancer elements.

Mutations in cis-acting sequences that affect viral assembly

A cis-acting RNA packaging signal has been previously mapped to the few

hundred base pairs around the 5' splice donor site and the 5' end of gag. Here,

we have observed that mutations in the interval between positions 739 and 846

were depleted between transcription and release of cell-free virus in all

(complemented and uncomplemented) experiments (figure 12). This region

encompasses the "kissing loop" dimerization and packaging signal, the 5' splice

donor site, and two stem-loop structures which have been found to bind in vitro to

gag and nucleocapsid proteins (Berkowitz and Goff 1994; Berkowitz et al. 1993;

Clever et al. 1995; Sakaguchi et al. 1993).

The existence of a supplementary packaging signal is implied by a report

by Vicenzi et al. 1994, where a deletion of the 5' one-third of U5 results in a 10
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fold decrease in RNA packaging. In our turn, we have found additional mutations

in U5 (at positions 564, 583, 607, 621, and 640) that appear to be defective in

viral RNA packaging (figure 12).

In general, the phenotypes of these packaging mutants were more severe

in the absence of complementation (figure 10 and data not shown). If viral

genomes with insertions at these positions are still able to form dimers,

dimerization with wild-type viral genomes may partially rescue the packaging

defect of these mutant genomes.

Cis-acting mutants defective in late replication events

Mutations at positions 607-654 and 758-791 resulted in a reduction in

recovery during the early part of the viral life cycle, which includes viral entry,

uncoating, reverse transcription, nuclear entry, and integration (figure 12). The

mutations between positions 607-654 are located in U5, just 5' to the att site.

Although no specific function for this region of U5 has been previously defined,

its proximity to the att site raises the possibility that sequences in this region

contribute to recognition of the viral genome by integrase. These mutations are

also reasonably close to the primer binding site, and may interfere with initiation

of reverse transcription (Leis et al. 1993). The second group of mutations,

between positions 758-791, is in the "kissing loop" motif and the 5' splice donor

sequence. A function for sequences in this area in early replication events has

not been previously described.
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The paucity of mutants displaying significant and specific defects in early

steps of viral replication is probably due to the design of our experimental

system. It is likely that elimination of mutants at steps in the viral life cycle

occurring earlier in our series of experiments (e.g. transcription or assembly)

prevents our recognition of additional defects in entry, reverse transcription, or

integration. For example, two mutations (at positions 683 and 684) located in the

primer binding site were severely depleted in the virion RNA sample (transient

transfection experiment, data not shown), such that it was not possible to

distinguish further reductions in the infected cell genomic DNA sample. Due to

the sequence preferences of MuA transposase and the introduction of five base

pair duplications during the mutagenesis procedure, our pool of insertion mutants

did not include any detectable mutations that destroyed the att site in U5, another

feature in this segment of the genome known to be essential for integration.

Mutations in matrix

Sequences at the 5' end of the matrix coding sequence (positions 827

838) appeared to contribute to viral RNA packaging in cis (see above). A few

mutations near the 5' end of the matrix gene (positions 876-929) appeared to

result in defects in the production of stable transcripts (figure 13). These trans

acting mutations, which could be rescued by complementation, were located in

the sequences that encode the C-terminal end of helix 1, a loop between helix 1

and helix 2, and the N-terminal half of helix 2. This region contains many basic

residues, and is at the edge of the globular domain of matrix that faces away

35



from the trimer interfaces. The phenotype of these mutants suggests that matrix

might have a role in enhancing transcription or stabilizing the viral RNA genome

in the producer cell prior to budding. Supporting this possibility, it has been

proposed that matrix has RNA-binding activity (Bukrinskaya et al. 1992).

Most of the mutants with insertions from positions 937-1131 demonstrated

primary losses in fitness in the portion of the life cycle from translation through

assembly to budding (figures 13 and 15). These mutations could be rescued in

trans and were in the portion of the matrix gene encoding the core of the globular

domain of matrix. Mutations in this region are likely to interfere with the proper

folding of the matrix protein and thus produce defects in viral assembly, as seen

in our results.

As reported previously (Freed et al. 1994; Dorfman et al. 1994a),

mutations in the C-terminal domain of matrix (positions 1141-1211 in this study),

which consists of a long alpha-helical tail that extends away from the globular

domain, were well-tolerated (figures13 and 15).

Mutations in capsid

In accordance with other reports (Dorfman et al. 1994b; Mammano et al.

1994), we found that mutations in the sequence encoding the N-terminal half of

the capsid protein were severely detrimental to viral replication (figure 10B).

Capsid mutants with insertions between positions 1276 and 1464 were defective

both at a step in viral production (assembly or release) and at an early step in

replication (figures 14 and 15). Preliminary results indicate that the defect in
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early replication occurs before the completion of reverse transcription. This

result is quite striking, particularly in comparison to the bulk of our matrix

mutants, which appeared to be specifically defective at the assembly/budding

step (figure 15).

Mutants with insertions in and immediately adjacent to the N-terminal B

hairpin (1244-1264) and the cyclophilin A binding region (1479-1508) of capsid

were able to form viral particles, but were defective in a step in early replication

(figures 14 and 15). X-ray crystallographic studies (Wlodawer and Erickson

1993; Gitti et al. 1996) support the theory that the B hairpin structure forms only

after proteolytic maturation of the viral particle. An extended, relatively

disordered conformation during assembly may account for the fact that insertions

in this region do not cause a drop in viral particle formation. The B hairpin and

the cyclophilin A binding regions are the only regions in the N-terminal domain of

capsid that protrude from a tightly packed helical core. These structural

differences might explain the differential effects of insertions in these regions on

assembly. It has been suggested that the disassembly of the viral core

(uncoating) that occurs after viral entry and before the initiation of reverse

transcription depends on an interaction between capsid and cyclophilin A

(Braaten et al. 1996; Gamble et al. 1996). Therefore, one might expect

insertions in the cyclophilin A binding region that interfere with this interaction to

affect uncoating.
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Discussion

Expected results and novel observations

In the course of these experiments, we have identified several features in

the HIV genome, some of which have not been previously described. We

mapped three types of cis-acting sequences: those that function in transcript

formation/stability, those that are involved in viral RNA packaging, and those that

are important for an early step in viral replication. Some of these sequences

were found in areas previously mapped for these functions (e.g. TAR, the

"kissing loop" motif) and others were found in novel locations. Several mutations

near the N-terminus of matrix suggest an unforeseen trans-acting function for

matrix in transcript formation or stabilization. In constrast to previous reports, we

have observed that many mutations in the globular core of matrix have marked

effects on assembly, and mutations in the helical core of the N-terminal domain

of capsid cause defects in both assembly and an early step (perhaps

disassembly) in viral replication (see below). Finally, mutations in the 3 hairpin

and cyclophilin A binding regions of capsid primarily result in early replication

defects. The behavior of the mutations in the cyclophilin A binding region are

consistent with the postulated function of this region in uncoating.

How can the same mutation in capsid cause defects in both assembly and

disassembly? The answer to this question may lie in the fact that assembly and

disassembly are not simply reverse processes. Most obviously, assembly

involves the aggregation of gag and gag-pol polyproteins whereas disassembly

normally occurs after proteolysis of these polyproteins into several smaller
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entities. A mutation that decreases the efficiency of assembly may cause the

viral proticles that do form to be aberrant in some way. This notion is supported

by observations of abnormal viral core morphology in viruses with mutations in

the N-terminal half of capsid (Dorfman et al. 1994b; Reicin et al. 1996). These

particles may have problems that interfere with steps that are prerequisites to

uncoating. For example, perhaps a decreased ratio of gag-pol to gag

compromises proteolytic maturation. Alternatively, essential host factors such as

cyclophilin A might be inefficiently incorporated.

Sources of variability in the data

Approximately one kilobase of the HIV genome was analyzed using ten

primer pairs. Each primer pair was used to examine an interval of 200 to 300

base-pairs. Each mutant was examined with at least two primer pairs.

Moreover, each series of transfection/infection experiments was carried out in

triplicate. It was therefore necessary to develop a normalization procedure (see

Materials and Methods) so that data from separate gels and different replicates

could be combined in determining the quantitative effect of each mutation. Data

were normalized based on previous findings that certain areas of the viral

genome, such as the C-terminus of matrix, are consistently tolerant to small, in

frame insertions.

The normalized data was examined to determine whether the variability in

the data arose primarily from variability in the transfection/infection experiments

(which could result from sampling error) or variability in the genetic footprinting
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procedure. Data for thirty mutants from the stable transfection experiment

cellular RNA sample were tabulated and the weighted average of the variances

were calculated for the complete data set, data "within replicates," and data

"within gels." The normalized intensity measurements for these thirty samples

ranged between 7.1 and 111.6. The abundance of each mutant was measured

four or five times per replicate. Data within a replicate were derived from

separate genetic footprinting reactions using different primer pairs performed on

the same nucleic acid sample and run on separate gels. Data within a gel were

derived from separate genetic footprinting reactions using the same primer pairs

performed on different nucleic acid samples and run on the same gel. The

weighted average of the variances was 63.8 for the complete data set, 65.9

"within replicates", and 16.7"within gels". Therefore, most of the variability

appears to arise from differences between gels or primers rather than sampling

error incurred during the selection procedure, variability between PCR reactions,

or inconsistencies in other nucleic acid manipulations.

Mutations that appear to confer an increase in replication-competence

Mutations at a few positions appear to result in proviruses with an

enhanced ability to carry out certain step in viral replication. This finding is

somewhat unexpected, as one might expect the wild-type virus to be optimized

for replication. However, the system used for the experiments described here is

significantly different from the environment in which wild-type HIV evolved. Viral

production and infection was carried out in a tissue culture system, rather than in
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the context of a whole organism. In this context, the virus does not need to

contend with the same complexity of virus-host interactions, such as evasion of

the host immune defenses. The sequences encoding env and the accessory

factors vif, vpr, vpu, and nef were removed from the proviral clone used, and

VSV-G protein was used to pseudotype this defective proviral construct. The use

of a pseudotyping system removes several constraints on the viral genome,

including the preservation of a functional 5' splice donor sequence and retention

of the env interacting function of matrix. In summary, since the same constraints

do not apply in the system used here and in the environment in which HIV

evolved, mutations detrimental in one case may be beneficial in the other case.

Incomplete depletion of mutant proviruses

For mutations that severely compromise viral replication, the system

presented here may overestimate the ability of these mutants to replicate. This

error may stem from three sources. First, there is a certain amount of error in the

analysis and quantitation procedures used. Second, the insertion sequence

used in these experiments includes a 10 base-pair palindrome, which may form a

nucleic acid hairpin structure. This type of mutation may be less disruptive to cis

acting sequences that depend on nucleic acid secondary structure than other

types of mutations, such as deletions, substitutions, or non-palindromic

insertions. Third, in the selection strategy, the uncomplemented infection cycles

were carried out using either stably transfected cells or cells that had been

infected at low m.o.i as producer cells. As discussed above, it is possible (and

41



even likely) that some degree of complementation occurred in the stably

transfected cells. As for the cells infected at low m.o.i., the measured m.o.i was

0.05. If the infection followed a Poisson distribution, approximately 2.5% of the

cells that were infected by one virus were actually infected by more than one

virus, allowing complementation to occur in those cells. Hence, for trans-acting

factors, one would expect a background reading of approximately 2.5% of wild

type for recessive mutations.

Observed discrepancies with previously published results

The inconsistencies between our results and those found in other reports

can be grouped into two classes. First, mutations at certain positions in the

matrix gene resulted in severe defects in replication in our study, while it has

been reported elsewhere that mutations at the same positions were tolerated

(Freed et al. 1994). Second, we found that many mutations in the N-terminal half

of capsid were defective in viral assembly. In contrast, others have reported that

residues important for gag multimerization and viral assembly reside in the C

terminal domain of capsid (Jowett et al. 1992; Dorfman et al. 1994b; Von

Poblotzki et al. 1993; Reicin et al. 1995), while viruses with mutations in the N

terminal domain of capsid were competent for viral assembly, although many

formed viral particles with abnormal core morphologies (Dorfman et al. 1994b;

Wang and Barklis 1993; Franke et al. 1994; Reicin et al. 1995, Reicin et al.

1996). The discrepancies between our results and those found in other reports

may result from differences in experimental method or interpretation.
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First, the precise locations and types of mutations differ between all the

reports. Different point mutations at the same position in a given gene can lead

to different phenotypes. The types of mutations employed vary widely between

(and even within) reports, and include point mutations, small deletions, large

deletions, and insertions in various combinations.

Second, the methods used to assess replication-competence differ

between reports. Wang and Barklis (1993) performed single-round infectivity

assays by measuring infection of a marker gene. Other groups followed

exogenous RT activities or production of viral proteins in spreading infections

over the course of several weeks (Freed et al. 1994 and Reicin et al. 1995;

Dorfman et al. 1994a; Dorfman et al. 1994b). We looked at data from two types

of experiments: one single-round infection without complementation and two

single-round infections in series, the first of which was complemented and the

second of which was not complemented. This approach stands in contrast to

experiments with spreading infections, where it is difficult to know how many

rounds of infection have occurred, which in turn makes it difficult to measure

infectivity quantitatively.

Third, viral assembly has been measured in a variety of ways, including

exogenous RT assays, RNase protection, western blotting for viral proteins, and

electron micrography. These methods do not always assess whether the viral

particles contain viral RNA; some are qualitative or yield highly variable results.

We believe that none of these methods is as rigorous as the method employed in
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this report, where we assessed the relative representation of mutants in the viral

RNA sample itself.

Fourth, in all of the other reports the viral particles studied were generated

by transient transfection, while the viral RNA samples we footprinted were

purified from virions produced from either stably transfected or cells infected at

low m.o.i. In our experiments, the titer of virus produced by transient transfection

was 10- to 100-fold higher than the titer of virus produced from stably transfected

or infected cells. If this difference in titer reflected a difference in expression of

the viral genome, the requirements for viral assembly and packaging of the viral

RNA genome in our experiments were 10- to 100-fold more stringent than in the

experiments described in the other reports. The mutants that have quantitative

defects in assembly or packaging might appear to be competent for these

functions by less stringent methods.

Finally, in the strategy presented here, a large number of mutants with

insertions at diverse positions were followed en masse through two rounds of

replication. This strategy permits a comprehensive examination of viral

replication. Selection and analysis of the mutants in parallel provided built-in

internal controls for variables such as sample recovery and efficiency of analysis

procedures.

Future directions

Our examination of three nucleic acid samples per round of replication

yielded a relatively crude breakdown of the HIV life cycle. Refinement of our

44



picture of viral replication can be achieved by footprinting samples from more

finely differentiated steps. For example, we could study the effects of mutations

on nuclear export of viral RNA by comparing nuclear and cytoplasmic RNA

samples from producer cells. Other interesting steps in the viral life cycle

amenable to clarification by genetic footprinting are reverse transcription and

nuclear entry. We could investigate these steps by collecting additional nucleic

acid samples, such as intermediates in the reverse transcription reaction (minus

strand strong stop DNA and plus-strand strong stop DNA), full-length

unintegrated viral DNA in the host cell cytoplasmic fraction, and full-length

unintegrated viral DNA in host cell nuclear fraction. Of course, genetic

footprinting can be performed on the rest of the HIV genome. In addition, we

have developed methods to introduce and analyze a variety of mutations,

including insertions of different lengths and sequences and substitutions of

various types (Singh et al. 1997 and unpublished results).

Generalizability of the genetic footprinting technique

In the original report describing the genetic footprinting technique, this

method was used to generate a high-resolution functional map of a small (200

base-pair) gene encoding an RNA molecule (Singh et al. 1997). A functional

selection was carried out in a prokaryotic system, and the footprinted nucleic acid

samples consisted of purified plasmids. Here we present modifications to

genetic footprinting that permitted us to analyze a much larger (1000 base-pair)

stretch of nucleic acid including both cis- and trans-acting sequences. The
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experiments presented here involved the isolation and analysis of complex

nucleic acid samples, including cellular RNA, virion RNA, and genomic DNA

samples from a selection scheme in eukaryotic cells. Thus, genetic footprinting

can be used to map the functional features in any DNA sequence if an

appropriate selection scheme exists. In such a scheme, the abundance of the

sequence encoding a given mutant in a nucleic acid sample collected after

selection varies directly with the ability of that mutant to survive the selection. In

addition, we have developed methods to analyze genetic footprinting data in a

quantitative manner. These tools not only reduce the labor involved in analysis

of such data, but also allow a more objective assessment of the data.
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Chapter 5

The Future of Genetic Footprinting

It is evident that the genetic footprinting method as it exists offers many

advantages over traditional methods of mutagenesis and analysis of mutants.

Genetic footprinting enables an investigator to perform the mutagenesis,

functional selection, and analysis steps en masse, collecting quantitative data on

hundreds of mutants at once. There are four major limitations to the present

genetic footprinting technology.

First, the distribution of measurable mutants in a gene is largely limited by

the sequence bias displayed by the enzyme utilized for mutagenesis. The

current favorite enzyme, MuA transposase performs the desired concerted

integration event robustly, but displays a sequence selectivity for integration that

spans at least three orders of magnitude. The current analysis method covers

two orders of magnitude and data can be obtained for only one out of six base

pair positions on average.

Second, the existing repertoire of enzymatic functions limits the design of

mutations. The genesis of any mutant library must begin with the construction of

a library of insertion mutants, where the palindromic insertions contain a five

base-pair duplication in the target sequence and the recognition sequence for a

restriction enzyme. This sequence must not occur anywhere else in the vector

used for mutagenesis, and must be tolerated by MuA transposase. The range of

mutants has been expanded by introducing a linker containing a type Ils

restriction enzyme recognition sequence at each insertion. Type lls restriction
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enzymes cleave some number of nucleotides away from their recognition sites,

the number being specific to the enzyme. The linker can be designed such that

digestion with the type lls restriction enzyme either precisely excises the insertion

or creates a deletion. Finally, a new linker of desired sequence is inserted into

the gap. The most significant drawback to this approach is the lack of type IIs

restriction enzymes that cut more than 16/14 nucleotides away from their

recognition sequences.

Third, there are several restrictions imposed by the current analysis

method. Two strategies for analysis have been employed, both of which rely on

the polymerase chain reaction. The initial strategy used, the "direct PCR"

approach, involved using one fixed primer complementary to a sequence in the

target gene outside the region under inspection and one "mobile" primer

complementary to the insertion sequence. The lengths of the products of this

type of PCR reaction correspond to the positions of the inserts relative to the

position of the fixed sequence. However, if one wishes to examine the effects of

a short insertion or replacement, the direct PCR method proves to be

unsatisfactory. A fifteen base-pair insertion contains a unique sequence of only

ten base-pairs, too short for sufficiently specific priming. The solution to this

problem has been to use the "flanking PCR/restriction digestion" technique.

Here, a PCR reaction is performed using two fixed primers complementary to

sequences in the target gene flanking the region of interest. The products of this

reaction are digested with a restriction enzyme that recognizes a site in the

insertion sequence. The obvious limitation to this method is that the insertion
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must be palindromic and contain a restriction site (if the sequence is not

palidromic, each position of insertion will yield two products of different size,

depending on the orientation of the insertion in the gene).

Finally, the gel-based detection method is cumbersome and introduces a

significant amount of error into our results. In fact, using the current system, the

analysis procedure appears to be responsible for much more variation than the

selection scheme.

I believe there is a technically feasible alternate approach that eliminates

the problems enumerated above. The investigator would be able to specify the

positions and relative abundances of mutants, assuring more uniform coverage

of the gene of interest. A much wider variety of mutations would be available,

including insertions or replacements of as few as three base-pairs, with no

limitations on the content of the introduced sequence. Even deletions can be

examined, as long as one is willing to introduce a few unique base-pairs at the

deletion site (see figure 16 for sketches of possible types of mutations). The

analysis method would involve a flanking PCR step followed by hybridization of

the PCR products to an array of oligonucleotides and scanning using a

fluorescence detection system. A specific description of this approach follows.

First, one must make a library of mutants (see figure 17). This step

involves the synthesis of two unique oligonucleotides for each mutant desired, in

addition to two common oligonucleotides complementary to sequences flanking

the region under mutagenesis. For example, in order to replace all the residues
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in a 300 amino acid protein with alanine, one would need 600 + 2

oligonucleotides. These mutagenic oligonucleotides are also used in the

analysis process. The two unique oligonucleotides for a given mutant are

complementary to each other, and contain two types of sequences. At the

edges, the oligonucleotides are complementary to target gene sequences on

either side of the site of mutagenesis. The middle of each oligonucleotide

contains the insertion or replacement sequence. The lengths of the "edge"

sequences are adjusted such that the oligonucleotides for all of the mutants have

approximately the same melting temperature. Now all the mutagenic

oligonucleotides complementary to the top strand of the target gene are mixed

together in one pot and all the mutagenic oligonucleotides complementary to the

bottom strand are mixed together in another pot, adjusting the ratios of the

individual oligonucleotides according to the desired proportions of each mutant in

our starting library. For instance, in order to start with twice as many mutants at

position A as at position B, one would add twice as many oligonucleotides for

position A as for position B. Then, two PCR reactions are performed. The

template for both reactions is the gene to be mutagenized. One reaction

contains the fixed oligonucleotide complementary to the bottom strand of the

template and the mixture of mutagenic oligonucleotides complementary to the

top strand of the template, and the other reaction contains the other set of

oligonucleotide primers. In order to minimize the introduction of unwanted

mutations due to misincorporation by the enzyme used for PCR, a proofreading

polymerase is used and the number of cycles of PCR is minimized. Suppose
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that one starts with approximately 12.5 pmol of each primer and 0.015 pmol of

template. After five cycles of PCR with an annealing temperature corresponding

to the predicted melting temperature for the "edge" sequences of the mutagenic

oligonucleotides, about one pmol of mutants should be present. Then, ten cycles

of PCR with an annealing temperature corresponding to the predicted melting

temperature for the complete mutagenic oligonucleotides are performed. After a

purification step to eliminate any unincorporated primers, the products of the two

PCR reactions are mixed together. Another PCR reaction including only the

fixed, flanking oligonucleotides is performed, using an annealing temperature

corresponding to the predicted melting temperature for the complete mutagenic

oligonucleotides. The products of the initial round of PCR will prime off of each

other if they overlap precisely, as they will when they correspond to the same

mutant. Then, the flanking primers will amplify the population of mutants, which

can be cloned into an appropriate vector for selection.

After a functional selection is performed, the relevant nucleic acid sample

is purified. Both the original library of mutants and the selected nucleic acid

sample are subjected separately to PCR using the flanking oligonucleotides.

During this amplification step, fluorescent labels are incorporated, one color for

the pre-selection sample and another color for the post-selection sample. The

products of these two PCR reactions are then mixed and used as a probe to

hybridize to an oligonucleotide array. The elements of this array are the original

mutagenic oligonucleotides (one can of course use the fixed oligonucleotides as

positive controls and normalization standards). PCR products containing

51



mutations hybridize to the corresponding mutagenic oligonucleotides. It has

been shown that existing array hybridization technology allows discrimination of

one mismatch in an oligonucleotide octomer. This level of specificity should be

adequate for the purposes of this type of experiment. The arrays are then

scanned and quantitated. The ratios of the two colors at each spot on the array

reflect the ability of the corresponding mutant to survive the selection.
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Figure 1. Mutagenesis scheme using Mua tranposase. Oligonucleotides
used for mutagenesis are bold lines (E), the target DNA plasmid is drawn
as thin lines, and sequences in the target DNA duplicated during
mutagenesis are empty lines (E).

61



---

--

---

---

| PCR and bind to streptavidin-agarose

-

-
×

-

x
-

×
-

| Digestion

*-- _-

Figure 2. Genetic footprinting scheme using flanking PCR and restriction digestion.
A collection of insertion mutants is subjected to PCR using one radioactively labelled
primer (*—-) and one biotinylated primer (4–8). The PCR products are bound
to streptavidin-agarose resin ( ) and digested with a restriction enzyme that
recognizes a site in the insertion sequence. The radioactively labelled ends of the
PCR products are released.

62



Producer cell

dimerization

Viral budding

§§ EE
Infection

infected cell genomic DNA

RNA →-->

Reverse Transcription
-Integration

DNA

Figure 3. The retroviral life cycle. Nucleic acid samples analyzed in this study are
boxed.
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Figure 5. Isolating a specific mutant by PCR. Sequences introduced during the
mutagenesis procedure are in bold lines (E). Primers are indicated by arrows.
Note that primers that contains both wild-type and mutant sequences (<--)
will selectively prime off of template DNAs that have a mutation at the selected site.
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Figure 7. Example of quantitative data before and after normalization. Data
shown is from genetic footprinting experiments on the library of mutagenized
provinuses. Nucleotide positions of mutations for which data were obtained are
given on the X-axis. Intensity of bands measured from autoradiograms is given
in arbitrary units on the Y-axis. The different colored traces represent data
measured from different gels.

68



library of mutagenized proviruses
wn

transient transfection
-

(cotransfection with VSV-G) stable transfection

293 cells

2931 cells @

first round viral production

(phenotypically mixed virions) @ @

@ second round viral production

(+VSV-G) |
low moi infection

infection |
293 cells Sº Sº HOS cells
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Figure 8. Diagram of transfection and infection experiments. The library of mutagenized
proviruses was either transiently or stably transfected into cells to produce populations of
mutant virions. In our experiments, the viral genomes of mutants defective in trans-acting
factors were efficiently rescued during the transient transfection by phenotypic mixing, but
were not detectably rescued during the stable transfection. The virus produced in the
transient transfection experiment was used to infect fresh, uninfected cells at a low
multiplicity, resulting in a population of producer cells that contained a single provirus per
cell. Wild-type viralgenome{v), replication-defective viral genome with mutation in
trans-acting factor (*),wild-type viral protein (•), mutant viral protein (•).

º

69



<#3.3
£ ºf ■ º
####
3 E3 2
2 ºf E i■

- -
E 3 s 5,% mutant library sample H-I-T-

> <<§ 3 × 3 -
£2 ar # O- -E & E Nucleic Acid
g = 5 2
- T E ºE o > ch

100 80 13 6 1120 AAGACACCAAITGCGGCCGCA ACCAAGGAAG
100 158 23 17 1126 CCAAGGAAGCITGCGGCCGCAGAAGCCTTAG

100 91 60 62 1141. ATAAGATAGALTGCGGCCGCAATAGAGGAAG
100 60 42 58 1142 TAAGATAGAG GGCCGCATAGAGGAAGA
100 93 80 76 1146 ATAGAGGAAGITGCGGCCGCANGGAAGAGCAA

100 149 136 137 1174 AAAAGGCACALIGCGGCCGCAGCACAGCAAG
100 105 45 65 1175 AAAGGCACAGITGCGGCCGCACACAGCAAGC

100 109 188 121 1184 GCAAGCAGCATGCGGCCGCACAGCAGCTGA
100 105 4:46 207 1185. cAAGCAGCAGTGCGGCCGCRAGCAGCTGAc
100 206 194 2.49 1190 CAGCAGCTGAITGCGGCCGCAGCTGACACAG

100 135 89 123 11.95 CTGACACAGGITGCGGCCGCA ACAGGAAACA

100 78 64 63 1209 AACAGCCAGGITGCGGCCGCACCAGGTCAGC
100 85 108 13-6 1211 CAGCCAGGTCLTGCGGCCGCAAGGTCAGCCA

Figure 9. Genetic footprinting of library of mutagenized proviruses and nucleic acid samples
from the transient transfection experiment, second round (the uncomplemented round) of viral
production and infection (cellular RNA, viral RNA, and infected cell genomic DNA). Numbers
directly to the left of the gel indicate exact positions of insertions. The first nucleotide of the
HIV provirus is at position 37. Quantitative data averaged from normalized measurements are
also given to the left of the gel. The nucleic acid sequences of the mutants are
written to right of the gel. The sequences derived from the insertion oligonucleotide are
bpxed, while the target sequence duplications are underlined.
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Figure 11. Behavior of selected mutants in cis-acting sequences in the
transient transfection experiment. These mutants are replication competent
in the first round of infection, but defective for transcript formation in the
second round, possibly indicating that the cis-acting element interrupted by
the insertions is active in the 3' LTR.
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Figure 12. Percent recovery of mutations in cis-acting sequences at several steps
of a single-cycle uncomplemented infection. Samples were collected from the stable
transfection experiment, second round of viral production and infection. Percent
recovery was calculated by dividing the abundance of a mutant in a given nucleic acid
sample by the abundance of that mutant in the genomic DNA sample from the stable
transfection. Data are not shown for points where the abundance of a particular mutant
was very low in the preceding nucleic acid sample, or the coefficient of variation between
triplicate experiments was greater than 0.5. Graphs are plotted on a log scale. Red bars
indicate mutants that display significant depletions (<50% of preceding nucleic acid sample).
Mutants which were depleted in the cellular RNA sample are considered to be defective in
transcript formation, mutants which were depleted in the virion RNA sample are considered
to be defective in packaging, and mutants which were depleted in the infected cell genomic
DNA sample are considered to be defective in an early step in viral replication.
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Figure 13. Percent recovery of mutations in matrix at several steps of a single-cycle
uncomplemented infection. Samples were collected from the transient transfection
experiment, second round of viral production and infection. Percent recovery was
calculated by dividing the abundance of a mutant in a given nucleic acid sample by the
abundance of that mutant in the infected cell genomic DNA sample from the first round
of infection. Data are not shown for points where the abundance of a particular mutant
was very low in the preceding nucleic acid sample, or the coefficient of variation between
triplicate experiments was greater than 0.5. Graphs are plotted on a log scale. Red bars
indicate mutants that display significant depletions (<45% of preceding nucleic acid sample).
Mutants which were depleted in the cellular RNA sample are considered to be defective in
transcript formation, mutants which were depleted in the virion RNA sample are considered
to be defective in assembly, and mutants which were depleted in the infected cell genomic
DNA sample are considered to be defective in an early step in viral replication.
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Figure 14. Percent recovery of mutations in capsid at several steps of a single-cycle
uncomplemented infection. Samples were collected from the transient transfection
experiment, second round of viral production and infection. Percent recovery was
calculated by dividing the abundance of a mutant in a given nucleic acid sample by the
abundance of that mutant in the infected cell genomic DNA sample from the first round
of infection. Data are not shown for points where the abundance of a particular mutant
was very low in the preceding nucleic acid sample, or the coefficient of variation between
triplicate experiments was greater than 0.5. Graphs are plotted on a log scale. Red bars
indicate mutants that display significant depletions (<45% of preceding nucleic acid sample).
Mutants which were depleted in the cellular RNA sample are considered to be defective in
transcript formation, mutants which were depleted in the virion RNA sample are considered
to be defective in assembly, and mutants which were depleted in the infected cell genomic
DNA sample are considered to be defective in an early step in viral replication. All mutations
in capsid that affected viral replication showed their effects in trans.
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Figure 15. Percent recovery of matrix and capsid mutants through the viral assembly process and
the early steps of the viral life cycle. Data are derived from single-round uncomplemented viral
production and infection cycles. A schematic of the phases of the life cycle tested is drawn above
the graphs. Numbers to the right of each point indicate the number of mutants from which data
were averaged. Below each data point is a schematic of the region of matrix or capsid evaluated.
Error bars indicate 95% confidence intervals. A. Data for the matrix protein. Data are shown for
insertions between amino acid positions 1-132 (complete matrix protein), 1-35 (N-terminal region),
36-102 (central region), and 104-130 (C-terminal region). B. Data for the N-terminal half of the
capsid protein. Data are shown for insertions beween amino acid positions 1-101 (N-terminal half),
1-15 (N-terminal beta hairpin), 17-81 (central helical region), and 85-96 (Cyclophilin Abinding
region).
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Figure 17. Strategy for achieving saturating mutagenesis of a stretch of DNA using PCR.
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Appendix A.
Complete nucleotide sequence of HIV puro
(the plasmid used for mutagenesis).

61
121
181
241
301
361
421
481
541
601
661
721
781
841
901
961

1021
1081
1141
12.01
1261
1321
1381
1441
1501
1561
1621
1681
1741
1801
1861
1921
1981
2041
2101
2161
2221
2281
2341
2401
2461
2521
2581
2641
2.701
2761
2.8.21
2.881
29.41

ACATGTAGCC
GAAGACAAGA
AGAACTACAC
TAGTACCAGT

TACACCCTGT
TTGACAGCCG
ACTGCTGACA
GCCTGGGCGG
GCCTGTACTG
GGGAACCCAC

TGCCCGTCTG
AAATCTCTAG
CTCTCGACGC
GGTGAGTACG
CGTCGGTATT
GAAAGAAACA
CAGTTAATCC
AACCATCCCT
TCTATTGTGT
AGGAAGAGCA
ACAGCCAGGT
AGGCCATATC

GCCCAGAAGT
ATACCATGCT
TCAATGAGGA

CAGGCCAGAT
AACAAATAGG

GGATAATCCT
TAAGACAAGG
GAGCCGAGCA
ATGCGAACCC
AAATGATGAC
AAGCAATGAG
ACCAAAGAAA
GCAGGGCCCC

ATTGTACTGA
CAGGGAATTT
TTGGGGAAGA

CTTTAGCTTC
GCAATTAAAG
TTTGCCAGGA
ACAGTATGAT

AGGACCTACA
AAATTTTCCC
CCCAAAAGTT
TACAGAAATG
TCCAGTATTT
AGAACTTAAT

AGGGTTAAAA
TCCCTTAGAT

CCAGTTCTAC
TATCCTTGAT

ACCAGGGCCA
TGAGCCAGAT

GAGCCTGCAT
CCTAGCATTT
TCGAGCTTGC

GACTGGGGAG
GGTCTCTCTG
TGCTTAAGCC

TTGTGACTCT
CAGTGGCGCC
AGGACTCGGC
CCAAAAATTT
AAGCGGGGGA
ATATAAACTA
TGGCCTTTTA

TCAGACAGGA
GCATCAAAGG
AAACAAAAGT
CAGCCAAAAT
ACCTAGAACT
AATACCCATG

AAACACAGTG
AGCTGCAGAA
GAGAGAACCA
ATGGATGACA
GGGATTAAAT

ACCAAAGGAA
AGCTTCACAA
AGATTGTAAG
AGCATGTCAG

CCAAGTAACA
GACTGTTAAG
TAGGAAAAAG

GAGACAGGCT
TCTTCAGAGC
GACAACAACT
CCTCAGATCA
GAAGCTCTAT
AGATGGAAAC
CAGATACTCA
CCTGTCAACA
ATTAGTCCTA
AAACAATGGC
GAAAAGGAAG
GCCATAAAGA
AAGAGAACTC
CAGAAAAAAT
AAAGACTTCA

TTACACCAAG
CTGTGGATCT
GGGGTCAGAT
AAGGTAGAAG
GGAATGGATG
CATCACGTGG
TACAAGGGAC
TGGCGAGCCC
GTTAGACCAG
TCAATAAAGC
GGTAACTAGA
CGAACAGGGA

TTGCTGAAGC
TGACTAGCGG
GAATTAGATA
AAACATATAG
GAGACATCAG
TCAGAAGAAC
ATAGATGTAA
AAGAAAAAGG
TACCCTATAG
TTAAATGCAT

TTTTCAGCAT
GGGGGACATC
TGGGATAGAT

AGGGGAAGTG
CATAATCCAC
AAAATAGTAA
CCCTTTAGAG
GAGGTAAAAA

ACTATTTTAA
GGAGTGGGGG
AATCCAGCTA
TGTTTCAATT
GGCTGTTGGA

AATTTTTTAG
AGACCAGAGC
CCCTCTCAGA
CTCTTTGGCA
TAGATACAGG
CAAAAATGAT
TAGAAATCTG

TAATTGGAAG
TTGAGACTGT
CATTGACAGA
GAAAAATTTC
AAAAAGACAG
AAGATTTCTG
CAGTAACAGT
GGAAGTATAC

AAAGGCTGGA
ACCACACACA
ATCCACTGAC

AGGCCAATAA
ACCCTGAGAG
CCCGAGAGCT
TTTCCGCTGG
TCAGATGCTG
ATCTGAGCCT
TTGCCTTGAG

GATCCCTCAG
CTTGAAAGCG
GCGCACGGCA
AGGCTAGAAG
AATGGGAAAA
TATGGGCAAG
AAGGCTGTAG
TTAGATCATT
AAGACACCAA
CACAGCAAGC
TCCAGAACCT
GGGTAAAAGT
TATCAGAAGG

AAGCAGCCAT
TGCATCCAGT
ACATAGCAGG
CTATCCCAGT
GAATGTATAG
ACTATGTAGA
ATTGGATGAC
AAGCACTGGG
GACCCGGCCA
CCATAATGAT
GTGGCAAAGA
AATGTGGAAA

GGAAGATCTG
CAACAGCCCC
GGCAGGAGCC
GCGACCCCTC
AGCAGATGAT
AGGGGGAATT
CGGACATAAA
AAATCTGTTG
ACCAGTAAAA
AGAAAAAATA
AAAAATTGGG
TACTAAATGG
GGAAGTTCAA
ACTGGATGTG
TGCATTTACC

AGGGCTAATT
AGGCTACTTC
CTTTGGATGG
AGGAGAGAAC
AGAAGTGTTA
GCATCCGGAG
GGACTTTCCA
CATATAAGCA
GGGAGCTCTC
GGAGTGCTTC

ACCCTTTTAG
AAAGTAAAGC
AGAGGCGAGG
GAGAGAGATG
AATTCGGTTA
CAGGGAGCTA
ACAAATACTG
ATATAATACA
GGAAGCCTTA
AGCAGCTGAC
CCAGGGGCAA
AGTAGAAGAG
AGCCACCCCA

GCAAATGTTA
GCATGCAGGG
AACTACTAGT
AGGAGAAATC
CCCTACCAGC
CCGATTCTAT
AGAAACCTTG
ACCAGGAGCG
TAAAGCAAGA
ACAGAAAGGC
AGGGCACATA
GGAAGGACAC
GCCTTCCCAC
ACCAGAAGAG
GATAGACAAG
GTCACAATAA
ACAGTATTAG

GGAGGTTTTA
GCTATAGGTA
ACTCAGATTG
TTAAAGCCAG
AAAGCATTAG
CCTGAAAATC
AGAAAATTAG

TTAGGAATAC
GGCGATGCAT
ATACCTAGTA

CACTCCCAAA
CCTGATTGGC

TGCTACAAGC
ACCAGCTTGT
GAGTGGAGGT

TACTTCAAGA
GGGAGGCGTG
GCTGCTTTTT
TGGCTAACTA
AAGTAGTGTG
TCAGTGTGGA
CAGAGGAGAT
GGCGGCGACT
GGTGCGAGAG
AGGCCAGGGG
GAACGATTCG
GGACAGCTAC
ATAGCAGTCC
GATAAGATAG
ACAGGAAACA
ATGGTACATC
AAGGCTTTCA
CAAGATTTAA
AAAGAGACCA
CCTATTGCAC
ACCCTTCAGG
TATAAAAGAT
ATTCTGGACA
AAAACTCTAA
TTGGTCCAAA
ACACTAGAAG
GTTTTGGCTG
AATTTTAGGA
GCCAAAAATT
CAAATGAAAG

AAGGGAAGGC
AGCTTCAGGT
GAACTGTATC
AGATAGGGGG
AAGAAATGAA

TCAAAGTAAG
CAGTATTAGT
GGTGCACTTT
GAATGGATGG
TAGAAATTTG

CATACAATAC
TAGATTTCAG

CACATCCTGC
ATTTTTCAGT
TAAACAATGA
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3 001
3.061
3121
3.181
3241
3301
3.361
3.421
3 481
3541
3601
3661
3721
3 781
38.41
3901
3961
4021
4081
4141
420.1
4261
4321
43.81
4441
45 01
4561
4621
4,681
4741
48 01
4861
4921
4.981
5041
5101
516.1
52.21
5281
53.4.1
5401
5461
55.21
5581
56.41
57 01
5761
58.21
5881
59.41
6001
6061
61.21
6181
6241
63.01
6361

GACACCAGGG
AATATTCCAG

AGTCATCTAT
TAGAACAAAA
CAAAAAACAT
ATGGACAGTA

GAAATTAGTG
ATTATGTAAA

AGCAGAGCTA
TTATGACCCA
ATATCAAATT
GGGTGCCCAC
AAGCATAGTA
GGAAGCATGG
TACCCCTCCC
AACTTTCTAT

AACTGACAGA
GTTACAAGCA
CTCACAATAT
CAGTCAAATA
ACACAAAGGA
AGTACTATTT
TTGGAGAGCA

CAGCTGTGAT
AGGAATATGG
TGTAGCCAGT

ATACTTCCTC
CAGCAATTTC

ATTTGGCATT
AAAGAAAATT
GGCAGTATTC
AAGAATAGTA
AAAAATTCAA
AGCAAAGCTC
AGTAGTGCCA
TGATTGTGTG
ATATGGGAGT
TTGGGTGTCG
GTAGATCCTA
AATTGCTATT
GGCATCTCCT
ACTCATCAAG
AGTAGGAAAA
TACTGGGCTG

ACCTGGAGGA
AAAAATTGAA
AAAAAGAGCA
TATGGGCGCA

GCCGCAGCAG
AGTCTGGGGC
TCAACAGCTC
TTGGAATGCT
GGAGTGGGAC
GCAAAACCAG

GTGGAATTGG
AGGAGGCTTG
GCAGGGATAT

ATTAGATATC
TGTAGCATGA

CAATACATGG
ATAGAGGAAC
CAGAAAGAAC
CAGCCTATAG

GGAAAATTGA
CTTCTTAGGG
GAACTGGCAG
TCAAAAGACT
TATCAAGAGC
ACTAATGATG
ATATGGGGAA
TGGACAGAGT
TTAGTGAAGT
GTAGATGGGG
GGAAGACAAA

ATTCATCTAG
GCATTGGGAA
ATAGAGCAGT
ATTGGAGGAA

TTAGATGGAA
ATGGCTAGTG

AAATGTCAGC
CAGCTAGATT
GGATATATAG
TTAAAATTAG
ACCAGTACTA
CCCTACAATC
ATAGGACAGG
ATCCACAATT

GACATAATAG

AATTTTCGGG
CTCTGGAAAG
AGAAGAAAAG
GCAAGTAGAC

GGAAGCCATA
ACATAGCAGA
GACTAGAGCC
GTAAAAAGTG
ATGGCAGGAA
CTTCTCTATC

GCAATGTATG
CTATTAACAA
GGCGATATGA
CCATTAGGAG

GTGGGAATAG
GCGTCAATGA
AACAATTTGC
ATCAAACAGC
CTGGGGATTT
AGTTGGAGTA
AGAGAAATTA

CAAGAAAAGA
TTTAACATAA
GTAGGTTTAA

TCACCATTAT

AGTACAATGT
CAAAAATCTT
ATGATTTGTA
TGAGACAACA
CTCCATTCCT

TGCTGCCAGA
ATTGGGCAAG
GAACCAAAGC

AAAACAGGGA
TAATAGCAGA
CATTTAGAAA
TGAAACAATT
AGACTCCTAA
ATTGGCAAGC
TATGGTACCA
CAGCCAATAG

AAGTTGTCCC
CTTTGCAGGA
TCATTCAAGC
TAATAAAAAA

ATGAACAAGT
TAGATAAGGC
ATTTTAACCT

TAAAAGGGGA
GTACACATTT
AAGCAGAAGT

CAGGAAGATG
CAGTTAAGGC

CCCAAAGTCA
TAAGAGATCA
TTAAAAGAAA

CAACAGACAT

TTTATTACAG
GTGAAGGGGC
CAAAGATCAT

AGGATGAGGA
ATAAGAATTC
ATAGGCGTTA
CTGGAAGCAT
TTGCTTTCAT
GAAGCGGAGA

AAAGCAGTAA
CCCCTCCCAT
GAGATGGTGG
GGGACAATTG
TAGCACCCAC

GAGCTTTGTT
CGCTGACGGT
TGAGGGCTAT
TCCAGGCAAG
GGGGTTGCTC
ATAAATCTCT
ACAATTACAC
ATGAACAAGA
CAAATTGGCT
GAATAGTTTT
CGTTTCAGAC

GCTTCCACAG
AGAGCCTTTT
TGTAGGATCT
TCTGTTGAGG
TTGGATGGGT
AAAGGACAGC

TCAGATTTAT
ACTAACAGAA

GATTCTAAAA
AATACAGAAG
TCTGAAAACA
AACAGAGGCA
ATTTAAATTA
CACCTGGATT
GTTAGAGAAA
GGAAACTAAA

CCTAACGGAC
TTCGGGATTA
ACAACCAGAT
GGAAAAAGTC
AGATAAATTG

CCAAGAAGAA
ACCACCTGTA
AGCCATGCAT
AGAAGGAAAA
AATTCCAGCA
GCCAGTAAAA
CGCCTGTTGG
AGGAGTAATA
GGCTGAACAT
AGGGGGGATT

ACAAACTAAA
GGACAGCAGA
AGTAGTAATA
CAGGGATTAT
TTAACACATG
TGCAACAACT
CTCGACAGAG
CCAGGAAGTC
TGCCAAGTTT
CAGCGACGAA
GTAGTACATG
CAGTGGACAA
TAATAACAAC
GAGAAGTGAA
CAAGGCAAAG
CCTTGGGTTC
ACAGGCCAGA
TGAGGCGCAA
AATCCTGGCT
TGGAAAACTC
GGAACAGATT
AAGCTTAATA

ATTATTGGAA
GTGGTATATA
TGCTGTACTT

CCACCTCCCA

GGATGGAAAG
AGAAAACAAA
GACTTAGAAA
TGGGGATTTA
TATGAACTCC
TGGACTGTCA

GCAGGGATTA
GTAGTACCAC

GAACCGGTAC
CAGGGGCAAG
GGAAAGTATG
GTACAAAAAA
CCCATACAAA
CCTGAGTGGG
GAACCCATAA
TTAGGAAAAG

ACAACAAATC
GAAGTAAACA
AAGAGTGAAT
TACCTGGCAT

GTCAGTGCTG
CATGAGAAAT
GTAGCAAAAG
GGACAAGTAG
GTTATCTTGG
GAGACAGGGC
ACAGTACATA
TGGGCGGGAA
GAATCTATGA
CTTAAGACAG
GGGGGGTACA
GAATTACAAA
GATCCAGTTT
CAAGATAATA
GGAAAACAGA
GAAAAGATTA
GCCGTTTATC
GAGAGCAAGA
AGCCTAAAAC
GTTTCATGAC
GAGCTCATCA

GGCGCGCCCA
ATTAGATGTT

AATGGGTCCG
TTATATAAAT

AGAAGAGTGG
TTGGGAGCAG
CAATTATTGT

CAGCATCTGT
GTGGAAAGAT
ATTTGCACCA
TGGAATAACA
CACTCCTTAA
TTAGATAAAT
AAATTATTCA
TCTATAGTGA

ATCCCGAGGG

GATCACCAGC
ATCCAGACGT
TAGGGCAGCA

CCACACCAGA
ATCCTGATAA
ATGACATACA
AAGTAAGGCA

TAACAGAAGA
ATGGAGTGTA
GCCAATGGAC
CAAGAATGAA
TAGCCACAGA
AGGAAACATG
AGTTTGTCAA
TAGGAGCAGA
CAGGATATGT
AGAAGACTGA
TAGTGACAGA
CAGAGTTAGT
GGGTACCAGC
GAATCAGGAA

ATCACAGTAA
AAATAGTAGC
ACTGTAGCCC
TGGCAGTTCA
AAGAAACAGC
CAGACAATGG
TCAAGCAGGA
ATAAAGAATT
CAGTACAAAT
GTGCCGGGGA
AACAAATTAC
GGAAAGGACC
GTGACATAAA
TGGCAGGTGA
GTAAAACACC
CATTTCAGAA
AATGGAGCCA

TGCTTGTACC
AAAAGCCTTA
GAACAGTCAG
TGTGGCAGGA
CATCAAATAT
AGATCTTCAG
ATAAAGTAGT
TGCTGAGAGA

CAGGAAGCAC
CTGATATAGT
TGCAACTCAC
ACCTAAAGGA
CTGCTGTGCC
TGACCTGGAT
TTGAAGAATC
GGGCAAGTTT
TAATGATAGT
ATAGAGTTAG
GACCCGACAG
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6.421
6481
6541
66 01
66.61
6721
6781
6.841
69.01
696.1
T 0.21
7081
7141
72 01
7261
7321
7381
7441
75 01
7561
7621
7681
7741
7801
7861
79.21
7981
8041
81.01
8161.
8221
8281
83 41
8401
8461
8521
8581
8641
8.701
8761
8821
88.81
89.41
9001
9061
9 121
91.81
92.41
93 01
93 61
94.21
94 81
95.41
96 O1
9661
97.21
97.81

GCCCGAAGGA

GAACGGATCC
CCGCTTGAGA

GTGGGAAGCC
TAGTGCTGTT
TATAGAAGTA
GGGCTTGGAA
GATGGCTTAC
CAGCATGCGG
CCAGGCTCCC

TGTGGAAAGT
TCAGCAACCA
GCCCATTCTC
TCGGCCTCTG
AAAAAGCTCT
CCGAGTACAA
CCCTCGCCGC
ACATCGAGCG
GCAAGGTGTG
TCGAAGCGGG
GGCTGGCCGC
CGTGGTTCCT
CCGTCGTGCT
CCTCCGCGCC
TCGAGGTGCC
CGCCCCACGA
AAAAACATGG
TAGAAGCACA
CAATGACTTA
AAGGGCTAAT
AAGGCTACTT
CCTTTGGATG
AAGGAGAGAA
GAGAAGTGTT
TGCATCCGGA
GGGACTTTCC
GCATATAAGC
TGGGAGCTCT
GGGAGTGCTT

GACCCTTTTA
AAGATCGCGC
ATAAGTTAAG
CTGGGCGCAG
CTGAGTTTGG
TTTAGTAGAT
TTTTTCTTCT
ATGTGGTGGG
GCGGGTGTCC
TGAGGGCTCA
GCCTGCTGCC
TCACACAGAG
TTTAGTGCTT
GGGCCATCGC
AGTGGACTCT
TTATAAGGGA
TTTAACGCGA

AATGTGCGCG

ATAGAAGAAG
TTGGCACTTA
GACTTACTCT

CTCAAATATT
AGCTTGCTCA
GTACAAGGAG
AGGATTTTGC

TGTAAGGGAA
CCCTCTAGAC
CAGCAGGCAG
CCCCAGGCTC
TAGTCCCGCC
CGCCCCATGG
AGCTATTCCA
TGACATGATA

GCCCACGGTG
CGCGTTCGCC
GGTCACCGAG
GGTCGCGGAC

GGCGGTGTTC
GCAGCAACAG
GGCCACCGTC
CCCCGGAGTG

CCGCAACCTC
CGAAGGACCG
CCCGCAGCGC
AGCAATCACA
AGAGGAGGAA
CAAGGCAGCT
TCACTCCCAA

CCCTGATTGG
GTGCTACAAG
CACCAGCTTG
AGAGTGGAGG
GTACTTCAAG
AGGGAGGCGT
AGCTGCTTTT
CTGGCTAACT

CAAGTAGTGT
GTCAGTGTGG
CACTGCATTC

GGTATTAAAT
TGGCTCACAC
GAGTTCCAGA
TTTATTTTAT

ACTCTGATAC

AGAGGGAGGT
TTCGGTTCAG
GTCCCCAAGA
CAGGCAGAGC
CCGGCTTTCC
TACGGCACCT
CCTGATAGAC
TGTTCCAAAC
TTTTGCCGAT
ATTTTAACAA

GAACCCCTAT

AAGGTGGAGA
TCTGGGACGA
TGATTGTAAC
GGTGGAATCT
ATGCCACAGC
CTTGTAGAGC
TATAAGATGG
AGAATGAGAC
GACCCTGTGG
AAGTATGCAA
CCCAGCAGGC
CCTAACTCCG
CTGACTAATT
GAAGTAGTGA
GAAGCACTCT

CGCCTCGCCA
GACTACCCCG
CTGCAAGAAC
GACGGCGCCG

GCCGAGATCG
ATGGAAGGCC
GGCGTCTCGC
GAGGCGGCCG

CCCTTCTACG
CGCACCTGGT
CCGACCGAAA
AGTAGCAATA
GAGGTGGGTT
GTAGATCTTA
AGAAGACAAG
CAGAACTACA

CTAGTACCAG
TTACACCCTG
TTTGACAGCC
AACTGCTGAC
GGCCTGGGCG
TGCCTGTACT
AGGGAACCCA
GTGCCCGTCT
AAAATCTCTA
CAGCCTGGGC
ATATTTATAC

ATGCGCCCGG
CCAGCCTGAC
GTGTATTTTA
CACAAGAATC
TTTCACCAGC
TTCCAACACC
CATAAACACC
CGATTCACCA
CCGTCAAGCT
CGACCCCAAA
GGTTTTTCGC
TGGAACAACA
TTCGGCCTAT
AATATTAACG

TTGTTTATTT

GAGAGGCAGA
TCTGCGGAGC
GAGGATTGTG
CCTACAGTAT
CATAGCAGTA
TATTCGCCAC
GTGGCAAGTG

GAGCTGAGCC
AATGTGTGTC
AGCATGCATC
AGAAGTATGC
CCCATCCCGC
TTTTTTATTT
GGAGGCTTTT
ACTATATTCT
CCCGCGACGA
CCACGCGCCA
TCTTCCTCAC

CGGTGGCGGT
GCCCGCGCAT
TCCTGGCGCC
CCGACCACCA
AGCGCGCCGG
AGCGGCTCGG
GCATGACCCG
GGAGCGCACG
CAGCAGCTAA
TTCCAGTCAC
GCCACTTTTT
ATATCCTTGA
CACCAGGGCC
TTGAGCCAGA
TGAGCCTGCA
GCCTAGCATT
ATCGAGCTTG
GGACTGGGGA
GGGTCTCTCT
CTGCTTAAGC
GTTGTGACTC

GCACCCAGGA
AAGAAAACAA
ATGGAGGTCA

CCCTTTGGGA
CAACATGGAG
TTCACAGGTA

ATCAGCACAG
ACATGAGCAG
GCCTGCCTGG
CAAGACATAA
AGACGGGAAT
CTAAATCGGG
AAACTTGATT
CCTTTGACGT
CTCAACCCTA
TGGTTAAAAA
TTTACAATTT
TTCTAAATAC

GACAGATCCA
CTGTGCCTCT
GAACTTCTGG
TGGAGTCAGG
GCTGAGGGGA
ATACCTAGAA
GTCAAAAAGT
AGCAGCAGAT
AGTTAGGGTG
TCAATTAGTC
AAAGCATGCA
CCCTAACTCC
ATGCAGAGGC
TTGGAGGCCT
CAATAGGTAG
CGTCCCCCGG
CACCGTCGAC
GCGCGTCGGG
CTGGACCACG
GGCCGAGTTG
GCACCGGCCC
GGGCAAGGGT
GGTGCCCGCC
CTTCACCGTC
CAAGCCCGGT
ACCCATCGCT

CAATGCTGCT
ACCTCAGGTA

AAAAGAAAAG
TCTGTGGATC
AGGGGTCAGA
TAAGGTAGAA
TGGAATGGAT

TCATCACGTG
CTACAAGGGA
GTGGCGAGCC
GGTTAGACCA
CTCAATAAAG
TGGTAACTAG
GGTAGAGGTT
GACTGTTTAA

TAAAAATATA
GGCCGAGGCA
AAACCCCTTC
TTTCTGGAAA

AGGAAGACTT
TCAGTTCTGC
AGAGAGGTCA
ACACCCAACA
TAGGATAGAG
GGCTCCCTTT
AGGGTGATGG
TGGAGTCCAC
TCTCGGTCTA
ATGAGCTGAT
CAGGTGGCAC

ATTCAAATAT

TTCGATTAGT
TCAGCTACCA
GACGCAGGGG
AACTAAAGAA
CAGATAGGGT
GAATAAGACA
AGTGTGATTG
GGGGTGGGAG
TGGAAAGTCC
AGCAACCAGG
TCTCAATTAG
GCCCAGTTCC
CGAGGCCGCC
AGGCTTTTGC
CTTACCATGA
GCCGTACGCA
CCGGACCGCC
CTCGACATCG
CCGGAGAGCG
AGCGGTTCCC
AAGGAGCCCG
CTGGGCAGCG
TTCCTGGAGA
ACCGCCGACG
GCCTGACGCC
CGAGACCTAG
TGTGCCTGGC
CCTTTAAGAC
GGGGGACTGG
TACCACACAC
TATCCACTGA
GAGGCCAATA
GACCCTGAGA
GCCCGAGAGC
CTTTCCGCTG
CTCAGATGCT
GATCTGAGCC
CTTGCCTTGA

AGATCCCTCA
GCAGTGAGCC
AATAATAATA

TATATTTGGG
GGTGGATCAC
TCTGTGTATT
ACTGAAACTG
CTGTGATCAA
CGCAGACTCG
GACCACAGGG
GGTCCACCCC
AAAGAGTAAG
AGGGTTCCGA
TTCACGTAGT
GTTCTTTAAT
TTCTTTTGAT
TTAACAAAAA
TTTTCGGGGA
GTATCCGCTC
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98.41
99.01
99.61

100.21
10081
101.41
102.01
10261
103.21
103.81
10441
10501
10561
10621
10681
10741
10801
10861
10921
10981
11041
11101
11161
11221
11281
11341
11401
11461
11521

ATGAGACAAT
CAACATTTCC
CACCCAGAAA
TACATCGAAC
TTTCCAATGA
GCCGGGCAAG
TCACCAGTCA
GCCATAAGCA
AAGGAGCTAA
GAACCGGAGC
ATGGCAACAA

CAATTAATAG
CCGGCTGGCT
ATTGCAGCAC
AGTCAGGCAA
AAGCATTGGT
CATTTTTAAT

CCTTAACGTG
TCTTGAGATC
CCAGCGGTGG
TTCAGCAGAG

TTCAAGAACT
GCTGCCAGTG
AAGGCGCAGC
ACCTACACCG
GGGAGAAAGG
GAGCTTCCAG
CTTGAGCGTC
AACGCGGCCT

AACCCTGATA

GTGTCGCCCT
CGCTGGTGAA
TGGATCTCAA

TGAGCACTTT
AGCAACTCGG
CAGAAAAGCA
TGAGTGATAA
CCGCTTTTTT
TGAATGAAGC
CGTTGCGCAA

ACTGGATGGA
GGTTTATTGC
TGGGGCCAGA
CTATGGATGA
AACTGTCAGA

TTAAAAGGAT
AGTTTTCGTT

CTTTTTTTCT
TTTGTTTGCC
CGCAGATACC
CTGTAGCACC

GCGATAAGTC
GGTCGGGCTG
AACTGAGATA
CGGACAGGTA

GGGGGAACGC
GATTTTTGTG

TTTTACGGTT

AATGCTTCAA
TATTCCCTTT
AGTAAAAGAT

CAGCGGTAAG
TAAAGTTCTG
TCGCCGCATA
TCTTACGGAT
CACTGCGGCC
TCACAACATG

CATACCAAAC
ACTATTAACT

GGCGGATAAA
TGATAAATCT
TGGTAAGCCC
ACGAAATAGA
CCAAGTTTAC
CTAGGTGAAG
CCACTGAGCG
GCGCGTAATC
GGATCAAGAG

AAATACTGTC
GCCTACATAC
GTGTCTTACC
AACGGGGGGT
CCTACAGCGT

TCCGGTAAGC
CTGGTATCTT

ATGCTCGTCA
CCTGGCCTTT

TAATATTGAA
TTTGCGGCAT
GCTGAAGATC
ATCCTTGAGA
CTATGTGGCG
CACTATTCTC
GGCATGACAG
AACTTACTTC
GGGGATCATG
GACGAGCGTG
GGCGAACTAC
GTTGCAGGAC
GGAGCCGGTG
TCCCGTATCG
CAGATCGCTG

TCATATATAC
ATCCTTTTTG
TCAGACCCCG

TGCTGCTTGC
CTACCAACTC
CTTCTAGTGT
CTCGCTCTGC

GGGTTGGACT
TCGTGCACAC
GAGCATTGAG
GGCAGGGTCG

TATAGTCCTG
GGGGGGCCGA
TGCTGGCCTT

AAAGGAAGAG
TTTGCCTTCC
AGTTGGGTGC

GTTTTCGCCC
CGGTATTATC
AGAATGACTT
TAAGAGAATT
TGACAACGAT
TAACTCGCCT
ACACCACGAT
TTACTCTAGC
CACTTCTGCG
AGCGTGGGTC
TAGTTATCTA
AGATAGGTGC
TTTAGATTGA
ATAATCTCAT
TAGAAAAGAT
AAACAAAAAA
TTTTTCCGAA
AGCCGTAGTT
TAATCCTGTT
CAAGACGATA

AGCCCAGCTT
AAAGCGCCAC
GAACAGGAGA
TCGGGTTTCG
GCCTATGGAA
TTGCTCACAT

TATGAGTATT
TGTTTTTGCT
ACGAGTGGGT

CGAAGAACGT
CCGTATTGAC
GGTTGAGTAC
ATGCAGTGCT
CGGAGGACCG
TGATCGTTGG
GCCTGTAGCA
TTCCCGGCAA

CTCGGCCCTT
TCGCGGTATC
CACGACGGGC
CTCACTGATT
TTTAAAACTT
GACCAAAATC
CAAAGGATCT
ACCACCGCTA
GGTAACTGGC
AGGCCACCAC
ACCAGTGGCT

GTTACCGGAT
GGAGCGAACG
GCTTCCCGAA
GCGCACGAGG
CCACCTCTGA
AAACGCCAGC
GT
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B. Local nucleotide and of mutants

left flanking insertion right flanking
nucleotide nucleotide sequence peptide sequence

83



84



85



86



87



88



89



90



-L * --

91



92



v \! º

-- -

*.

Sº tº
93



94



95



96



97



----

----

98



99



100



101



Appendix C. Oligonucleotides used for genetic footprinting.

Oligo Name Sequence Im (C)

HIV1 5'-ACATGTAGCCCCAGTTCTACTTACACC 80

HIV37 5'-TGGAAGGGCTAATTCACTCCCAAAG 74

HIV251 5'-GAGCCTGCATGGAATGGATG 62

HIV27Or 5'-CATCCATTCCATGCAGGCTC 62

HIV361 5'-ACTGCTGACATCGAGCTTGC 62

HIV40Or 5'-CCAGCGGAAAGTCCCTTGATGC 66

HIV492r 5'-CCCAGTACAGGCAAAAAGCAGC 65

HIV493 5'-TCTCTCTGGTTAGACCAGATCTG 63

HIV501 5'-GTTAGACCAGATCTGAGCCTGGG 66

HIV521 5'-GGGAGCTCTCTGGCTAACTAGGG 68

HIV591 r 5'-TGAAGCACTCCCTCAAGGCAAGC 66

HIV592 5'-AGTAGTGTGTGCCCGTCTGTTG 65

HIV644r 5'-GGGTCTGAGGGATCTCTAGTTACC 74

HIV672r 5'-TGCTAGAGATTTTCCACACTGAC 66

HIV751 5'-GCGCACGGCAAGAGGCGAGG 71

HIV77Or 5'-CCTCGCCTCTTGCCGTGCGC 71

HIV905r 5'-CTTTCCCCCTGGCCTTAACCG 68

HIV1027 5'-CCCTTCAGACAGGATCAGAAGAAC 65

HIV1224 5'-CCTATAGTCCAGAACCTCCAG 64

HIV1244r 5'-CTGGAGGTTCTGGACTATAGG 64

HIV1539 5'-GGAACTACTAGTACCCTTCAGG 66

HIV1573r 5'-CATCCTATTTGTTCCTGAAGGG 64
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Appendix D.

Documentation for software developed for genetic footprinting

Help for Louise and Marc's
Footprinting Utilities

s: i º
* -, -----e.F;
---, - …

-

º

Overview

Scanning a Gel

Matlab Quantitation Utility

Matlab Normalization Utility

Methods

Top

Overview

The Footprinting Utilities are a set of tools to gather, manipulate, and present quantitative
data from scanned gels using Excel and Matlab. From a set of footprinting gels and the
sequence of the mutagenized DNA, you will be able to quantitatively assess band
intensities, normalize data gathered from different gels, consolidate data from many
spreadsheets into a single spreadsheet, and color code this data.

Top

—Scanning a Gel

103



Your gel must be scanned:

e at 300 DPI.

• without auto levelling (contrast and brightness at 50%, or 125), and no
enhancement (e.g. use DeskScan's "Black and White Photo," NOT "Sharp Black
and White Picture").

• in 256 gray scale.

Save the gel image as a TIFF file. Include no more than 8 characters in the filename and
make sure that the file has a "...tif" extension.

The gel should be scanned vertically. Matlab takes care of rotating the image to better fit
the screen. Since gels are often larger than the window of the scanner, for better image
quality, a weight should be put on top of the scanner's lid to properly push the gel against
the glass. It is a good idea to crop the gel image as much as possible, as it will speed up
the program. In cases where you have extremely large gel images, it may be worth
saving half of the gel (i.e. the top half) in one file and the other half (i.e. the bottom half)
in another file in the interest of speed. Using a gel image that is twice as big may slow
down the program much more than two-fold.

Top

Excel Utilities

|rºw 2 = z = Blºº & Esºf,
=Tools: The Excel utilities enable you to:

- Create Excel sheets to hold your data.
- Start the Matlab Quantitation Utility.
- Correct mistakes in band assignments from previous Matlab Quantitation Utility

sessions.
- Consolidate data from many spreadsheets into a single spreadsheet.
- Color-code numerical data in Excel spreadsheets.
- Format data for the Normalization Utility.

=Excel Sheets: A Footprinting spreadsheet is composed of 2 sheets. Sheet 1 is the
summary sheet. It displays the sequence of the target gene vertically. The position of
each nucleotide is indicated in the column to the left of the target gene sequence. To the
right of each nucleotide in the target sequence is written the structure of a mutant at that
position, both in nucleotide form and in peptide form. Sheet 2 is the data sheet. It
contains only the position numbers and target sequence until Matlab sends more data. Do
not rename the sheets since Matlab sends the data to Sheet 2. Footprinting spreadsheets
can be generated, saved, and reopened at a later time to add data using Matlab. Data can
be entered to the same spreadsheet over several sessions. Simply open the appropriate
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spreadsheet before starting the Matlab Quantitation Utility at the beginning of each
session and save your data at the end of each session. A Footprinting spreadsheet must
be open before using the Matlab Quantitation Utility.

º
- Help: Launch a HTML browser with this help file.

- Make Footprinting Sheets: To create a Footprinting spreadsheet, first open a
blank Excel Workbook, then click on the icon. It will take you through the entire process
using several prompts. You may choose to start the Matlab Quantitation Utility directly
after creating this spreadsheet in order to select bands on a gel image.

- Select Peptide Reading Frame: This icon allows you to change the
translation frame for the peptides displayed on the summary sheet.

-
E. Make Data Sheet: This icon allows you to create only the second sheet (the

data sheet) in case you don't want the summary sheet. You can enter data using Matlab
Utilities in this data sheet.

- # Start the Matlab Quantitation Utility: This icon starts Matlab Quantitation
Utility. You will be using the Matlab Quantitation Utility to select the bands you want to
quantitate and to send the resulting data to the data sheet. Each time you click on this
icon, you will start a new Matlab session. It is a good idea to have only one Matlab
session open at a given time, so close the current session before opening a new one.
Matlab Quantitation Utility are explained more fully below. The Matlab Quantitation
Utility can be started directly from Matlab by typing "foot" in the Matlab Command
Window.

- Change Number: If you want to change the number of a band after it has been
entered by Matlab, open the appropriate data sheet, select the cell with the nucleotide
number you want to change from and click on this icon. You will be asked to enter the
nucleotide number to which you want the data to move. This operation will move the
data on the Excel data sheet from the old nucleotide position to the new position, as well
as change the label of the band on the gel image.

- Regroup Data: This icon allows you to import data from many spreadsheets
into one spreadsheet. Open the destination spreadsheet (a new, blank sheet) and click on
the icon. You will be asked to select a source file (Excel spreadsheet). The rows holding
data will be imported into the destination spreadsheet. If you want to import data from
several source files, do not click anywhere except on this icon to repeat the operation.
This tool will only work with unmodified data sheets generated by Matlab Quantitation
Utility as the source files.

- Paste Column: This icon allows you to import columns from many
spreadsheets into one spreadsheet. For example, a given nucleic acid sample (called
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George) would typically be analyzed using several different primer pairs. The data for
George would therefore end up on several data sheets. If you made sure that the data for
George was always entered in a specific column (e.g. column B), you could use this tool
to consolidate all of the data for George into a single spreadsheet. Open the destination
spreadsheet and click anywhere in the column into which you wish to import data. Any
data in this column will be erased. You will be asked which column number you wish to
copy. In Excel, column headings are letters, so you must convert the letter of the desired
column into a number (e.g. A=1, B=2, C=3,...). Next, you will be asked how many
columns you wish to skip between pastes. If you wish to paste data into consecutive
columns, enter "0" here. Finally, select the spreadsheet from which you wish to copy a
column of data. You can select several source spreadsheets in succession. The same
column number will be accessed for each spreadsheet. When you have finished, click the
'Cancel' button. This tool will work using any type of Excel spreadsheet as the source
file.

º

s:= * Color Code Numerical Data: This icon color codes cell values on a 56-shade
grayscale. White is assigned to the number 1 and black is assigned to the numbers 100
and higher. You may scale your data as you wish to fit this scale. Highlight the cells
holding the data you wish to color code and click on the icon. Unfortunately, due to a
Microsoft bug, using this tool will change the entire color scheme of the current
spreadsheet!

- § Formating for the Normalization Utility: To use the Matlab Normalization
Utility, you must get your data into the proper format. Paste the values for your data into
the upper left-hand corner of a blank Excel worksheet (to paste only values and not
formulae, use Edit Paste Special... I "as Text"). Eliminate any non-data information (e.g.
data labels, nucleotide position numbers, column headings) -- the normalization program
will try to normalize anything you give it. Your data should be organized such that a
given column contains data from a single gel and a given row contains data for a given
nucleotide position. Highlight the region of the spreadsheet where you have data. Hit the
"NaN" function icon. NaN ("Not a Number") will appear in all the blank cells in the area
where you have your data. Save your worksheet as "Text -- Tab-delimited." A "...txt"
extension should automatically appear on your file. This specific extension is required by
the Matlab Normalization Utility. Put the files you want to normalize into a dedicated
folder. Do not put extraneous files into this folder -- the normalization utility will try to
normalize them. You will not mess up your files, but the utility will crash.

- £3. Start the Matlab Normalization Utility: This icon starts the Matlab
Normalization Utility. The Matlab Normalization Utility can be started directly from
Matlab by typing "normalize" in the Matlab Command Window.

Top

The Matlab Quantitation Utility
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Number of Bands per Set
Main Dialog Screen
Figure Menu

Create or open the appropriate spreadsheet in Excel and click on this icon

Number of Bands per Set
Enter the number of bands that you wish quantitate per nucleotide position, or hit Cancel
to simply view the gel (the Zoom will then automatically be turned on).

- Main Dialog Screen

select an option. | TI- Place Box: Enter the nucleotide position number in
the edit box. Then press 'Return', or click 'Place Box'. The
pointer becomes a long crosshair, indicating that you can
elect the first box of a set. Click on the band you are

interested in. Two boxes and a number will appear:

The first box around the band will remain; it indicates
|the area where data is taken.

The second box shows the area used to determine the
ackground and will disappear.

A number will temporarily appear; this number is the
value of the data read (with background subtracted). It

|will disappear when you select the next band.

At this point you may decide to keep this data by
selecting the next band, or delete it (giving you a chance to re-select it) by pressing
'Enter'.

When you reach the last band at a given position, you will receive a "last band" prompt.
You can either keep the data by clicking anywhere on the figure, or delete it and re-select
it by pressing 'Enter'.

Every time you hit the 'Enter' key, you will delete the data from one band, starting from
the most recent band selected and proceeding backwards in time. However, you can only
delete data at the nucleotide position where you are placing bands. Once you make the
final click after the "last band" prompt, you cannot go back and delete data for that
position using the 'Enter' key. You can always "Quit" without saving and start all over
again.

= Zoom: When the zoom is enabled, the cursor icon changes and you can Left-click
to zoom in, Right-click to zoom out, or drag a box around the area you want to zoom.
When you have zoomed to the level of magnification you want to work with, press
'Enter'.

= Area: You probably won't be using this tool. It calculates the volume that lies
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between the plane defined by the background and the surface defined by the band. At
any given point, the elevation is the intensity.

==All Done: Hit this button when you are finished entering data for your gel. It will
then send the data to the Excel spreadsheet (the correct spreadsheet should already be
open). It will then save the gel file with the boxes and position numbers. You will be
prompted for the title of each column (if no titles are desired, or the titles are already in
the spreadsheet, just hit 'Cancel'). Make sure to save the Excel spreadsheet with your
new data before closing it.

=Help: This will start a Web Browser if one is not already running and display this
document.

==Color: Click here to set the color you wish for the boxes and the text on the gel.
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mº Quit: By clicking this button, you will exit the program, without saving anything.
An "Are you sure?" is there in case you didn't really mean to quit without saving.

- Figure Menu

= Print: Click here to print the current gel image, including boxed and labelled bands.
To resume or finish your quantitation session, find the "Select an option" button on the
taskbar at the bottom of your screen and click on it to reactivate the Main Dialog Screen.

m Colormap: Click here to open another window displaying the current gel image next
to a colorbar showing the color scheme used to pseudocolor the gel image. To resume or
finish your quantitation session, close this colorbar window, find the "Select an option"
button on the taskbar at the bottom of your screen, and click on it to reactivate the Main
Dialog Screen.

Top

The Matlab Normalization Utility

This tool allows you to merge data for the same nucleic acid sample between different
gels or different exposures of the same gel.

First, make sure your data is in the proper format and in a dedicated folder, as described
in the section on Formating for the Normalization Utility. Then start the Matlab
Normalization Utility. You will be asked to select any file in the dedicated folder. The
Normalization Utility will proceed to normalize every file in that folder. The program
will run for a while, perhaps a long while if you are comparing many gels (we have
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normalized up to sixty gels in one.txt file). When the program is finished, a series of
graphs will pop up on the screen. The top graph displays the data before normalization,
the middle graph displays the data after one round of normalization, and the bottom graph
displays the data after the second round of normalization. The highlighted blue curves,
one per graph, represents the calculated average of the curves in that graph. Your real
results will consist of a series of normalization factors, and are saved in "...res" files which
will appear in the dedicated folder. To get your normalized data, you multiply the
original values (i.e. the values you read off of the gel image) for a given gel by the
normalization factor for that gel. The Matlab Normalization Utility can be started
directly from Matlab by typing "normalize" in the Matlab Command Window.

Top

Methods
-

Methods for the Matlab Quantitation Utility
Methods for the Matlab Normalization Utility

Methods for the Matlab Quantitation Utility

-Pseudocolors: The scanned gel is a large 2-dimensional matrix, where each element
of the matrix represents a pixel location and holds a number between 1 and 256
indicating the intensity of the gray. For pseudocolor, the image (= matrix) is searched for
the biggest of the 10 smallest values of gray and the smallest of the 10 biggest values of
gray. This gives us a good low and high boundaries for the gray present in the image.
Then, a custom-made colormap (= set of 256 different colors) is stretched to fit exactly
between the two boundaries. The use of this tailored pseudocoloring scheme helps when
selecting bands on the gel. To see the colormap of a given gel, start the Matlab Utility
and at the "Number of Bands per Set" prompt hit "Cancel'. The menu should then have a
'ColorMap' option. Values that are outside the dynamic range of the film are colored
bright red to indicate Saturation.

m Data Values:

For each band, an area around the band (60 X 10 pixels) is considered. In this area, the
darkest 50 pixels are averaged to give the raw reading. The background value (see below)
is then subtracted to give the data. It is a number between 1 (light) and 256 (dark). This
value is temporarily displayed on the gel as the user selects bands.

=Background Subtraction:
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--~~~ --~~~~
For background subtraction, a longer and narrower area than the one used for collecting
the data is considered (30 X 160 pixels). This area is divided into 16 vertical strips (30 X
10 pixels). For each strip, the darkest 50 pixels are averaged. The lowest of these 16
averages is considered the value of the background. The background value is subtracted
from the value read in the Data Area (above).

- Methods for the Matlab Normalization Utility

You may wish to merge data for the same nucleic acid sample between different gels or
different exposures of the same gel. As you might expect, the normalization algorithm
works better if you have more positions in common between gels. The goal of the
algorithm is to minimize the weighted sum of the coefficients of variation for each
position. First, the Normalization Utility pre-processes the data in three ways:

- It eliminates values that exceed the "maxgrey" value. Values that are beyond the
dynamic range of the film are meaningless.

- It eliminates nucleotide positions that contain only one value.
- It eliminates gels that contain only one value.

Next, the average value at each nucleotide position is calculated. These average values
(the Starting Averages for round 1) are kept throughout the first round of normalization.
At a given nucleotide position, a weighted coefficient of variation is calculated using the
values for the data points as well as the Starting Average. The Starting Average is
assigned a weight that is equal to the total number of data points at this position. For
example, suppose you have three data points (x1, x2, x3) at position 637, with a Starting
Average of AV. x1, x2, and x3 are each given a weight of 1, while AV is given a weight
of 3. A weighted sum of the weighted coefficients of variation is taken. The weighted
coeffient of variation at a given position is assigned a weight according to the number of
data points (not including the synthetic "average value" data points) present at that
position. A position with two data points is given a weight of 2, a position with three
data points is given a weight of 3, and so on. The Normalization Utility tries by iteration
to minimize this weighted sum by adjusting each gel. The adjustment is achieved by
multiplying the data from each gel by a factor (a different factor for each gel, but the
same factor for all data points within a gel). We stop the iteration process when the
variation in the weighted sum is less than the "precision" value or after a defined number
("iteration") of iterations has been performed.

A new set of average values is calculated using the normalization factors from the first
round of normalization. These average values (the Starting Averages for round 2) are
kept throughout the second round of normalization. The second round of normalization
is carried out exactly like the first round.

Your results will consist of a series of normalization factors, one for each gel (note that if
a gel was eliminated during pre-processing, it will not receive a normalization factor). To
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get your normalized data, you multiply the original values (i.e. the values you read off of
the gel image) for a given gel by the normalization factor for that gel.

The default values for "maxgrey", "precision", and "iteration" are 110, 0.001, and
10000, respectively. You can modify these values. For example, type "maxgrey = 120"
in the Matlab Command Window to set "maxgrey" to 120. Your modifications will not
be saved between Matlab sessions. To verify the current values for these properties, type
"maxgrey", "precision", or "iteration" in the Matlab Command Window (case-sensitive).
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Appendix E.
Code for software developed for genetic footprinting

CODE FOR MATLAB FOORPRINTING UTILITIES

FILE FOOT. M.

function Foot
%

* Utility for gathering data on scanned gels for foot printing.
%

% Initialize
global Dir

try
cq (Dir. Gel■ )ir)

catch
h = msgbox ('The Default Gel Directory path is wrong. Edit

''Startup.m ' ' to correct the path. ');
drawnow
wait for (h)

end
clear S

global S
S. Data = [ ] ;
S. Image = [ ] ;
O = NaN;
ZoomPointer

;

o

::3.
% Open Gel

Get a file%
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[ImFile, ImPath] =
if max (ImFile == 0)

return

end
warning off
ImFile = [ImPath, ImFile] ;
im = imread (ImFile, 'tiff');
warning on
% Put it horizontal and show it
S. Image = rot 90 (im);
imshow (S. Image)

uigetfile ( ' ". . tif');

S. Figh = gc f;
S. Axeh = gca;

SetBestColorMap

% Add print to menu, and add setup for pretty printing
set (S. Figh, 'NumberTitle', 'off')
set (S. Figh, 'Name", ImFile)
set (S. Figh, 'Color", [1 1 1 ),

'PaperOrientation', 'Landscape')
set (S. Figh, 'PaperUnits '', 'inches');
Paper Size = get (S. Figh, 'PaperSize');
Paper Pos= [ 0.3 0.3 (PaperSize (1) – .3) (PaperSize (2) -0.3) ) ;
set (S. Figh, 'Paper Position', Paper Pos);
h1 = uimenu ('Parent ' , S. Figh,

'Callback', 'printdl.g',
'Label ', ' & Print',
'Tag', 'MnPrint");

h1 = uimenu ("Parent', S. Figh,
'Callback', 'Colors',
'Label', ' &ColorMap ',
'Tag', 'MnColors');

% Try to load previous lines if needed
[LineFile, rem] = strtok (ImFile, " . ");
LineFile = strcat (LineFile, '... fig');
EvalStr = ['hgload ( ' ' ', LineFile, ' ' ' ) ; ' ) ;
eval (EvalStr, ' ' ) ;

% Get general info about gel
figure (S. Figh)
drawnow
% Play sound
try

[a, b, c] = wavread ('Utopia Windows Start. wav');
playsnd (a, b, c) ;

catch
end

List = { '2' , '3', '4', '5' , '6', '7', '8', '9", . . .
' 10", . 11', ' 12", '13', '14", '15', '16" , "17', '18", "19", . . .
' 20", "21", "22", "23 '', '24 ', '25', '26", '27', '28", '29", . . .

30 , 31', '32", "33", 34 , ' 35", 36', ' 37", 38', '39 '', '40' };
[NumCol, v) = listdlg ('PromptString', 'How many lines per set?', . . .

'SelectionMode', 'single ' , . . .
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'ListString', List);
S. NumCol = Numcol +1;
if v == 0

set (S. Figh, 'Pointer', 'custom', 'PointerShapeCData', ZoomPointer,
'PointerShapeHotSpot', [6 6].)

z OOm

return
end

i = 0;
while (1)

drawnow
S. Ret = 'PBQuit';
DlgH = FgWhatNext;
CenterFigure (S. Figh, DlgH) ;
wait for (DlgH)
if S. Ret == 'PBDone'

% Get out
break

elseif S. Ret == 'PBQuit'
% Make sure and quit
ButtonName=questdl.g. ('Do you really want to quit WITHOUT saving

?', 'Are you nuts?",
'Quit', 'No', 'No');

if stromp (ButtonName, 'Quit')
set (S. Figh, 'Pointer', 'arrow')
return

end
elseif S. Ret == 'PBColo'

TheColor = uisetcolor;
if size (TheColor, 2) ==

Child = get (gca, 'Children');
for i = 1 : size (Child) –1

set (Child (i), 'Color', TheColor)
end

end
elseif S. Ret == 'PBArea'

GetArea

elseif S. Ret == 'PBHelp"
% show help
set (S. Figh, 'Pointer', 'watch')
try

web (Dir. Help Page)
catch

h = msgbox ('The Help Page path is wrong. Edit ' 'Startup.m.' '
to correct the path. ' ) ;

drawnow
wait for (h)

end

set (S. Figh, ' Pointer', 'arrow')
elseif S. Ret == 'PBZoom'

% Zoom

set (S. Figh, 'Name', [ImFile, ' – Zoom' ])
set (S. Figh, ' Pointer', 'custom', 'PointerShapeCData',

ZoomPointer, 'PointerShapeHotSpot', [6 6] )
ZOOm Orl

Key = 0;
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while Key ==
Key = wait forbuttonpress;

end
zoom off

set (S. Figh, ' Pointer', 'arrow')
set (S. Figh, 'Name', ImFile)

elseif S. Ret == 'EdNumb"
% Do it !
i = i+1;
iMax = i ;
S. Data (i). Place = str2num (S. EdNumber);
set (S. Figh, 'Name', [ImFile, ' – ' , S. EdNumber) )

j = 1;
Last Action = "Put ';
while j <= S. NumCol 4-1

[x, y] = ginput (1);
if is empty (x)

if (j > 1)
if (j == S. NumCol--1)

% Remove 2 boxes and text
NumChildren = 10;

elseif (LastAction ~= 'Rmv')
% Remove 2 boxes
Numchildren = 9;

else
% Remove 1 box
Numchildren = 4;

end
% Last was an error, erase (Enter was hit)
Children = get (S. Axeh, 'children');
delete (Children (1 : NumChildren))
Last Action = 'Rmv';
j = j -1;

else
S. Data (i) = [ ] ;
i = i -1;
break

end
else

if (j -= S. NumCol--1)
if (j -= 1)

% Remove line across from previous
if (Last Action ~= 'Rmv')

Children = get (S. Axeh, 'children');
delete (Children (1:5))

end
end
LastAction = "Put ';
if (j == S. NumCol.)

text (x+2, y–30, S. EdNumber,
'Color', 'w',
'Rotation', 90,
'FontWeight', 'bold');

end
% Start getting data
x = round (x) ;
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y = round (y) ;
S. Data (i) . BoxVal (j) = BoxTopAverage (S. Image, x, y);
text (x+10, y, num2 str (S. Data (i) . BoxVal (j)),

'Color', 'w', . . .
'FontWeight', 'bold');

if (S. Data (i) . BoxVal (j) < 0.0)
h = msgbox ('Value < 0 ! ! ! ');
drawnow
wait for (h)
drawnow

S. Data (i) . BoxVal (j) = 0;
end

else

% Remove line across from previous
Children = get (S. Axeh, 'children');
delete (Children (1:5))

end
j = j+1;
% Tell that this was the last one to give a chance to

delete it
if j == S. NumCol--1

h = msgbox ('Last one. ', ' ', 'custom', S. Image, S. ColorMap) ;
drawnow

pause (1)
try

delete (h)
catch
end
drawnow

end
end

end
end
[SFile, rem] = strtok (ImFile, '.');
SFile = stroat (SFile, '... mat'');
save (SFile, 'S')

end

% Save the picture under bitmap format with colormap
% [BImpFile, rem] = strtok (ImFile, '.');
%BmpFile = strcat (BmpFile, '... bmp ');
%imwrite (S. Image, S. ColorMap, BmpFile, 'bmp ' )

if ~ is empty (S. Data)
%Check that spreadsheet is open
try

Channel = d.deinit ('excel', 'book1. xls: Sheet 2');
DNAStart = d.dered (Channel, ' r3 c1: r3 C1');
ddeterm (Channel);

catch
msg. = sprintf("Your Excel Spreadsheet doesn''t seem to be open.

\nopen it FIRST and THEN press OK. ');
h = msgbox (msg, 'Error', 'Error');
drawnow
wait for (h)

end
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% Save the S structure
[SFile, rem] = strtok (ImFile, " . ");
SFile = strcat (SFile, '... mat'');
save (SFile, 'S' )

% Save the lines
Childh = get (S. Axeh, 'Children');
Lines H = Childh (1 : size (Child.H., 1) – 1);
hgsave (Lines H, LineFile) ;

% Send it to excel
% Get the right page in Excel
Channel = d.deinit ('excel', 'book1. xls : Sheet2');
DNAStart = ddered (Channel, ' r3 c1: r3 c1');
ddeterm (Channel) ;
% Put file name at top of spreadsheet
Channel = doleinit ('excel', 'book1. xls: Sheet2');
ddepoke (Channel, 'r1.c4 : r1.c4 ' , ImFile) ;
ddeterm (Channel) ;

% Send the data, first
for i = 1 : iMax

disp (S. Data (i). Place)
for j = 1 : S. Numcol

Row = num2str (S. Data (i). Place – DNAStart + 3);
Col = num2str (2 + (4 * (j-1)) + 2);
Col Plus 1 = num2str (2 + (4 * (j-1)) + 2 + 1);
CellStr = ['r', Row, 'C', Col, ' : r", Row, 'c', Col J ;
Channel = d.deinit ('excel', 'book1.xls : Sheet2');
ddepoke (Channel, CellStr, S. Data (i). BoxVal (j));
ddeterm (Channel) ;

end
end

% Then format Spread sheet colunm
for i = 1 : S. NumCol

Trmp = inputdl.g. ( [ 'Enter the title for column ", num2str (i), ' on
the Excel Spreadsheet' ] , . . .

'Cool Title', 1);
if is empty (Tmp)

Tmp = • , ;
elseif is empty (Timp (1, ; })

Tmp = ' ' ;
else

Tmp = Tmp {1, ; };
end
Channel = doleinit ('excel', 'book1. xls: Sheet2');
ddepoke (Channel, ' r1c1: r1c1 ' , i.);
ddeterm (Channel);
Channel = d.deinit ('excel', 'book1. xls : Sheet2');
ddepoke (Channel, ' r1 c2 . r1 c2 '', Tmp);
ddeterm (Channel);
Channel = doleinit ('excel', 'book1. xls : Sheet2');
ddeexec (Channel, "[run ( " '' Foot Printing. xls ' ' | FormatCelCol") ) ');
ddeterm (Channel) ;

end
end

warring off
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[im, map) = imread ( ' face. tif');
warning on
msgbox ( 'All done ', 'Clara dit: ', 'custom', im, map)
set (S. Figh, 'Name", ImFile)

FILE STARTUP. M

iptset pref ( ' ImshowBorder', 'tight')
iptset pref ( ' ImshowTruesize ', 'manual ')
set (0, 'Default FigureMenubar', 'none')
set (0, 'Default Figure Position', [2, 70, 1022, 657])
set (0, 'Default FigureInvertHardCopy', 'on')
global S
global Dir

% Edit following if you change the directories
Dir. Gell)ir = 'd : \data' ;
Dir. Help Page = 'd : \foot printing \help \ foothelp.htm';
Dir. Code Dir = 'd : \foot printing \code matlab';

try
cq (Dir. Code.Dir);

catch
h = msgbox ('The Footprinting Code path is wrong. Edit ''Startup.m.' '

to correct the path. ');
drawnow
wait for (h)

end

disp ( ' ' )
disp ( ' Type ''Foot ' ' to start the Footprinting utility. ');
disp ( ' ' )

Setup $ for gel curve fitting

FILE SETUP. M.

global V
global sv
global Curves
global Points

precision = 1 . e-3;
iteration = 10000;
maxgrey = 110 ;
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FILE FCWHATNEXT. M

function fig = FGWhatNext ()
% This is the machine-generated representation of a Handle Graphics
object
% and its children. Note that handle values may change when these
objects

are re-created. This may cause problems with any callbacks written to
depend on the value of the handle at the time the object was saved.i To reopen this object, just type the name of the M-file at the MATLAB
prompt. The M-file and its associated MAT-file must be on your path.

load FgWhatNext

h() = figure ( ' Color', [ 0.8 0.8 0.8),
'Colormap', mat 0,
'Menu Bar', 'none ',
'Name', 'Select an option: ' ,
'NumberTitle ', 'off',
'PointerShapeCData ', mat1,

-

"Position', [503 205 195 2.54 ) ,
'Tag', 'Fig1');

h1 = uicontrol ('Parent ' , h0,
'Units '', 'points',
'BackgroundColor', [1 1 1 },
'Callback', 'FGWhatNextGUI EdNumber',
'Horizontal Alignment', 'left ',
'ListboxTop ' , 0,

-

Position', [75 153.75 63.75 18.75 ),
'Style', 'edit ',
'Tag', 'EdNumber');

h1 = uicontrol ('Parent ' , h0,
'Units '', 'points',

-

'Callback', 'FGWhatNextGUI PBNumber',
'ListboxTop', 0, . . .
"Position', [7. 5 153. 75 63.75 18.75 ) ,
'String', 'Place Box: ' ,
'Tag', 'PBNumber');

h1 = uicontrol ( ' Parent ' , h0,
'Units '', 'points',
'Callback', 'FGWhatNextGUI PBZoom',
'ListboxTop ' , 0, . . .
"Position', [41. 25 131.25 63.75 18.75) ,
'String', 'Zoom',
'Tag', 'PBZoom');

h1 = uicontrol ('Parent ' , h0,
'Units', 'points',
'Callback', 'F9'WhatNextGUI PBDone",
'ListboxTop ' , 0,

-

"Position', [41.25 86.25 63.75 18.75 ) ,
'String', 'All Done",
'Tag', 'PBDone');

h1 = uicontrol ('Parent ' , h0,
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'Units '', 'points',
'Callback', 'F9'WhatNextGUI PBQuit',
'ListboxTop ' , 0,

-

'Position', [41.25 7.5 63.75 18.75 ),
'String', 'Quit',
'Tag', 'PBQuit");

h1 = uicontrol ('Parent ' , h0,
'Units '', 'points' , . . .
'Callback', 'FGWhat NextGUI PBHelp',
'ListboxTop ' , 0,

-

'Position', [41.25 52.5 63.75 18.75 ) ,
'String', 'Help',
'Tag', 'PBHelp');

h1 = uicontrol ('Parent ' , h0,
'Units '', 'points',
'Callback', 'F9'WhatNextGUI PBColor',
'ListboxTop ' , 0, . . .
"Position', [41.25 30 63.75 18.75 ),
'String', 'Color',
'Tag', 'PBColor');

h1 = uicontrol ('Parent ' , h0,
'Units '', 'points',
'Callback', 'F9'WhatNextGUI PBArea',
'ListboxTop ' , 0,

-

"Position', [41. 25 108. 75 63.75 18.75 ) ,
'String', 'Area',
'Tag', 'PBArea');

if nargout - 0, fig = h(); end

FILE FCWHATNEXTGUI. M

function FgWhatNextGUI (action)
global S
%

% Callback's for FGWhat Next GUI page
%

Figh = gof;

switch action

case { 'EdNumber', 'PBNumber' }
S. EdNumber = get (findobj ( ' tag', 'EdNumber'), 'string');
if is empty (S. EdNumber) || max (isletter (S. EdNumber))

MsgBox ('Please enter a number. ');
set (findobj ( ' tag', 'EdNumber'), 'string', ' ' ) ;

else
S. Ret = 'EdNumb' ;
delete (Figh)

end

Case " PBZOOm'
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S. Ret = 'PBZoom';
delete (Figh)

Case 'PBDOne '

S. Ret = 'PBDone';
delete (Figh)

Case 'PBArea '

S. Ret = 'PBArea' ;
delete (Figh)

case 'PBColor'
S. Ret = 'PBCOlo';
delete (Figh)

case 'PBHelp'
S. Ret = 'PBHelp' ;
delete (Figh)

case 'PBQuit'
S. Ret = 'PBQuit';
delete (FigH)

otherwise
msgbox ('ERROR. . . ")
S. Ret = 'ERROR_';

end

FILE WAITSCREEN. M

function fig = WaitScreen ()
% This is the machine-generated representation of a Handle Graphics
object
% and its children. Note that handle values may change when these
objects

are re-created. This may cause problems with any callbacks written to
depend on the value of the handle at the time the object was saved.i To reopen this object, just type the name of the M-file at the MATLAB
prompt. The M-file and its associated MAT-file must be on your path.

load Wait Screen

h0 = figure ( ' Color', [0.8 0.8 0.8),
'Colormap', mat 0,
'Menu Bar', 'none ' , . . .
'Name', 'Please wait while MATLAB updates its data . . . ',
'NextPlot', 'replacechildren',
'NumberTitle', 'off',
'PointerShapeCData', mat 1,

-

"Position', [273 265 377 257 ) ,
'Tag', 'Fig1');
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h1 = axes ('Parent ' , h0,
'Box', 'on',

-

'CameraupVector', [ 0 1 0 ) ,
'Color', [1 1 1J,
'ColorCrder', mat?,
'DataAspect Ration■ ode', 'manual ',
'Layer', 'top',

-

"Position', [0 0 1 1J,
'Tag', 'Axes 1 ',
"TickDir', 'out',
'TickDirMode', 'manual ',
'Visible', 'off',
'WarpTo Fill', 'off',
'XColor', [0 0 0],
'XLim', [0.5, 417. 5),
'XLimMode', ' manual ',
'YColor', [0 0 0],
'YDir', 'reverse',
'YLim', [0.5 284.5),
'YLimMode', ' manual ',
'ZColor', [0 0 0]);

h2 = image ("Parent', hl,
'Busy Action', 'cancel ',
'CData', mat3,
'Interruptible', 'off',
'Tag', 'Axes 11mage1 ',
'XData', [1 417),
'YData', [1 284 ) ) ;

h2 = text ('Parent', hl,
'Color', [0 0 0],
'HandleVisibility', 'off',
'Horizontal Alignment', 'center',

-

"Position', [207. 89.0625 – 7.265.625 2523. 127598.358505] ,
'Tag', 'Axes 1Text 4 ',
'VerticalAlignment', 'bottom');

set (get (h2, 'Parent'), 'Title', h2);
h2 = text ('Parent', hl,

'Color", [0 0 0 ) ,
'HandleVisibility', 'off',
'HorizontalAlignment', 'center', . . .
"Position', [207. 89.0625 315.5625 2523. 127598.358505),
'Tag', 'Axes 1Text3 ',
''VerticalAlignment', 'cap');

set (get (h2, 'Parent'), 'XLabel ', h2);
h2 = text ('Parent', hl,

'Color', [0 0 0],
'HandleVisibility', 'off',
'Horizontal Alignment', 'center',

-

"Position', I – 39.50 000000000001. 143. 609375 2523. 127598.358505 J ,
'Rotation', 90,
'Tag', 'Axes 1Text2',
''VerticalAlignment', 'baseline');

set (get (h2, 'Parent'), 'YLabel', h2);
h2 = text ('Parent', hl,

'Color', [0 0 0],
'HandleVisibility', 'off',
'Horizontal Alignment', 'right',
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"Position', [–0. 671875 00000001 1.609375 2523. 127598.358505),
'Tag ', 'Axes 1Text 1',
'Visible', 'off');

set (get (h2, 'Parent'), 'ZLabel ', h2);
if nargout > 0, fig = h(); end

FILE CENTERFIGURE. M

function CenterFigure (Main FgH, NewFGH)
global S
%
% Centers the new figure in the previous (Main FgH) figure
% or center on screen if no previous figure (MainFgH = 0)
%

MainUnits = get (Main FgH, 'Units ');
New Units = get (NewFGH, 'Units ');
set (NewFGH, 'Units '', MainUnits);
if (Main Fgh == 0)

% Center on screen
MainPos = get (Main FGH, "ScreenSize');

else

MainPos = get (Main Fgh, 'Position');
end

NewPos = get (NewFGH, 'Position');
set (NewFGH, 'Position', . . .

[MainPos (1) + (MainPos (3) / 2) — (NewPos (3) /2)
MainPos (2) + (MainPos (4) /2) — (NewPos (4) /2)
NewPos (3)
NewPos (4) ))

set (NewFGH, 'Units', New Units);

FILE ZOOM. M.

This Matlab file (Revision: 5. 34 Date: 1997/12/02 21:08: 55) was
modified:

Line 226:
if is empty (state),

%ML added
Loc Pointer = get (fig, 'Pointer');
%ML end Added
state = uisuspend (fig);
setuprop (fig, "ZOOMFigure State', state);

end
%ML changed
% set (fig, 'windowbuttondownfcn', 'zoom down',
% 'windowbuttonupfcn', 'ones; ',
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% 'windowbuttonmotionfon', '', 'buttondownfcn', ' ',
% ' interruptible', 'on');
set (fig, 'windowbuttondownfcn', 'zoom down',

'windowbuttonupfcn', 'ones; ' , . . .
'windowbuttonmotion fon', ' ', 'buttondownfcn', ' ',
'Pointer', Loc■ ’ointer,
' interruptible', 'on');

%ML end Changed

Line 371 :
%

* Actual zoom operation
%
$ML added

Loc Pointer = get (fig, 'Pointer');
set (fig, 'Pointer', 'watch')
%ML end Changed

Line 445 (end of function) :
%ML Added
drawnow

set (fig, 'Pointer', Loc Pointer)
%ML end added

FILE SETBESTCOLORMAP. M

function SetBestColorMap
global S
%

% Sets the best color map based on the picture
%

$Min double (min (min (S. Image)));
%Max double (max (max (S. Image)));
Tmp = sort (double (min (S. Image)));
Min = Tmp (5);
Tmp = sort (double (max (S. Image)));
Max = Tmp (size (Tmp, 2) –5);
Total = Max-Min;

Half = round (Total/2);
Other Half = Total – Half;

OneQuarter = round (Other Half/2) ;
OtherQuarter = Other Half – OneQuarter;

Bleu.2Black = [ ] ;
for i = 1 : Otherquarter

Bleu.2Black (i) = (i-1) * (.5625/OtherQuarter);
end
Bleu.2Black = Bleu.2Black';
Bleu.2Black = [ zeros (OtherQuarter, 1), zeros (OtherCuarter, 1),
Bleu.2Black] ;
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Satur = 10 ;
Tmpmap = bone (OneQuarter-Satur);
for i = 1 OneQuarter-Satur

Black2White (i, ; ) = TImpMap (OneQuarter-Satur-i-F1, ; ) ;
end

BeforePad = [ones (Min, 1), ones (Min, 1), ones (Min, 1) ) ;
AfterPad = [ones (256-Max, 1) *. 5, zeros (256–Max, 1), zeros (256-Max, 1) ) ;
Saturation = [ones (Satur, 1) * 1, ones (Satur, 1) *.0, ones (Satur, 1) * 0] ;
% for i = 1 Satur

% Saturation (i, ; ) = [1, ( (i-1) / (Satur–1)) *2, ( (i-1) / (Satur–1)) *2] ;
% end

GelMap = [BeforePad; Saturation; Black2White; Bleu.2Black; jet (Half);
AfterPad] ;

set (S. Figh, 'ColorMap ', GelNap)

S. ColorMap = Gelmap;

FILE COLORS. M

global S
figure
imshow (S. Image)
colormap (S. ColorMap)
colorbar

FILE RECT. M.

function rect (x, y)
%

% draw a rectangle from x (1), y (1) to x (2), y (2)
%

line ( [x (1), x (1) ) , [y (1), y (2) ), 'Color', 'w')
line ( [x (1), x (2) J , [y (2), y (2) ), 'Color', 'w')
line ( [x (2), x (2) ) , [y (2), y (1) J , 'Color', 'w')
line ( [x (2), x (1) 1, [y (1), y (1) 1, 'Color', 'w')

FILE BOXTOPAVERAGE. M.

function BoxRet = BoxTopAverage (im, x, y)
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global S
%

% Return the average of the 10 most dark points in a rectangle around
X, y
% minus the background color (== 5 brigthest points on line accross)

% Average and box
Half H = 30;
HalfW = 5;
rect ([x+HalfW, x-HalfW], [y+Half H, y—Half HJ)

Timp im (y-Half H : y +Half H, x-HalfW : x+HalfW);
Timp reshape (Timp, size (Tmp, 1) * size (Tmp, 2), 1);
Tmp = sort (double (Timp) );
BoxAverage = 255 – (sum (Trnp (1 : 50)) / 50);

% Background and line
HalfW = 80;
Half H = 15 ;
XMinus = x-HalfW;
XPlus = x+HalfW;
YMinus = y–Half H;
YPlus = y+Half H;
Size1 = size (im, 1);
Size2 = size (im, 2);
if XMinus × 0

XPlus = XPlus — XMinus;
XMinus = 1;

elseif XPlus > Size2
XMinus = XMinus – (XPlus — Size2);
XPlus = Size2;

end
if YMinus × 0

YPlus = XPlus — XMinus;
YMinus = 1;

elseif Y Plus > Size 1
YMinus = YMinus – (YPlus — Size 1);
YPlus = Size 1;

end

rect ([XPlus, XMinus ), [YPlus, YMinus ) )
Incr = HalfW* 2/16;
for i = 1 : 16

Tmp1 (i). Timp = im (YMinus : YPlus, XMinus + ( (i-1)*Incr) : XMinus
+ (i." Incr));

Tnp 1 (i) . Trap = reshape (Tmp1 (i) . Trmp,
size (Timpl (i) . Trmp, 1) * size (Timpl (i). Trap, 2), 1);

Tmp1 (i). Timp = sort (double (Timpl (i). Trmp));
BackGround (i) = 255 – (sum (Trnp1 (i) . Timp (1 : 50) ) / 50);

end

BackGround = min (BackGround);

BoxRet = BoxAverage – BackGround;
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FILE GETAREA. M

function GetArea
global S
%
% Calculates the integral under the curve
%

%clear c.3
%clear P3
%clear Pl
%clear BackGround

%clear Tmp1

[x, y] = ginput (1) :

% Average and box
Half H = 30;
HalfW = 5;
%rect ([x+HalfW, x-HalfW], [y+Half H, y–Half HJ)
warning off
Tmp = S. Image (y-Half H : y +Half H, x-HalfW : x+HalfW);
Tmp = reshape (Timp, size (Timp, 1) * size (Timp, 2), 1);
Trmp = sort (double (Tmp));
Box Average = 255 – (sum (Tmp (1 : 50)) / 50);
warning on
% Background and line
HalfW = 80;
Half H = 15 ;
XMinus = x-HalfW;
XPlus = x+HalfW;
YMinus = y—Half H;
YPlus = y+Half H;
Size1 = size (S. Image, 1);
Size2 = size (S. Image, 2);
if XMinus × 0

XPlus = XPlus — XMinus;
XMinus = 1;

elseif XPlus > Size2
XMinus = XMinus – (XPlus — Size2);
XPlus = Size2;

end
if YMinus × 0

YPlus = XPlus — XMinus;
YMinus = 1;

elseif Y Plus > Size 1
YMinus = YMinus – (YPlus — Size 1);
YPlus = Size 1;

end

warning off
%rect ([XPlus, XMinus ) , [YPlus, YMinus ) )
Incr = HalfW* 2/16;

128



for i = 1 : 16
Tmp1 (i) . Trnp = S. Image (YMinus : Y Plus, XMinus + ( (i-1)* Incr) : XMinus

+ (i.” Incr));
Tmp1 (i) . Trúp = reshape (Timpl (i) . Trap,

size (Trnp1 (i) . Timp, 1) * size (Trnp1 (i). Trap, 2), 1);
Tmp1 (i). Trmp = sort (double (Timpl (i). Trmp));
BackGround (i) = 255 – (sum (Timpl (i) . Trmp (1 : 50)) / 5.0);

end

warning on
BackGround = min (BackGround);

BoxRet = BoxAverage – BackGround;

ii = 0;
xx = 15;
x = round (x) ;
y = round (y) ;
TheArea = 0;
for i = y–30 : y+30

ii = ii + 1 ;
c3t (ii) . Data = 255-double (S. Image (i., x-xx: x+xx));
c3 tE (ii) . Data = 255-double (S. Image (i., x-xx: x+xx) ) - BackGround;
for j = 1 : size (c3tb (ii) . Data, 2)

if c3 tE (ii) . Data (j) < 0
c3 tp (ii) . Data (j) = 0;

end
end
TheArea = TheArea + trapz (c3 tº (ii) . Data);

end
rect ([x+xx, x-xx] , [y+30, y–30) )
TheArea
for i = 1 : ii

P3 (i, ; ) = c 3 tº (i) . Data;
end
scrs z = get (0, "ScreenSize');
figure ('Position', [20 20 500 500) )
surface (P3, ' linestyle ', 'none')
set (gca, 'CLim', [1, 256.] )
set (gca, 'ZLim', [0, 255] )
title ( ['Area = ', num2str (TheArea), " (Close this Window and hit
''Enter ' ' to continue) ' ) ) ;
try

for i = 1 : size (S. ColorMap)
TmpMap (i, ; ) = S. ColorMap (257-i, : );

end

set (gcf, 'ColorMap ', Tmpmap.)
catch
end
view ( [-26, 46])
hold
Pl = ones (size (P3, 1), size (P3, 2) )*BackGround;
surface (Pl, 'linestyle', 'none')

pause
Children = get (S. Axeh, 'children');
delete (Children (1:4))
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FILE CHANGENUMBER. M

function ChangeNumber
global S
%
%
%

hh = Wait Screen;
drawnow

Data=1: 64; Data= (Data' * Data) /64;

Figh = figure;
set (Figh, 'visible', 'off')
set (Figh, 'Pointer', 'watch')

%Get the file name
Channel = d.deinit ('excel', 'book1. xls: Sheet2');
Gel File = d.dered (Channel, 'r1.c4: r1.c4 ' , [1, 1]);
ddeterm (Channel);
%Get the Old Number
Channel = d.deinit ( ' excel', 'book1. xls : Sheet2 '');
OldNumber = didered (Channel, ' r1c1: r1c1 '');
ddeterm (Channel) ;
%Get the New Number
Channel = d.deinit ('excel', 'book1. xls : Sheet2');
NewNumber = didered (Channel, 'r1.c2: r1 c2 '');
ddeterm (Channel);

% Try to load previous lines if needed
[LineFile, rem] = strtok (Gel File, '.');
LineFile = stroat (LineFile, '... fig');
Child = hgload (LineFile) ;

% Check that you are not overwriting a set of data
for i = 1 : size (Child)

if strcmp (get (Child (i), 'Type '), 'text')
Num = str2num (get (Child (i), 'String ' ) );
if Num == NewNumber

close (hh);
ButtonName=questdlg ( [ 'Do you really want to overwrite the ',

num2str (NewNumber), ' box 2 ' ),
"Yo I ',

-

'Yes', 'No', 'No');
switch ButtonName,
Case 'Yes',

hh = Wait Screen
% Keep on going
break

case 'No',
% Clean worksheet
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Channel = d.deinit ( ' excel', 'book1. xls : Sheet2');
ddepoke (Channel, r1c1: r1c1 '', ' ' ) ;
ddeterm (Channel) ;
Channel = d.deinit ('excel', 'book1. xls : Sheet2');
ddepoke (Channel, r1 c2 . r1c 2', ' ' ) ;
ddeterm (Channel) ;
% End program
exit
return

end
break

end
end

end

Changed = 0;
for i = 1 : size (Child)

if strcmp (get (Child (i), 'Type ')', ' text')
Num = str2num (get (Child (i), 'String ' ));
if Num == OldNumber

set (Child (i), 'String', num2str (NewNumber))
Changed = 1;
break

end
end

end

if Changed ==
hgsave (Child, LineFile);
% Play sound
try

[a, b, c) = wavread ('Utopia Critical Stop. wav');
playsnd (a, b, c) ;

catch
end

h = msgbox ( [' Changed : " , num2str (OldNumber), ' to ',
num2str (NewNumber), " . " ), 'Yo ' ' ', 'custom', Data, hot (64));

close (hh) ;
else

% Play sound
try

[a, b, c) = wavread ('Robotz Error. wav');
playsnd (a, b, c) ;

catch
end

h = msgbox ( [ 'Did not find ' , num2 str (OldNumber), ' in file ',
LineFile, '. ' ] , 'Yo ' ' ', 'custom', Data, hot (64) ) ;

close (hh) ;
end

% Clean worksheet
Channel = d.deinit ('excel', 'book1. xls : Sheet2');
ddepoke (Channel, 'r1c1 : r1c1 '', ' ' ) ;
ddeterm (Channel) ;
Channel = d.deinit ( ' excel', 'book1. xls : Sheet2');
ddepoke (Channel, ' r1 c2 . r1 c2 ', ' ' ) ;
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ddeterm (Channel) ;

uiwait (h);

exit

FILE FOOTHELP . M

%

% Start Netscape with help file
%

global Dir

web (Dir. Help Page)

exit

FILE NORMALIZE. M

global V
global File

cq ('D: \Data \excel sheets \source ' )
[File, Path) = uigetfile ( ' " . * ', ' Select any file in the Directory');

D = dir (Path);
n = size (D, 1);
for i = 3 : n

File = stroat (Path, D (i) . name);
disp ( ['Working on ', File] )
drawnow

V load (File);
V = V ;
h = msgbox ('Keep Ctrl-C down for 10 sec. to stop. ');
drawnow

%pause (10)
try

delete (h)
catch
end
drawnow
NormCode

end

warning off
[im, map) = imread ( ' face. tif');
warning on
msgbox ("All done ', 'Clara dit: ' , 'custom', im, map)
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FILE NORMFUNC. M.

function y = Normalize Func (v)
%

% Just if you try to read this code . . .
% a (p) is the average at position p
% V (c., p) is the value of curve c, position p
% sV is a binary representation of V (NaN or Value => 0 or 1)
% v is the coef to move curves up or down (changed to minimize this
function)
%

global V
global sv
global a
global Curves
global Points

Means = zeros (Points, 1);
Sigma = zeros (Points, 1);
n = sum (sV) ;
$vv = zeros (Points, Points);
for p = 1 : Points

% Mean

Means (p) = (sum (v'. *V ( : , p) ) + n (p) * a (p) ) / (2*n (p) ) ;
end

for p = 1 : Points
% Sigma
Sigma (p) = sum ( (v'. *V ( : , p) – ones (1) *Means (p) ) . * (v'. *V ( : , p) –

ones (1) *Means (p) ))
+ n (p) * (a (p) –Means (p) ) * (a (p) –Means (p) );

Sigma (p) = sqrt (Sigma (p) / (2*n (p) – 1)) / Means (p);
end

y = sum (n' . * Sigma);

FILE NORMCODE. M.

global V
global sv
global File
global Curves
global Points

precision
iteration
maxgrey

tic
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$Change NaN to zero, just in case
for p = 1 : size (V (1, :), 2)

for c = 1 : size (V ( : , 1), 1)
if isnan (V (c., p) ) ;

V (c., p) = 0;
end

end
end

% remove anything bigger than maxgrey
for p = 1 : size (V (1, :), 2)

for c = 1 : size (V ( : , 1), 1)
if V (c., p) >= maxgrey;

sprintf('V (%d, $d) = %d = 0 ', c, p, V (c., p));
V (c., p) = 0;

end
end

end

% remove any DNA points that has only one point
for p = 1 : size (V (1, :), 2)

for c = 1 : size (V ( : , 1), 1)
if V (c., p) > 0;

n = n +1;
end

end
if n == 1

V ( : , p) = 0;
end

end

% remove any curve that has only one point
for c = 1 : size (V ( : , 1), 1)

n = 0;
for p = 1 : size (V (1, :), 2)

if V (c., p) > 0;
n = n +1;

end
end
if n == 1

V (c., ; ) = 0;
end

end

% Clean V of 0 Column
V ( : , all ( (V' ==0) ') ) = [ ] ;

% Clean V of 0 Row
V (all ( (V==0) ' ), : ) = [ ] ;

% Create sv = NaN or not (binary matrix)
sV = V-0;

% Average at each point
clear global a ;
clear a1;
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clear a 2;
global a
for p = 1 : size (V (1, :), 2)

a (p) = 0;
n (p) = 0;
for c = 1 : size (V ( : , 1), 1)

if V (c., p) > 0
n (p) = n (p) + 1 ;
a (p) = a (p) + V (c., p.);

end
end

a (p) = a (p) /n (p) ;
end

% Coef to get each curve to average
clear global v;
clear v1;
clear v.2;
global v
for c = 1 : size (V ( : , 1), 1)

v (c) = 0;
n (c) = 0;
for p = 1 : size (V (1, :), 2)

if V (c., p) > 0
n (c) = n (c) + 1 ;
v (c) = v (c) + a (p) /V (c., p.);

end
end

v (c) = v (c) /n (c) ;
end
a1 = a ;
v1 = v;

V

clear vy
Curves = size (V ( : , 1), 1);
Points = size (V (1, :), 2) ;

options = [0, precision, precision, 0, 0, 0, 0, 0, 0,
iteration];
[Res 1, Opt] = frnins ('NormFunc', v, options, a );
Res1

Opt (10)

V1 = V ;
for i = 1 : size (V ( : , 1), 1)

V1 (i, ; ) = Res 1 (i) . *V (i, ; ) ;
end

% Average at each point
for p = 1 : size (V1 (1, :), 2)

a (p) = 0;
n (p) = 0;
for c = 1 : size (V1 ( : , 1), 1)

if V1 (c., p) > 0
n (p) = n(p) + 1 ;
a (p) = a (p) + V1 (C., p);
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end
end

a (p) = a (p) /n (p) ;
end

a2 = a ;

$V

options = [0, precision, precision, 0, 0, 0, 0, 0, 0, 0, 0,
iteration] ;
[Res2, Opt] = frnins ('NormFunc', Res1, options, a);
Res2

Opt (10)

to C

for p = 1 : size (V (1, :), 2)
for c = 1 : size (V ( : , 1), 1)

if V (c., p) == 0;
V (c., p) = NaN;

end
end

end
for p = 1 : size (V1 (1, :), 2)

for c = 1 : size (V1 ( : , 1), 1)
if V1 (c., p) == 0;

V1 (c., p) = NaN;
end

end
end

% Plot

figure
subplot (3, 1, 1)
plot (V', '* – ' )
warning off;
title (File) ;
warning on;
hold on;
plot (a1, o-', 'LineWidth', 1.5)
hold off;

subplot (3, 1, 2)
plot (a1, o-', 'LineWidth' , 1.5)
hold on;
plot (V1', '* – ' )
hold off;

subplot (3, 1, 3)
V2 = V ;
for i = 1 : size (V ( : , 1), 1)

V2 (i, ; ) = Res2 (i) . *V (i, ; ) ;
end
plot (a 2, o-', 'LineWidth', 1.5)
hold on;
plot (V2', '* – ' )
hold off;
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% set printing jº º
set (gcf, 'Color', [1 1 1] , . . . * * *

'PaperOrientation', 'Landscape") -----

set (gcf, 'PaperUnits', 'inches');
-

PaperSize = get (gCf, 'Paper Size'); 2.
Paper Pos = [0.3 0.3 (PaperSize (1) – .3) (Paper Size (2) -0.3) ) ; S
set (gcf, 'PaperPosition', Paper Pos);
h1 = uimenu ( ' Parent ' , gof,

'Callback', 'printdl.g', -- a

'Label', ' & Print', . . . vº
'Tag', 'MnPrint");

% Save to file
NewFile = stroat (File, '... res');
fid = fopen (NewFile, 'wt');
fprintf (fid, '$'s \n", File) ;
for i = 1 : size (V ( : , 1), 1)

fprintf (fid, '$'s \n', num2str (Res2 (i)));
end
folose (fid);
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