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ABSTRACT OF THE DISSERTATION

High-throughput Data Systems for Deep Learning Workloads
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Yuhao Zhang
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Artificial Intelligence (AI) and Deep Learning (DL) have gained enormous popularity and

have seen wide adoption across different domains. They ushered in an era of huge workloads that

are increasingly computation- and data-intensive and put existing data analytics infrastructures

and systems to the test. However, many of these workloads run with severe inefficiency and

face tremendous scalability challenges due to suboptimal scheduling and poor resource/mem-

ory management, resulting in wasted computational and storage resources. Furthermore, DL

workloads have been predominantly run on custom software frameworks far away from where

most enterprise and operational data resides – databases and data systems. We realize that a

significant gap exists between existing data systems and DL workloads. Data is often stored

xx



in the former but needs to be frequently exported. These large data movements between data

and DL systems waste storage, network, and time. It also creates difficulties in data governance,

provenance tracking, and compliance with data privacy regulations. Most importantly, large-scale

data systems used to be at the center of data analytics before the recent takeover by DL, but

many of the lessons and techniques would still apply to DL workloads, and there are missed

opportunities to innovate upon existing infrastructures. This dissertation will focus on modern

DL workloads and these system efficiency, scalability, and practicality challenges. We aim to

raise the throughput of DL systems at a large data scale without sacrificing practicality using

a central methodology of reimagining DL systems as DL data systems. On the one hand, we

apply and innovate techniques inspired by database management systems, such as multi-query

optimizations, query plan rewrites, and approximate processing, for DL workloads. On the other

hand, we explore novel ways to extend existing data systems, without modifications to their

core codebase, to run DL workloads, both bridging the gap and offering tangible data scalability

benefits. All proposed techniques and systems are empirically tested and demonstrated to show

improvements, sometimes over 10x, compared to state-of-the-art solutions.
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Chapter 1

Introduction

1.1 Motivation and Goals

Artificial Intelligence (AI) has ushered in a new era of innovation and revolution in

subjects ranging from machine translation [276], face recognition [254], natural sciences [101],

to even eerily human-like chatbots [54]. Deep Learning (DL), the backbone of modern AI,

has gained tremendous attention and has seen wide adoption from academia to the industry.

Advancements in DL have created workloads that put existing data analytics infrastructures

and systems to the test. The huge DL workloads are growing increasingly computation- and

data-intensive. Among all the systems challenges created by modern DL, this dissertation will

focus on three of the most acute issues: speed, scalability, and practicality. We formulate the

overall goal of this dissertation work as to raise throughput of DL systems at a large data scale

without sacrificing practicality. We will now explain the motivation and goals in detail.

The need for speed. Despite their rapid adoption, many DL workloads run with severe

inefficiency and face huge scalability issues due to suboptimal scheduling, poor resource/memory

management, or the lack of proper software system support. Today, accelerators such as GPUs

are crucial assets, with state-of-the-art chips and machines growing ever more expensive and

power-hungry. Furthermore, with the stagnated Moore’s law, large-scale distributed computations

are becoming almost inevitable, making all the systems issues even more complex and the cost

prohibitively large. Runtime inefficiency and computational resource limitations are among the
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most significant challenges for both scientific innovations and industrial adoption. Therefore, it is

imperative for systems researchers to investigate bottlenecks, eliminate overheads, and accelerate

these workloads end-to-end. In this dissertation, we choose throughput as the central metric

for speed. Whether it is the number of models per day for model selection workloads, epochs

per hour for training, or queries per second for inference, higher throughput leads to substantial

cost savings, higher productivity, and better models resulting from faster model selection and

training.

The data challenges. Being data-intensive is another defining characteristic of DL.

The scale and the amount of data can be tremendous for DL workloads [78, 73, 54]. Data

management for modern DL applications is complicated by the great variety of data modalities,

ranging from tabular data to videos to even graph data. Each modality comes with its own set

of challenges; for example, videos are called “fast” data [142], as they arrive at high speed and

demand real-time processing, but they possess high redundancy between frames that can be

exploited. On the other hand, graph data has dramatically different characteristics from other data

modalities, and the models used on them are wildly different in data access patterns [150, 113].

Overall, systems designed for DL workloads must be able to handle large volumes, TBs or

even PBs of, data and communications efficiently. Hence, any DL systems need to be, first and

foremost, scalable data systems that can schedule, optimize, and execute large workloads with

huge amounts of dataflows.

The real-world constraints. The data challenges mentioned above require data systems

solutions. However, a major gap exists between the present data systems, represented by

large-scale database management systems (DBMS) and data lakehouses such as Spark, and

the DL workloads. Modern DL workloads are more often executed on custom systems with

little data layer; they focus on fast hardware kernels and compiler-level optimizations but have

little consideration for the logical plans and the practical limitations of data storage, movement,

and management. At the same time, data systems have largely treated DL workloads as an

afterthought, relegating them almost entirely to external DL systems. There has been a general
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lack of possibility to run DL workloads efficiently closer to databases, where most business and

enterprise data typically resides. This gap is preventing DL from further adoption and creates

avoidable heavy data movement between custom DL systems and existing data systems, creating

overheads and hindering usability, degree of automation, ease of governance, and data privacy

requirements posed by legislations like GDPR [72] and CCPA [221]. Towards this end, the third

goal of this dissertation is to ensure the practicality of DL systems and seek opportunities to ease

some of the issues by adopting existing data systems and their techniques.

This dissertation identifies the three most important DL workloads to optimize. We

briefly introduce them and will review the details in Chapter 2:

1. Model selection. DL models require extensive tuning of hyperparameters and architectures

to achieve maximum accuracy and runtimes. These are critical knobs that affect the

model’s performance substantially. However, their effect is highly non-linear and typically

unpredictable, Thus, model selection has primarily remained an empirical process based

on trial and error of training dozens to hundreds of models. Given the weeks or even

months of development and training time, model selection is among the most significant

bottlenecks of DL.

2. Training. DL training predominantly uses the family of mini-batch Stochastic Gradient

Descent (SGD) algorithms to minimize training losses on large-scale datasets. As the

scale of DL workloads keeps growing, computational costs have skyrocketed, and parallel

and distributed training has become the norm. Any optimizations in the training process

can contribute to overall considerable savings in computation and allow for faster model

development and selection.

3. Inference. When tuned and trained, the model will be deployed and used to answer queries

on data not seen during training. This process is known as model inference. Inference

has much in common with training: they typically share the same data pipelines and the

forward pass portion of mini-batch SGD. However, some model inference workloads like
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video monitoring can demand high runtime speed and real-time processing. Meanwhile,

inference workloads typically have more leeway regarding approximate processing, open-

ing up speed-up opportunities. Therefore, the trade-offs between accuracy and throughput

are a constant theme in model inference systems.

This dissertation will focus on three representative data modalities and their applications

where DL has seen a lot of success.

1. Unstructured data (e.g., videos and images). DL has achieved tremendous success on

unstructured data and enabled many novel applications [142, 78, 237].

2. Tabular data. The default form of data in most database systems. Most enterprises and

business intelligence (BI) tasks rely primarily on tabular data.

3. Graph data. Tabular data and unstructured data, including tables, time-series, videos,

and images, can also be roughly categorized as Euclidean and IID data, which have

regular shapes (table dimensions, frame/image’s rectangular shape sizes and channels,

etc.) and are drawn independently from a large population. Graph data, however, is both

non-Euclidean [52] and non-IID as the shape (topology) is highly irregular compared to

images, and the data within a graph are explicitly connected via edges, nullifying the

IID assumption. This brings profound consequences as the regular DL models and their

training methods suddenly stop working, and modifications are required. Coupled with the

complexity of large-scale graph data management and their huge memory consumption,

DL on graph data poses severe challenges to existing systems.

1.2 Technical Contributions

To tackle the various challenges raised by these workloads and data modalities, our

central methodology is reimagining DL systems as DL data systems. On the one hand, DL

systems, at the core, are data systems that coordinate large dataflows and, therefore, can benefit
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Table 1.1. Common technical themes used in this dissertation.

Multi-query
Optimizations

Plan
Rewrites

Bulk Synchronous
Parallelism

Using Existing
Data Systems

Similarity
Search

Cerebro ✓ ✓
Cerebro on DS ✓ ✓ ✓
Lotan ✓ ✓ ✓ ✓
Panorama ✓ ✓

from data systems optimizations. We apply and innovate upon a plethora of DBMS-inspired

techniques such as multi-query optimizations [256], multimedia and similarity-based databases

and approximate processing [36, 22, 141], and query plan rewriting and optimizations to DL

systems, boosting throughput and resource-efficiency. On the other hand, to mitigate the typical

lack of data layer in the popular DL tools and to increase the practicality of DL, we also work

to bridge the gap between existing data systems and DL workloads, bringing model selection,

training, and inference capabilities to existing relational and graph DBMSes.

This dissertation will present in detail our efforts for high-throughput, large-scale, and

practical DL data systems and demonstrate the substantial boosts in runtime performance (over

10x in some cases) and scalability (managing workloads that would otherwise fail due to

systems crashes, insufficient memory, or exceeding runtime limits) resulted from these technical

innovations. Our work spans various DL workloads and data modalities. Figure 1.1 summarizes

the scope and positioning for each project. We summarize the common technical themes in

Table 1.1. We will now briefly introduce each project included in this dissertation.

1.2.1 CEREBRO: Multi-query Optimization for High-throughput DL
Model Selection

CEREBRO is a system to tackle the throughput problems of model selection. We notice

most DL systems focus on training one model at a time, reducing throughput and raising overall

resource costs; some also sacrifice reproducibility. Critical optimization opportunities are missed

as the training workloads share extensively in data and computation, which resembles the
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Figure 1.1. The common life cycle of AI/DL applications and an overview of the work covered
in this thesis.

multi-query optimization problem in databases research [256]. Towards higher throughput and

resource utilization and as a part of a grander vision [161] of DL model selection systems, we

built Cerebro [214]. Cerebro is a data system that raises DL model selection throughput at

scale, without raising resource costs or sacrificing reproducibility or accuracy. CEREBRO uses

a novel parallel DL training strategy called model hopper parallelism. It hybridizes task and

data parallelism to mitigate the cons of these prior paradigms and offers the best of both

worlds. Experiments on large benchmark datasets showed that Cerebro provides 3x to 10x

runtime savings relative to data-parallel systems like Horovod and Parameter Server and up to 8x

memory/storage savings or 100x network savings relative to task-parallel systems. Cerebro also

supports heterogeneous resources and fault tolerance.
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This work will be covered in Chapter 3 and is done jointly with Supun Nakandala and

Arun Kumar. A paper on this work has appeared at VLDB 2020 [212]. The system is open

source and available at https://github.com/ADALabUCSD/cerebro-system.

1.2.2 CEREBRO on Data Systems: Bridging the Gap between Data
Systems and DL Workloads

DL’s popularity is not limited to DL researchers; many enterprises and businesses are also

considering adopting DL for their data analytics applications. Large business-critical datasets in

such settings typically reside in DBMSs or other parallel data systems. In the work of CEREBRO

above, we explored the landscape of standalone DL model selection systems and proposed a

new parallelism strategy. However, it was unclear if the proposed parallelism and task scheduler

could be incorporated into existing infrastructures of data management systems. In this project,

we characterized the particular suitability of CEREBRO on data systems. To bring the novel

model hopper parallelism approach to DB resident data, we showed that there was no single

“best” approach and an interesting tradeoff space exists. We explained four canonical approaches

and built prototypes upon the Greenplum Database. We compared them analytically on multiple

criteria (e.g., runtime efficiency and ease of governance) with real large-scale DL workloads.

The experiments and analyses showed that it was non-trivial to meet all practical desiderata, and

there was a Pareto frontier; for instance, some approaches are 3x-6x faster but fare worse on

governance and portability. These results and insights can help DBMS and cloud vendors design

better DL support for DB users.

Chapter 4 is dedicated to this work. It was done partially during an internship at VMware

and jointly conducted with Frank McQuillan, Nandish Jayaram, Nikhil Kak, Ekta Khanna,

Orhan Kislal, Domino Valdano, and Arun Kumar. A paper on this work has appeared at

VLDB 2021 [319]. The system is open source and available at https://github.com/makemebitter/

cerebro-ds. It has also been incorporated into Apache MADlib open source project https:

//madlib.apache.org/.
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1.2.3 LOTAN: Bridging the Gap between Graph Data Systems and
Graph Neural Network Workloads

Moving on from the common IID data and corresponding DL workloads that CEREBRO

is designed for, we look at the rapidly growing field of Graph Neural Networks (GNN). The

complexity of GNN training and various scalability challenges have sparked interest from

the machine learning systems community, with efforts to build systems that provide higher

efficiency, better memory management, and schemes to reduce costs. However, many of these

systems reinvent the wheel by rediscovering years of research and development on advanced

graph-parallel data systems. Further, they often couple the scalability challenges of graph data

processing with those of GNN training, resulting in entangled complex problems and systems

that often fall short on one side of the scalability challenges.

This work proposes LOTAN, a novel and highly scalable data system for full-batch GNN

training with a clean decoupling of graph and neural network at its core. With this decoupling,

LOTAN can achieve high scalability and bridge the gap between existing graph data systems

and DL workloads. LOTAN offers a series of technical innovations inspired by data systems

techniques, including execution plan rewriting, highly efficient data movement between systems,

a GNN-centric graph partitioning method and the corresponding NN gradient backpropagation

scheme, and GNN model batching. Using real large-scale GNN workloads, we demonstrated the

system’s capability to train large GNN models that prior art, even from industry labs, crashed

on. The system can surpass the training throughput of state-of-art systems by up to 40x and

beat a naively implemented in-data-system GNN training framework by 76x. Lotan can increase

efficiency for existing workloads and open new design freedom for future GNN algorithmic

research.

This work will be covered in Chapter 5, and it is jointly conducted with Arun Kumar. A

paper on this work has appeared at VLDB 2023 [318]. The system is open source and available

at https://github.com/makemebitter/lotan.
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1.2.4 PANORAMA: Multimedia DB-style Retrieval with DL Inference

We now take a look at DL inference issues on unstructured data such as videos and images,

which have particularly high requirements for real-time processing and bring unique challenges.

The prior art has studied how to improve system efficiency. Nevertheless, they primarily focus on

small “closed world” prediction vocabularies, even though many surveillance security and traffic

analytics applications have an ever-growing set of target entities. We call this the “unbounded

vocabulary” issue, which is a crucial bottleneck for emerging video monitoring applications.

We presented the first data system for tackling this problem for video querying, PANORAMA.

The design philosophy is to build a unified and domain-agnostic system that lets application

users generalize to unbounded vocabularies in an out-of-the-box manner without tedious manual

re-training. To this end, we synthesized and innovated upon an array of techniques from the

literature of ML, vision, databases, and multimedia systems to devise a new system architecture.

We also presented designs to ensure PANORAMA had high inference throughput. Experiments

with multiple real-world datasets showed that the system could achieve between 2x to 20x higher

throughput than baseline approaches on in-vocabulary queries while still yielding comparable

accuracy and also generalizing well to unbounded vocabulary queries.

This work is the subject of Chapter 6 and is a joint work with Arun Kumar. A paper

on this work appeared at VLDB 2020 [268]. The system is open source and available at

https://github.com/makemebitter/Panorama-UCSD.

1.3 Research Impact

Practicality is one of the major foci of this dissertation, and we have put a lot of effort

into bringing these research ideas to production with real-world applications. We have had

collaborations and conversations with domain scientists, data scientists, ML researchers, and

DBMS vendors, and we have helped them adopt our techniques and ideas. These conversations

often inspired our work in tackling critical bottlenecks, offering solutions, and providing faster
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and better DL systems to run these workloads. At the time this document is composed, our

research has achieved the following avenues of practical impact:

• CEREBRO has been used by UCSD Public Health researchers for model building. It led to

4 public health journal papers by our collaborators based on models trained with Cerebro,

which are now state of the art in their field [5].

• CEREBRO has been reviewed by Databricks and pointed to their customers.

• CEREBRO on Data Systems has been adopted by VMware and shipped in their Greenplum

database.

• CEREBRO on Data Systems has been incorporated into Apache MADlib project [196], an

in-DBMS ML library.

• A major graph DBMS vendor has expressed interest in collaboration on LOTAN.
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Chapter 2

Background

2.1 Deep Learning

The backbone of today’s AI marvel is Deep Learning (DL). DL is a subfield of ML

inspired by the human brain’s structure and function. It involves training artificial neural

networks (NN) to perform various tasks ranging from image recognition to natural language

processing and many other complex pattern recognition problems. At the core of DL, deep neural

networks are composed of layers of interconnected nodes, or “neurons”, which have learnable

weights that are set during training. Figure 2.1 shows a conceptual drawing of neural networks;

in its broadest definition, an NN can take arbitrary inputs, approximate any function on the input,

and output arbitrary format of outputs. The use of multiple (even hundreds of) layers and billions

of trainable model parameters [117, 172, 54] have led to enormous success in modeling complex

and hierarchical relationships within data.

DL models are particularly well-suited for large and high-dimensional datasets but often

require a huge amount of training data. Different types of layers have different neuron con-

nections and suitabilities for various tasks due to the inductive bias they implicitly introduce

in featurization. Consequently, different model architectures tend to have specialties in data

modalities; CNNs are predominantly used in images/videos and vision tasks, LSTMs are partic-

ularly suitable for time-series data, and Transformers have an edge on text. As the frontier of

DL research rapidly advances, the workloads have grown larger and larger, posing challenges to
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Figure 2.1. A conceptual drawing of a neural network.

the underlying data infrastructure and systems. For example, recent Transformer-based large

models [82, 54] have become more computationally intensive than ever, require substantial data,

and have since sparked wide interest from the systems community.

2.2 Model Training: Mini-batch Stochastic Gradient De-
scent

DL training, essentially a non-convex optimization problem [108], is done via algorithms

from the Stochastic Gradient Descent (SGD) family for the most part. SGD is an iterative

process that performs multiple passes over the data, updating the model parameters along the

way. Mini-batch SGD algorithms [149, 39] is a variant of SGD that uses smaller, random subsets

of the training data, known as mini-batches, to make the updates. The formula is as follows:

Θnew = Θold−η×∇L(Θold,mini batch), (2.1)

where Θnew and Θold are the updated and current model parameters, respectively. η is the learning

rate, a hyperparameter that controls the learning step size in the parameter space. ∇L(Θold,mini−
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batch) is the gradient of the loss function with respect to current model parameters, calculated

based on the mini-batch.

It is worth noting that the above largely only applies to IID data, which is the assumption

of the sampling-based mini-batch method. However, certain data, such as graphs, are explicitly

non-IID. It has profound implications for the training algorithm, the parallelization, and the

execution of graph neural network training. Consequently, training a DL model on graph data

takes distinctive approaches and requires a very different set of techniques. We will discuss them

in more detail in Chapter 5.

2.3 Model Selection

DL is especially complicated because of the vast amount of empirical settings and

hyperparameters that are difficult to learn with SGD and usually need to be set by humans.

Without a known robust theory to precisely predict a model’s accuracy and guide the process,

a lot of the effects of the knobs and settings are difficult to gauge beforehand, and many of

them have highly non-linear effects. The art of choosing the exemplary model architecture and

tuning the hyperparameters is known as model selection. This process is iterative and heavily

based on trial and error. Data scientists typically need to try out the combinations of different

configurations and train one model for each configuration [258, 160]. In practice, hundreds

of models are not unheard of for model selection and are very time-consuming because each

model can take hours, if not days [86]. Therefore, end-to-end DL training is about more than

just getting one model trained as fast as possible; it is about the throughput of model selection.

2.4 Model Inference

Model inference refers to the process of using trained neural networks to make predictions

on new, unseen data. During inference, the model takes input data and produces predictions

without updating its model weights. Consequently, inference has much in common with training:
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they typically share the same data pipeline and the forward pass portion of mini-batch SGD.

Despite the similarities, several unique challenges and considerations arise in this process. There

is a stringent demand for high runtime speed in real-world applications, especially those requiring

real-time responses, such as online services, video monitoring, and autonomous driving. On

the other hand, in the deployed environment, hardware may become the limiting factor as the

edge or IoT devices usually lack the computational power to run large and complex models.

However, with challenges also come opportunities; inference workloads typically have more

leeway regarding approximate processing. Therefore, the trade-offs between accuracy and

throughput become a constant theme. Last, there may be regulatory requirements for the

deployed models, especially in sensitive domains like healthcare or finance, when customer data

is involved. Adhering to privacy laws and data legislation is crucial for model inference systems.

2.5 DL on Database-resident Data

DL’s popularity leads to a growing demand for products that make it easier to adopt

DL, especially among enterprises [140]. However, large business-critical datasets typically

reside in DBMSs or other data systems and are not stored as loose files in data lakes, as most

custom DL frameworks assume. One may wonder if DL is useful for DBMS users, since DL is

primarily popular on unstructured data, while DBMSs mainly handle tabular data [157]. DBMSs

have long provided storage support for text, multimedia [226, 307], and other objects [33, 273].

Furthermore, due to the benefits of embedding learning and less feature engineering in DL [292,

283], many recent works in both research and enterprise applications show that DL is becoming

increasingly usable and effective even on structured data [181, 111, 284, 286, 192]. Multimodal

analytics combining structured and unstructured data are also popular and relevant for DB

users [26, 208, 189, 289]. Finally, DL’s “interpretability” pain, once a showstopper for some

enterprise users, is being actively mitigated by ML researchers [314, 63]. In the reality of ML

practice, data scientists do not think in an all-or-nothing manner; different model types, including
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DL, are popular for different use cases. DL is an area that needs more attention from the database

community and will be discussed in detail in Chapter 4 and 5.
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Chapter 3

CEREBRO: Multi-query Optimization for
High-throughput DL Model Selection at
Scale

3.1 Introduction

In this chapter, we will go over the many pains and challenges embedded in DL model

selection workloads, and propose our system CEREBRO to mitigate them. Our motivation for

this work came from our conversations and collaborations with domain researchers, and they

have utilized our system ever since.

Case Study. We present a real-world model selection scenario. Our public health

collaborators at UC San Diego wanted to try deep nets for identifying different activities (e.g.,

sitting, standing, stepping, etc.) of subjects from body-worn accelerometer data. The data was

collected from a cohort of about 600 people and is labeled. Its size is 864 GB. During model

selection, we tried different deep net architectures such as convolution neural networks (CNNs),

long short-term memory models (LSTMs), and composite models such as CNN-LSTMs, which

now offer state-of-the-art results for multivariate time-series classification [222, 148]. Our

collaborators also wanted to try different prediction window sizes (e.g., predictions generated

every 5 seconds vs. 15 seconds) and alternative target semantics (e.g., sitting–standing–stepping
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or sitting vs. not sitting). The training process also involves tuning various hyper-parameters

such as learning rate and regularization coefficient.

In the above scenario it is clear that the model selection process generates dozens, if

not hundreds, of different models that need to be evaluated in order to pick the best one for the

prediction task. Due to the scale of the data and the complexity of the task, it is too tedious and

time-consuming to manually steer this process by trying models one by one. Parallel execution

on a cluster is critical for reasonable runtimes. Moreover, since our collaborators often changed

the time windows and output semantics for health-related analyses, we had to rerun the whole

model selection process over and over several times to get the best accuracy for their evolving

task definitions. Finally, reproducible model training is also a key requirement in such scientific

settings. All this underscores the importance of automatically scaling deep net model selection

on a cluster with high throughput.
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Figure 3.1. (A) Cerebro combines the advantages of both task- and data-parallelism. (B) System
design philosophy and approach of CEREBRO/MOP (introduced in [212]): “narrow waist”
architecture in which multiple model selection procedures and multiple deep learning tools are
supported–unmodified–for specifying/executing deep net computations. MOP is our novel
resource-efficient distributed SGD execution approach. (C) Model Hopper Parallelism (MOP) as
a hybrid approach of task- and data-parallelism. It is the first known form of bulk asynchronous
parallelism, filling a major gap in the parallel data systems literature.

System Desiderata. We have the following key desiderata for a deep net model selection

system:

1. Scalability. Deep learning often has large training datasets, larger than single-node

memory and sometimes even disk. Deep net model selection is also highly compute-
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intensive. Thus, we desire out-of-the-box scalability to a cluster with large partitioned

datasets (data scalability) and distributed execution (compute scalability).

2. High Throughput. Regardless of manual grid/random searches or AutoML searches,

a key bottleneck for model selection is throughput: how many training configurations

are evaluated per unit time. Higher throughput enables ML users to iterate through more

configurations in bulk, potentially reaching a better accuracy sooner.

3. Overall Resource Efficiency. Deep net training uses variants of mini-batch stochastic

gradient descent (SGD) [43, 49, 51]. To improve efficiency, the model selection system

has to avoid wasting resources and maximize resource utilization for executing SGD on

a cluster. We have 4 key components of resource efficiency: (1) per-epoch efficiency:

time to complete an epoch of training; (2) convergence efficiency: time to reach a given

accuracy metric; (3) memory/storage efficiency: amount of memory/storage used by the

system; and (4) communication efficiency: amount of network bandwidth used by the

system. In cloud settings, compute, memory/storage, and network all matter for overall

costs because resources are pay-as-you-go; on shared clusters, which are common in

academia, wastefully hogging any resource is unethical.

4. Reproducibility. Ad hoc model selection with distributed training is a key reason for the

“reproducibility crisis” in deep learning [290]. While some Web giants may not care about

unreproducibility for some use cases, this is a showstopper issue for many enterprises due

to auditing, regulations, and/or other legal reasons. Most domain scientists also inherently

value reproducibility.

Limitations of Existing Landscape. We compared existing approaches to see how

well they cover the above desiderata. Unfortunately, each approach falls short on some major

desiderata, as we summarize next. Figure 3.3 and Section 3.2 present our analysis in depth.
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1. False Dichotomy of Task- and Data-Parallelism. Prior work on model selection sys-

tems, primarily from the ML world, almost exclusively focus on the task-parallel set-

ting [176, 175, 130]. This ignores a pervasive approach to scale to large data on clusters:

data partitioning (sharding). A disjoint line of work on data-parallel ML systems do

consider partitioned data but focus on training one model at a time, not model selection

workloads [257, 177]. Model selection on partitioned datasets is important because parallel

file systems (e.g., HDFS for Spark), parallel RDBMSs, and “data lakes” typically store

large datasets in that manner.

2. Resource Inefficiencies. Due to the false dichotomy, naively combining the above

mentioned approaches could cause overheads and resource wastage (Section 3.2 explains

more). For instance, using task-parallelism on HDFS requires extra data movement

and potential caching, substantially wasting network and memory/storage resources. An

alternative is remote data storage (e.g., S3) and reading repeatedly at every iteration of SGD.

But this leads to orders of magnitude higher network costs by flooding the network with

lots of redundant data reads. On the other hand, data-parallel systems that train one model

at a time (e.g., Horovod [257] and Parameter Servers [177]) incur high communication

costs, leading to high runtimes.

Overall, we see a major gap between task- and data-parallel systems today, which leads to

substantially lower overall resource efficiency, i.e., when compute, memory/storage, and network

are considered holistically.

Our Proposed System We present CEREBRO, a new system for deep learning model

selection that mitigates the above issues with both task- and data-parallel execution. As Figure

3.1(A) shows, CEREBRO combines the advantages of both task- and data-parallelism, while

avoiding the limitations of each. It raises model selection throughput without raising resource

costs. Our target setting is small clusters (say, tens of nodes), which covers a vast majority (over

90%) of parallel ML workloads in practice [228]. We focus on the common setting of partitioned
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data on such clusters. Figure 3.1(B) shows the system design philosophy of CEREBRO: a

narrow-waist architecture inspired by [160] to support multiple AutoML procedures and deep

net frameworks.

Summary of Our Techniques. At the heart of CEREBRO is a simple but novel hybrid

of task- and data-parallelism we call model hopper parallelism (MOP) that fulfills all of our

desiderata. MOP is based on our insight about a formal optimization theoretic property of

SGD: robustness to the random ordering of the data. Figure 3.1(C) positions MOP against prior

approaches: it is the first known form of “Bulk Asynchronous” parallelism, a hybridization of the

Bulk Synchronous parallelism common in the database world and task-parallelism common in

the ML world. As Figure 3.2 shows, MOP has the network and memory/storage efficiency of BSP

but offers much better ML convergence behavior. Prior work has shown that the BSP approach

for distributed SGD (also called “model averaging”) has poor convergence behavior [90]. Overall,

considering all resources holistically–compute, memory/storage, and network–MOP can be the

resource-optimal choice in our target setting.
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With MOP as its basis, CEREBRO devises an optimizing scheduler to efficiently execute

deep net model selection on small clusters. We formalize our scheduling problem as a mixed

integer linear program (MILP). We compare alternate candidate algorithms with simulations

and find that a simple randomized algorithm has surprisingly good performance on all aspects

(Section 3.5). We then extend our scheduler to support replication of partitions, fault tolerance,

and elasticity out of the box (Sections 3.5.5 and 3.5.6). Such systems-level features are crucial

for deep net model selection workloads, which can often run for days. We also weigh a hybrid of

CEREBRO with Horovod for model selection workloads with low degrees of parallelism. Overall,

this paper makes the following contributions:

• We present a new parallel SGD execution approach we call model hopper parallelism

(MOP) that satisfies all the desiderata listed earlier by exploiting a formal property of

SGD. MOP is applicable to any ML models trained with SGD. We focus primarily on

deep nets due to their growing popularity combined with the pressing issue of their

resource-intensiveness.

• We build CEREBRO, a general and extensible deep net model selection system using MOP.

CEREBRO can support arbitrary deep nets and data types, as well as multiple deep learning

tools and AutoML procedures. We integrate it with TensorFlow and PyTorch.

• We formalize the scheduling problem of CEREBRO and compare 3 alternatives (MILP

solver, approximate, and randomized) using simulations. We find that a randomized

scheduler works well in our setting.

• We extend CEREBRO to exploit partial data replication and also support fault tolerance

and elasticity.

• We perform extensive experiments on real model selection workloads with two large

benchmark ML datasets: ImageNet and Criteo. CEREBRO offers 3x to 10x runtime
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gains over purely data-parallel systems and up to 8x memory/storage gains over purely

task-parallel systems. CEREBRO also exhibits linear speedup behavior.

Desiderata
Embarrassing 

Task Parallelism 
(e.g., Dask, Celery, Vizier)

Data Parallelism

Bulk Synchronous 
(e.g., Spark, Greenplum)

Centralized Fine-grained 
(e.g., Async Parameter Server)

Decentralized Fine-grained 
(e.g., Horovod)

Reproducibility

Model Hopper 
Parallelism 
(Our Work)

Data Scalability
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Efficiency
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High
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Yes

High
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Figure 3.3. Qualitative comparisons of existing systems on key desiderata for a model selection
system.

3.2 Prior Art for Distributed Deep Learning Training

Most deep learning tools (e.g., TensorFlow) focus on the latency of training one model

at a time, not on throughput. A popular way to raise throughput is parallelism. Thus, various

multi-node parallel execution approaches have been studied. All of them fall short on some

desiderata, as Figure 3.3 shows. We group these approaches into 4 categories:

Embarrassingly Task Parallel. Tools such as Python Dask, Celery, Vizier [104], and

Ray [206] can run different training configurations on different workers in a task-parallel manner.

Each worker can use logically sequential SGD, which yields the best convergence efficiency.

This is also reproducible. There is no communication across workers during training, but the

whole dataset must be copied to each worker, which does not scale to large partitioned datasets.

Copying datasets to all workers is also highly wasteful of resources, both memory and storage,

which raises costs. Alternatively, one can use remote storage (e.g., S3) and read data remotely

every epoch. But such repeated reads wastefully flood the network with orders of magnitude

extra redundant data, e.g., see a realistic cost calculation in Table 3.2..

22



Bulk Synchronous Parallel (BSP). BSP systems such as Spark and TensorFlow with

model averaging [17] parallelize one model at a time. They partition the dataset across workers,

yielding high memory/storage efficiency. They broadcast a model, train models independently

on each worker’s partition, collect all models on the master, average the weights (or gradients),

and repeat this every epoch. Alas, this approach converges poorly for highly non-convex models;

so, it is almost never used for deep net training [263].

Centralized Fine-grained. These systems also parallelize one model at a time on

partitioned data but at the finer granularity of each mini-batch. The most prominent example is

Parameter Server (PS) [177]. PS is a set of systems for data-parallel ML. A typical PS consists

of servers and workers; servers maintain the globally shared model weights, while workers

compute SGD gradients on a locally stored data partition. Workers communicate with servers

periodically to update and retrieve model weights. Based on the nature of these communications,

PS has two variants: synchronous and asynchronous. Asynchronous PS is highly scalable but

unreproducible; it often has poorer convergence than synchronous PS due to stale updates but

synchronous PS has higher overhead for synchronization.

All PS-style approaches have high communication due to their centralized all-to-one

communications, which is proportional to the number of mini-batches and orders of magnitude

higher than BSP, e.g., 10,000x in Table 3.2.

Decentralized Fine-grained. The best example is Horovod [257]. It adopts HPC-style

techniques to enable synchronous all-reduce SGD. While this approach is bandwidth optimal,

communication latency is still proportional to the number of workers, and the synchronization

barrier can become a bottleneck. The total communication overhead is also proportional to the

number of mini-batches and orders of magnitude higher than BSP, e.g., 9,000x in Table 3.2.
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Table 3.1. Notation used in Section 3.3

Symbol Description

S Set of training configurations

p Number of data partitions/workers

k Number of epochs for S to be trained

m Model size (uniform for exposition sake)

b Mini-batch size

D Training dataset (⟨D⟩ : dataset size, |D| : number of examples)

3.3 Model Hopper Parallelism

We first explain how MOP works and its properties. Table 3.1 presents some notation.

We also theoretically compare the communication costs of MOP and prior approaches.

3.3.1 Basic Idea of MOP

We are given a set S of training configurations (“configs” for short). For simplicity of

exposition, assume for now each runs for k epochs–we relax this later1. Shuffle the dataset once

and split into p partitions, with each partition located on one of p worker machines. Given these

inputs, MOP works as follows. Pick p configs from S and assign one per worker (Section 3.5

explains how we pick the subset). On each worker, the assigned config is trained on the local

partition for a single sub-epoch, which we also call a training unit. Completing a training unit

puts that worker back to the idle state. An idle worker is then assigned a new config that has not

already been trained and also not being currently trained on another worker. Overall, a model

“hops” from one worker to another after a sub-epoch. Repeat this process until all configs are

trained on all partitions, completing one epoch for each model. Repeat this every epoch until all

configs in S are trained for k epochs. The invariants of MOP can be summarized as follows:

1Section 4.2 (Supporting Multiple AutoML Procedures) explains further how CEREBRO can support different
configs being trained for different numbers of epochs.
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• Completeness: In a single epoch, each training config is trained on all workers exactly

once.

• Model training isolation: Two training units of the same config are not run simultaneously.

• Worker/partition exclusive access: A worker executes only one training unit at a time.

• Non-preemptive execution: An individual training unit is run without preemption once

started.

Insights Underpinning MOP. MOP exploits a formal property of SGD: any random

ordering of examples suffices for convergence [43, 49]. Each of the p configs visits the data

partitions in a different (pseudorandom) yet in sequential order. Thus, MOP offers high accuracy

for all models, comparable to sequential SGD. While SGD’s robustness has been exploited

before in ML systems, e.g., in Parameter Server [177], MOP exploits it at the partition level

instead of at the mini-batch level to reduce communication costs. This is possible because we

connect this property with model selection workloads instead of training one model at a time.

Positioning MOP. As Figure 3.1(C) shows, MOP is a new hybrid of task- and data-

parallelism that is a form of “bulk asynchronous” parallelism. Like task-parallelism, MOP trains

many configs in parallel but like BSP, it runs on partitions. So, MOP is more fine-grained than

task parallelism but more coarse-grained than BSP. MOP has no global synchronization barrier

within an epoch. Later in Section 3.5, we dive into how CEREBRO uses MOP to schedule S

efficiently and in a general way. Overall, while the core idea of MOP is simple–perhaps even

obvious in hindsight–it has hitherto not been exploited in its full generality in ML systems.

Reproducibility. MOP does not restrict the visit ordering. So, reproducibility is trivial

in MOP: log the worker visit order for each configuration per epoch and replay with this order.

Crucially, this logging incurs very negligible overhead because a model hops only once per

partition, not for every mini-batch, at each epoch.
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Table 3.2. Communication cost analysis of MOP and other approaches. ⋆Full replication.
†Remote reads. ‡Parameters for the example: k = 20, |S| = 20, p = 10, m = 1GB, ⟨D⟩ = 1TB, and
|D|/b = 100K.

Comm. Cost Example‡

Model Hopper Parallelism kmp|S|+m|S| 4 TB

Task Parallelism (FR⋆) p⟨D⟩+m|S| 10 TB
Task Parallelism (RR†) k|S|⟨D⟩+m|S| 400 TB

Bulk Synchronous Parallelism 2kmp|S| 8 TB

Centralized Fine-grained 2kmp|S|
⌈
|D|
bp

⌉
80 PB

Decentralized Fine-grained 2km(p−1)|S|
⌈
|D|
bp

⌉
72 PB

3.3.2 Communication Cost Analysis

We summarize the communication costs of MOP and other approaches in Table 3.2. It

also illustrates the communication costs in bytes for a realistic example based on our case study

in Section 3.1. MOP reaches the theoretical minimum cost of kmp|S|. Crucially, note that this

cost does not depend on batch size, which underpins MOP’s higher efficiency. BSP also has the

same asymptotic cost but unlike MOP, BSP typically converges poorly for deep nets and lacks

sequential-equivalence. Fine-grained approaches like PS and Horovod have communication

costs proportional to the number of mini-batches, which can be orders of magnitude higher. In

our setting, p is under low 10s, but the number of mini-batches can even be 1000s to millions

based on the batch size.

3.4 System Overview

We present an overview of CEREBRO, an ML system that uses MOP to execute deep net

model selection workloads.
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3.4.1 User-facing API

CEREBRO API allows users to do 2 things: (1) register workers and data; and (2) issue

a deep net model selection workload. Workers are registered by IP addresses. As for datasets,

CEREBRO expects a list of data partitions and their availability on each worker. We assume

shuffling and partitioning are already handled by other means, since these are well studied. This

common data ETL step is also orthogonal to our focus and is not a major part of the total runtime

for iterative deep net training.

CEREBRO takes the reference to the dataset, set of initial training configs, the AutoML

procedure, and 3 user-defined functions: input f n, model f n, and train f n. It first invokes

input f n to read and pre-process the data. It then invokes model f n to instantiate the neural

architecture and potentially restore the model state from a previous checkpointed state. The

train f n is invoked to perform one sub-epoch of training. We assume validation data is also

partitioned and use the same infrastructure for evaluation. During evaluation, CEREBRO marks

model parameters as non-trainable before invoking train f n. We also support higher-level API

methods for AutoML procedures that resemble the popular APIs of Keras [227]. Note that

model f n is highly general, i.e., CEREBRO supports all neural computational graphs on all data

types supported by the underlying deep learning tool, including CNNs, RNNs, transformers, etc.

on structured data, text, images, video, etc. Due to space constraints, more details of our APIs,

including full method signatures and a fleshed out example of how to use CEREBRO are provided

in the appendix of our technical report [317].

3.4.2 System Architecture

We adopt an extensible architecture, as Figure 3.4 shows. This allows us to easily support

multiple deep learning tools and AutoML procedures. There are 5 main components: (1) API, (2)

Scheduler, (3) Task Executor, (4) Catalog, and (5) Resource Monitor. Scheduler is responsible

for orchestrating the entire workload. It relies on worker and data availability information from
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Figure 3.4. System architecture of CEREBRO.

the Catalog. Task Executor launches training units on the cluster and also handles model hops.

Resource Monitor is responsible for detecting worker failures and updating the Resource Catalog.

Section 3.5 explains how the Scheduler works and how we achieve fault tolerance and elasticity.

Next, we describe how CEREBRO’s architecture enables high system generality.
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Figure 3.5. Gantt charts of task-parallel and MOP schedules for a sample model selection
workload.

Supporting Multiple Deep Learning Tools. The functions input f n, model f n, and

train f n are written by users in the deep learning tool’s APIs. We currently support TensorFlow

and PyTorch (it is simple to add support for more). To support multiple such tools, we adopt a

handler-based architecture to delineate tool-specific aspects: model training, checkpointing and

restoring. Note that checkpointing and restoring is how CEREBRO realizes model hops. Task

Executor automatically injects the tool-specific aspects from the corresponding tool’s handler
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and runs these functions on the workers. Overall, CEREBRO’s architecture is highly general and

supports virtually all forms of data types, deep net architectures, loss functions, and SGD-based

optimizers.

Supporting Multiple AutoML Procedures. Metaheuristics called AutoML procedures

are common for exploring training configs. We now make a key observation about such proce-

dures that underpins our Scheduler. Most AutoML procedures fit a common template: create an

initial set of configs (S) and evaluate them after each epoch (or every few epochs). Based on the

evaluations, terminate some configurations (e.g., as in Hyperband [176] and PBT [130]) or add

new configurations (e.g., as in PBT). Grid/random search is a one-shot instance of this template.

Thus, we adopt this template for our Scheduler. Given S, CEREBRO trains all models in S for

one epoch and passes control back to the corresponding AutoML procedure for convergence/ter-

mination/addition evaluations. CEREBRO then gets a potentially modified set S′ for the next

epoch. This approach also lets CEREBRO support data re-shuffling after each epoch. But the

default (and common practice) is to shuffle only once upfront. Grid/random search (perhaps the

most popular in practice), Hyperband, and PBT (and more procedures) conform to this common

template and are currently supported.

ASHA [175] and Hyperopt [41] are two notable exceptions to the above template, since

they do not have a global synchronized evaluation of training configs after an epoch and are

somewhat tied to task-parallel execution. While MOP/CEREBRO cannot ensure logically same

execution as ASHA or HyperOpt on task-parallelism, it is still possible to emulate them on

MOP/CEREBRO without any modifications to our system. In fact, our experiments with ASHA

show that ASHA on CEREBRO has comparable–even slightly better!–convergence behavior than

ASHA on pure task-parallelism (Section 3.6.3).

3.4.3 System Implementation Details

We prototype CEREBRO in Python using XML-RPC client-server package. Scheduler

runs on the client. Each worker runs a single service. Scheduling follows a push-based model–
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Table 3.3. Additional notation used in the MOP MILP formulation

Symbol Description

T ∈ IR|S|×p Ti, j is the runtime of unit si, j (ith configuration on jth worker)

C Makespan of the workload

X ∈ IR|S|×p Xi, j is the start time of the execution of ith configuration on jth partition/-
worker

Y ∈ {0,1}|S|×p×p Yi, j, j′ = 1⇐⇒ Xi, j < Xi, j′

Z ∈ {0,1}|S|×|S|×p Zi,i′, j = 1⇐⇒ Xi, j < Xi′, j

V Very large value (Default: sum of training unit runtimes)

Scheduler assigns tasks and periodically checks the responses from the workers. We use a

shared network file system (NFS) as the central repository for models. Model hopping is

realized implicitly by workers writing models to and reading models from this shared file system.

Technically, this doubles the communication cost of MOP to 2kmp|S|, still a negligible overhead.

Using NFS greatly reduces engineering complexity to implement model hops.

3.5 Cerebro Scheduler

Scheduling training units on workers properly is critical because pathological order-

ings can under-utilize resources substantially, especially when deep net architectures and/or

workers are heterogeneous. Consider the model selection workload shown in Figure 3.5(A).

Assume workers are homogeneous and there is no data replication. For one epoch of training,

Figure 3.5(B) shows an optimal task-parallel schedule for this workload with a 9-unit makespan.

Figure 3.5(C) shows a non-optimal MOP schedulewith also 9 units makespan. But as Fig-

ure 3.5(D) shows, an optimal MOP schedule has a makespan of only 7 units. Overall, we see

that MOP’s training unit-based scheduling offers more flexibility to raise resource utilization.

Next, we formally define the MOP-based scheduling problem and explain how we design our

Scheduler.
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3.5.1 Formal Problem Statement as MILP

Suppose the runtimes of each training unit, aka unit times, are given. These can be

obtained with, say, a pilot run for a few mini-batches and then extrapolating (this overhead will

be marginal). For starters, assume each of the p data partitions is assigned to only one worker.

The objective and constraints of the MOP-based scheduling problem is as follows. Table 3.3 lists

the additional notation used here.

Objective: min
C,X ,Y,Z

C (3.1)

Constraints:

∀i, i′ ∈ [1, . . . , |S|] ∀ j, j′ ∈ [1, . . . , p]

(a) Xi, j ≥ Xi, j′+Ti, j′−V ·Yi, j, j′

(b) Xi, j′ ≥ Xi, j +Ti, j−V · (1−Yi, j, j′)

(c) Xi, j ≥ Xi′, j +Ti′, j−V ·Zi,i′, j

(d) Xi′, j ≥ Xi, j +Ti, j−V · (1−Zi,i′, j)

(e) Xi, j ≥ 0

( f ) C ≥ Xi, j +Ti, j

(3.2)

We need to minimize makespan C, subject to the constraints on C, unit start times X ,

model training isolation matrix Y , and worker/partition exclusive access matrix Z. The constraints

enforce some of the invariants of MOP listed in Section 3.3. Equations 2.a and 2.b ensure model

training isolation. Equations 2.c and 2.d ensure worker exclusive access. Equation 2.e ensures

that training unit start times are non-negative and Equation 2.f ensures that C captures the time

taken to complete all training units.
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Given the above, a straightforward approach to scheduling is to use an MILP solver like

Gurobi [112]. The start times X then yield the actual schedule. But our problem is essentially an

instance of the classical open-shop scheduling problem, which is known to be NP-Hard [107].

Since |S| can even be 100s, MILP solvers may be too slow (more in Section 3.5.4); thus, we

explore alternative approaches.

3.5.2 Approximate Algorithm-based Scheduler

For many special cases, there are algorithms with good approximation guarantees that can

even be optimal under some conditions. One such algorithm is “vector rearrangement” [293, 94].

It produces an optimal solution when |S| ≫ p, which is possible in our setting.

The vector rearrangement based method depends on two values: Lmax (see Equation 3.3),

the maximum load on any worker; and Tmax (see Equation 3.4), the maximum unit time of any

training configuration in S.

Lmax = max
j∈[1,...,p]

|S|

∑
i=1

Ti, j (3.3)

Tmax = max
i∈[1,...,|S|], j∈[1,...,p]

Ti, j (3.4)

If Lmax ≥ (p2 + p−1) ·Tmax, this algorithm’s output is optimal. When there are lots of

configs, the chance of the above constraint being satisfied is high, yielding us an optimal schedule.

But if the condition is not met, the schedule produced yields a makespan C ≤C∗+(p−1) ·Tmax,

where C∗ is the optimal makespan value. This algorithm scales to large |S| and p because it runs

in polynomial time in contrast to the MILP solver. For more details on this algorithm, we refer

the interested reader to [293, 94].

3.5.3 Randomized Algorithm-based Scheduler

The approximate algorithm is complex to implement in some cases, and its optimality

condition may be violated often. Thus, we now consider a much simpler scheduler based on
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Algorithm 1. Randomized Scheduling
1: Input: S
2: Q = {si, j : ∀i ∈ [1, . . . , |S|],∀ j ∈ [1, . . . , p]}
3: worker idle← [true, . . . ,true]
4: model idle← [true, . . . ,true]
5: while not empty(Q) do
6: for j ∈ [1, . . . , p] do
7: if worker idle[ j] then
8: Q← shuffle(Q)
9: for si, j′ ∈ Q do

10: if model idle[i] and j′ = j then
11: Execute si, j′ on worker j
12: model idle[i]← false

13: worker idle[ j]← false

14: remove(Q,si, j′)
15: break

16: wait WAIT TIME

Algorithm 2. When si, j finishes on worker j

1: model idle[i]← true

2: worker idle[ j]← true

randomization. This approach is simple to implement and offer much more flexibility (explained

more later). Algorithm 1 presents our randomized scheduler.

Given S, create Q = {si, j : ∀i ∈ [1, ..., |S|], j ∈ [1, .., p]}, the set of all training units. Note

that si, j is the training unit of configuration i on worker j. Initialize the state of all models and

workers to idle state. Then find an idle worker and schedule a random training unit from Q on

it. This training unit must be such that its configuration is not scheduled on another worker and

it corresponds to the data partition placed on that worker (Line 10). Then remove the chosen

training unit from Q. Continue this process until no worker is idle and eventually, until Q is

empty. After a worker completes training unit si, j mark its model i and worker j as idle again as

per Algorithm 2.
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3.5.4 Comparing Different Scheduling Methods

We use simulations to compare the efficiency and makespans yielded by the three

alternative schedulers. The MILP and approximate algorithm are implemented using Gurobi.

We set a maximum optimization time of 5min for tractability sake. We compare the scheduling

methods on 3 dimensions: 1) number of training configs (two values: 16 and 256), 2) number of

workers (two values: 8 and 16), 3) homogeneity/heterogeneity of configs and workers.

Sub-epoch training time (unit time) of a training config is directly proportional to the

compute cost of the config and inversely proportional to compute capacity of the worker. For

the homogeneous setting, we initialize all training config compute costs to be the same and also

all worker compute capacities to be the same. For the heterogeneous setting, training config

compute costs are randomly sampled (with replacement) from a set of popular deep CNNs

(n=35) obtained from [27]. The costs vary from 360 MFLOPS to 21000 MFLOPS with a mean

of 5939 MFLOPS and standard deviation of 5671 MFLOPS. Due to space constraints we provide
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these computational costs in the Appendix of our technical report [317]. For worker compute

capacities, we randomly sample (with replacement) compute capacities from 4 popular Nvidia

GPUs: Titan Xp (12.1 TFLOPS/s), K80 (5.6 TFLOPS/s), GTX 1080 (11.3 TFLOPS/s), and P100

(18.7 TFLOPS/s). For each setting, we report the average of 5 runs with different random seeds

set to the scheduling algorithms and also the min and max of all 5 runs. All makespans reported

are normalized by the randomized scheduler’s makespan.

The MILP scheduler sometimes performs poorer than the other two because it has not

converged to the optimal in the given time budget. The approximate scheduler performs poorly

when both the configs and workers are heterogeneous. It is also slower than the randomized

scheduler.

Overall, the randomized approach works surprisingly well on all aspects: near-optimal

makespans with minimal variance across runs and very fast scheduling. We believe this inter-

esting superiority of the randomized algorithm against the approximation algorithm is due to

some fundamental characteristics of deep net model selection workloads, e.g., large number

of configurations and relatively low differences in compute capacities. We leave a thorough

theoretical analysis of the randomized algorithm to future work. Based on these results, we use

the randomized approach as the default Scheduler in CEREBRO.

3.5.5 Replica-Aware Scheduling

So far we assumed that a partition is available on only one worker. But some file systems

(e.g., HDFS) often replicate data files, say, for reliability sake. We now exploit such replicas for

more scheduling flexibility and faster plans.

The replica-aware scheduler requires an additional input: availability information of

partitions on workers (an availability map). In replica-aware MOP, a training configuration need

not visit all workers. This extension goes beyond open shop scheduling, but it is still NP-Hard

because the open shop problem is a special case of this problem with a replication factor of one.

We extended the MILP scheduler but it only got slower. So, we do not use it and skip its details.
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Modifying the approximate algorithm is also non-trivial because it is tightly coupled to the open

shop problem; so, we skip that too. In contrast, the randomized scheduler can be easily extended

for replica-aware scheduling. The only change needed to Algorithm 1 is in Line 10: instead of

checking j′ = j, consult the availability map to check if the relevant partition is available on that

worker.

3.5.6 Fault Tolerance and Elasticity

We now explain how we make our randomized scheduler fault tolerant. Instead of just Q,

we maintain two data structures Q and Q′. Q′ is initialized to be empty. The process in Algorithm

1 continues until both Q and Q′ are empty. When a training unit is scheduled, it will be removed

from Q as before but now also added to Q′. It will be removed from Q′ when it successfully

completes its training on the assigned worker. But if the worker fails before the training unit

finishes, it will be moved back from Q′ to Q. If the data partitions present on the failed worker

are also available elsewhere, the scheduler will successfully execute the corresponding training

units on those workers at a future iteration of the loop in Algorithm 1.

CEREBRO detects failures via the periodic heart-beat check between the scheduler and

workers. Because the trained model states are always checkpointed between training units, they

can be recovered and the failed training units can be restarted. Only the very last checkpointed

model is needed for the failure recovery and others can be safely deleted for reclaiming storage.

The same mechanism can be used to detect availability of new compute resources and support

seamless scale-out elasticity in CEREBRO.

3.5.7 Extension: Horovod Hybrid

Some AutoML procedures (e.g., Hyperband) start with large |S| but then kill some non-

promising configs after some epochs. So, only a few configs may train till convergence. This

means at the later stages, we may encounter a situation where |S| goes below p. In such cases,

CEREBRO can under-utilize the cluster. To overcome this limitation, we explored the possibility
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Table 3.4. Dataset details. All numbers are after preprocessing and sampling of the datasets.

Dataset On-disk size Count Format Class

ImageNet 250 GB 1.2M HDF5 1000
Criteo 400 GB 100M TFRecords Binary

of doubly hybridizing MOP with data-parallelism by implementing a hybrid of CEREBRO and

Horovod. Just like CEREBRO, Horovod is also equivalent to sequential SGD; so, the hybrid

is reproducible. The basic idea is simple: divide the cluster into virtual sub-clusters and run

Horovod within each sub-cluster and MOP across sub-clusters. Due to space constraints, we

explain this hybrid architecture further in Appendix A.

3.6 Experimental Evaluation

We empirically validate if CEREBRO can improve overall throughput and efficiency

of deep net model selection. We then evaluate CEREBRO in depth. Finally, we demonstrate

CEREBRO’s ability to support multiple AutoML procedures.

Datasets. We use two large benchmark datasets: ImageNet [78] and Criteo [73]. Im-

ageNet is a popular image classification dataset. We choose the 2012 version and reshape

the images to 112×112 pixels2. Criteo is an ad click classification dataset with numeric and

categorical features. It is shipped under sparse representation. We one-hot encode the categorical

features and densify the data. Only a 2.5% random sample of the dataset is used2. Table 3.4.

summarizes the dataset statistics.
2We made this decision only so that all of our experiments can complete in reasonable amount of time. This

decision does not alter the takeaways from our experiments.
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System

ImageNet Criteo

Runtime 
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TF PS - 
Async 19.00 8.6 250 28.80 6.9 400

Horovod 5.42 92.1 250 14.06 16.0 400

TF Model 
Averaging 1.97 72.1 250 3.84 52.2 400

Celery 1.72 82.4 2000 3.95 53.6 3200

Cerebro 1.77 79.8 250 3.40 51.9 400
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(B) Learning curves of the resp. best configs on ImageNet.

Figure 3.7. End-to-end results on ImageNet and Criteo. For Celery, we report the runtime
corresponding to the lowest makespan schedule. Celery’s per-epoch runtime varies between
1.72-2.02 hours on ImageNet; on Criteo, 3.95-5.49 hours. Horovod uses GPU kernels for
communication; hence its high GPU utilization.

Workloads. For our first end-to-end test, we use two different neural architectures and

grid search for hyper-parameters, yielding 16 training configs for each dataset. Table 3.5 offers
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Table 3.5. Workloads.⋆architectures similar to VGG16 and ResNet50. †Serialized sizes.

Dataset Model arch. Model size/MB† Batch size Learning rate Regularization Epochs

ImageNet
{VGG16⋆,

ResNet50⋆}
VGG16: 792,

ResNet50: 293 {32, 256} {10−4, 10−6} {10−4, 10−6} 10

Criteo 3-layer NN 179
{32, 64,

256, 512} {10−3, 10−4} {10−4, 10−5} 5

the details. We use Adam [149] as our SGD method. To demonstrate generality, we also present

results for HyperOpt and ASHA on CEREBRO in Section 3.6.3.

Experimental Setup. We use two clusters: CPU-only for Criteo and GPU-enabled for

ImageNet, both on CloudLab [246]. Each cluster has 8 worker nodes and 1 master node. Each

node in both clusters has two Intel Xeon 10-core 2.20 GHz CPUs, 192GB memory, 1TB HDD

and 10 Gbps network. Each GPU cluster worker node has an extra Nvidia P100 GPU. All nodes

run Ubuntu 16.04. We use TensorFlow v1.12.0 as CEREBRO’s underlying deep learning tool. For

GPU nodes, we use CUDA version 9.0 and cuDNN version 7.4.2. Both datasets are randomly

shuffled and split into 8 equi-sized partitions.

3.6.1 End-to-End Results

We compare CEREBRO with 5 systems: 4 data-parallel–synchronous and asynchronous

TensorFlow Parameter Server, Horovod, BSP-style TensorFlow model averaging–and 1 task-

parallel (Celery). For Celery, we replicate datasets to each worker beforehand and stream them

from disk, since they do not fit in memory. I/O time is trivial for deep nets, where computation

dominates; thus, they can be interleaved. We use TensorFlow features to achieve this. For all other

systems, each worker node has one in-memory data partition. We do not include data copying

in the end-to-end runtimes. For scheduling, Celery uses a FIFO queue and CEREBRO uses the

randomized scheduler. All other systems train models sequentially.

Figure 3.7 presents the results. CEREBRO significantly improves the efficiency and

throughput of model selection. On ImageNet, CEREBRO is over 10x faster than asynchronous PS,

which has a GPU utilization as low as 9%! Synchronous PS was even slower. CEREBRO is 3x
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faster than Horovod. Horovod has high GPU utilization because it uses GPU for communication.

CEREBRO’s runtime is comparable to model averaging, which is as expected. But note model

averaging converges poorly. Celery’s runtime is dependent on the execution order and thus we

report the runtime on the optimal schedule. On ImageNet, Celery’s runtime is comparable to

CEREBRO. But note that Celery has a highly bloated 8x memory/storage footprint. Overall,

Celery and CEREBRO have the best learning curves–this is also as expected because MOP

ensures sequential equivalence for SGD, just like task-parallelism. Horovod converges slower

due to its larger effective mini-batch size.

On Criteo, CEREBRO is 14x faster than synchronous PS and 8x faster than asynchronous

PS. Both variants of PS report severe CPU under-utilization (< 7%). CEREBRO is also 4x

faster than Horovod. CEREBRO’s runtime is comparable to model averaging, with about 52%

CPU utilization. Celery is somewhat slower than CEREBRO due to a straggler issue caused by

the highly heterogeneous model configs for Criteo. CEREBRO’s MOP approach offers higher

flexibility to avoid such straggler issues. A more detailed explanation is given in the appendix of

our technical report [317]. All methods have almost indistinguishable convergence behavior on

this dataset: all reached 99% accuracy quickly, since the class label is quite skewed.

Overall, CEREBRO is the most resource-efficient approach when compute, memory/stor-

age, and network are considered holistically. It also has the best accuracy behavior, on par with

task-parallelism.

3.6.2 Drill-down Experiments

Unless specified otherwise, we now show experiments on the GPU cluster, ImageNet, and

a model selection workload of 8 configs (4 learning rates, 2 regularization values, and ResNet

architectures) trained for 5 epochs. Each data partition is placed on only one worker.

Scalability. We study the speedups (strong scaling) of CEREBRO and Horovod as we

vary the cluster sizes. Figure 3.8(A) shows the speedups, defined as the workload completion

time on multiple workers vs a single worker. CEREBRO exhibits linear speedups due to MOP’s
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Figure 3.8. (A) Speedup plot (strong scaling). (B) Fault-tolerance.

marginal communication costs; in fact, it seems slightly super-linear here because the dataset fits

entirely in cluster memory compared to the minor overhead of reading from disk on the single

worker. In contrast, Horovod exhibits substantially sub-linear speedups due to its much higher

communication costs with multiple workers.

Fault Tolerance. We repeat our drill-down workload with a replication factor of 3. We

first inject two node failures and bring the nodes back online later. Figure 3.8(B) shows the

time taken for each epoch and the points where the workers failed and returned online. Overall,

we see CEREBRO’s replica-aware randomized scheduler can seamlessly execute the workload

despite worker failures.
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Figure 3.9. Effect of batch size on communication overheads and convergence efficiency. (A)
Runtime against batch size. (B) The lowest validation error after 10 epochs against batch size.

Effect of Batch Size. We now evaluate the effect of training mini-batch size for CERE-

BRO and Horovod. We evaluate 5 batch sizes and report makespans and the validation error of the
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best model for each batch size after 10 epochs. Figure 3.9 presents the results. With batch size

32, Horovod is 2x slower than CEREBRO. However, as the batch size increases, the difference

narrows since the relative communication overhead per epoch decreases. CEREBRO also runs

faster with larger batch size due to better hardware utilization. The models converge slower as

batch size increases. The best validation error is achieved by CEREBRO with a batch size of 32.

With the same setting, Horovod’s best validation error is higher than CEREBRO; this is because

its effective batch size is 256 (32×8). Horovod’s best validation error is closer to CEREBRO’s at

a batch size of 256. Overall, CEREBRO’s efficiency is more stable to the batch size, since models

hop per sub-epoch, not per mini-batch.

Network and Storage Efficiency. We study the tradeoff between redundant remote

reads (wastes network) vs redundant data copies across workers (wastes memory/storage).

Task parallelism forces users to either duplicate the dataset to all workers or store it in a

common repository/distributed filesystem and read remotely. CEREBRO can avoid both forms of

resource wastage. We assume the whole dataset cannot fit on single-node memory. We compare

CEREBRO and Celery in the following 2 settings:

Reading from remote storage (e.g., S3). In this setting, Celery reads data from a remote

storage repeatedly each epoch. For CEREBRO each worker remotely reads one data partition

and caches it. We change the data scale to evaluate effects on the makespan and the amount of

remote reads. Figure 3.10 shows the results. Celery is slightly slower than CEREBRO due to

remote read overheads. The most significant advantage of CEREBRO is its network bandwidth

cost, which is over 10x lower than Celery’s. After the initial read, CEREBRO only communicates

models weights during training. In situations where reads and networks are not free (e.g., cloud

providers), Celery will incur higher monetary costs than CEREBRO. These results show it is

perhaps better to partition the dataset on S3, cache partitions on workers on the first read, and

then run CEREBRO instead of Celery with full dataset reads from S3 per epoch to avoid copying.

Reading from distributed storage (e.g., HDFS). In this setting, the dataset is partitioned,

replicated, and stored on 8 workers. We then load all local data partitions into each worker’s
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Figure 3.10. Reading data from remote storage.
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Figure 3.11. Reading data from distributed storage.

memory. Celery performs remote reads for non-local partitions. We vary the replication factor to

study its effect on the makespan and the number of remote reads. Figure 3.10 presents the results.

For replication factors 1 (no replication), 2, and 4, CEREBRO incurs 100x less network usage and

is slightly faster than Celery. But at a replication factor of 8 (i.e., full replication), CEREBRO is

slightly slower due to the overhead of model hops. For the same reason, CEREBRO incurs

marginal network usage, while Celery has almost no network usage other than control actions.

Note that the higher the replication factor for Celery, the more memory/storage is wasted.

CEREBRO offers the best overall resource efficiency–compute, memory/storage, and network put

together–for deep net model selection.

Experiments with Horovod Hybrid. Our experiment with the Horovod Hybrid gave

an anti-climactic result: the intrinsic network overheads of Horovod meant the hybrid is often

slower than regular CEREBRO with some workers being idle! We realized that mitigating this
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Table 3.6. Parameter grid used to randomly sample configuration for Section 3.6.3.

Values sampled from

Model [ResNet18, ResNet34]
Learning rate [10−5, . . . , 10−1]
Weight decay coefficient [10−5, . . . , 10−1]
Batch size [16, . . . , 256]

issue requires more careful data repartitioning. We deemed this complexity as perhaps not worth

it. Instead, we propose a simpler resolution: if |S| falls below p but above p/2, use CEREBRO; if

|S| falls below p/2, just switch to Horovod. This switch incurs no extra overhead. Due to space

constraints, we skip the details here and explain this experiment further in Appendix A.

3.6.3 Experiments with AutoML Procedures

We experiment with two popular AutoML procedures: HyperOpt [41] and ASHA [175].

For HyperOpt, we compare CEREBRO and Spark as the execution backends. Spark is a backend

supported natively by HyperOpt; it distributes only the models, i.e., it is task-parallel on fully

replicated data. For ASHA, we compare CEREBRO and Celery as the execution backends. We

use ImageNet, GPU cluster, and PyTorch. Training configs are sampled from the grid shown in

Table 3.6. For CEREBRO data is partitioned without replication; for Spark and Celery the dataset

is fully replicated.

Both HyperOpt and ASHA keep exploring different configs until a resource limit is

reached. For HyperOpt, this limit is the maximum number of configs; for ASHA, it is the

maximum wall-clock time. During the exploration HyperOpt uses Bayesian sampling to generate

new configs; ASHA uses random sampling. For both methods, the generated configs are

dependent on the completion order of configs across task-parallel workers. Thus, it is impossible

for CEREBRO to exactly replicate HyperOpt or ASHA ran with task-parallelism. However, we

can closely emulate HyperOpt and ASHA on CEREBRO by making the number of simultaneously
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trained configs (|S|) equal to the number of workers (p) and without making any changes to

CEREBRO.
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Figure 3.12. HyperOpt learning curves by time.

HyperOpt. We run an experiment using HyperOpt with a max config budget of 32. We

train each config for 10 epochs. With this configuration, HyperOpt on CEREBRO (resp. Spark)

took 31.8 (resp. 25.9) hours. Figure 3.12 shows all learning curves. We found that the slightly

higher (23%) runtime of CEREBRO is mainly due to the lower degree of parallelism (|S|= 8).

However, this issue can be mitigated by increasing the number of simultaneously trained configs.

Although individual configs are not comparable across the two systems, the best errors achieved

are close (34.1% on CEREBRO; 33.2% on Celery).
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Figure 3.13. ASHA learning curves by time.
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ASHA. We use ASHA with a max epoch budget (R) of 9, a selection fraction (η) of

3, and a time limit of 24hr. With these settings, ASHA trains for a maximum of 13 epochs

over 3 stages: 1, 3, and 9 epochs. Only the more promising configurations are trained for more

epochs. In the given time limit, ASHA on CEREBRO (resp. Celery) explored 83 (resp. 67) configs.

Figure 3.13 shows all learning curves. Like HyperOpt, even though the configs are not directly

comparable, the best errors achieved are close (31.9% on CEREBRO; 33.2% on Celery). More

details about this experiment and experiments with another AutoML procedure (HyperBand) are

presented in Appendix A.

3.7 Discussion and Limitations

Applications. CEREBRO is in active use for time series analytics for our public health

collaborators. In the case study from Section 3.1, CEREBRO helped us pick 16 deep net configs

to compare. To predict sitting vs. not-sitting, these configs had accuracies between 62% and

93%, underscoring the importance of rigorous model selection. The best configs gave a large lift

of 10% over their prior RandomForest model based on hand-engineered time series features. We

plan to use CEREBRO for more domain science applications in the future on time series, video,

graph, and text data.

Open Source Systems. CEREBRO is open sourced and available for download [1].

MOP’s generality also enabled us to emulate it on existing data-parallel systems. Pivotal/VMware

collaborated with us to integrate MOP into Greenplum by extending the MADlib library [119]

for running TensorFlow on Greenplum-resident data [197, 278]. Greenplum’s customers are

interested in this for enterprise ML use cases, including language processing, image recognition,

and fraud detection. We have also integrated CEREBRO into Apache Spark [77]. CEREBRO-

Spark can run MOP on existing resource managers such as YARN and Mesos. Alternatively, one

can also deploy CEREBRO as a standalone application by wrapping it as tasks accepted by the

resource manager. We leave such an extension to future work.
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Other ML Model Families. We focused primarily on deep nets due to their growing

popularity, high sensitivity to model configurations, and resource intensiveness. However, note

that MOP and CEREBRO’s ideas are directly usable for model selection of any ML models

trainable with SGD. Examples include linear/logistic regression, some support vector machines,

low-rank matrix factorization, and conditional random fields. In fact, since linear/logistic

regression can be trivially expressed in the deep learning tools’s APIs, CEREBRO will work out

of the box for them. CEREBRO’s high memory efficiency makes it easier for users to store the

entire large datasets in distributed memory, which can significantly reduce runtimes of such

I/O-bound ML models.

3.8 Conclusion

The high costs associated with model selection are one of the major obstacles to the

broader adoption of modern DL/AI. To mitigate this issue, we present a simple but novel and

highly general form of parallel SGD execution for model selection workloads, MOP, that raises

the resource efficiency of deep net model selection without sacrificing accuracy or reproducibility.

MOP is also simple to implement, which we demonstrate by building CEREBRO, a fault-tolerant

deep net model selection system that supports multiple popular deep learning tools and model

selection procedures. Experiments with large ML benchmark datasets confirm the benefits of

CEREBRO.

Chapter 3 contains material from “Cerebro: A Data System for Optimized Deep Learning

Model Selection” by Supun Nakandala, Yuhao Zhang, and Arun Kumar, which appears in

Proceedings of VLDB Endowment Volume 13, Issue 12, July 2020. The dissertation author’s

contribution was in the conceptualization of the system, parts of the implementation, and

parts of the experiments. The code for our system is open source and is available on GitHub:

https://github.com/ADALabUCSD/cerebro-system.
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Chapter 4

CEREBRO on Data Systems: Bridging
the Gap Between Data Systems and DL
Workloads

4.1 Introduction

We now move our eye to the practicality concerns of DL, and in this chapter, we will

discuss the challenges and solutions of bringing DL to existing data systems and bridging the

gap between in-database enterprise data and DL workloads. The DBMS community has long

worked on bringing ML closer to the home of business-critical datasets in enterprises: DBMSs

and other data systems. This paradigm of “In-DBMS ML” (or “In-data system ML”) has waxed

and waned over the last 20 years, with 3 general waves of work. It now merits a revisit in the era

of DL.

4.1.1 Lessons from In-RDBMS ML

In the first wave of in-RDBMS ML, DB vendors built “data mining tools” that scaled a

few ML algorithms to DB-resident data [64, 15, 224]. They enabled access to ML from the SQL

console. But as ML algorithms grew in complexity, a second wave of unified implementation

abstractions were devised for in-data system ML [91, 70]; MADlib [120] and Spark MLlib [200]

are key examples. The third wave is seeing cloud DBMS vendors adding more in-RDBMS ML

support, e.g., Google’s BigQuery ML [9, 14, 8], as well as invoking DL from DBMSs [10, 19].
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In this context, DBMS and cloud vendors are increasingly asking: “How to enable

seamless support for DL over DB-resident data?”. The past waves of in-RDBMS ML offer at

least four lessons.

1. The main user base of in-RDBMS ML tools are not Python-oriented data scientists but

SQL-oriented business analysts. Such users increasingly want access to DL training and

inference from within the SQL console. As per estimates by the MADlib team [2], about

20-25% of Greenplum customers today use its in-RDBMS ML analytics capabilities

alongside SQL analytics.

2. Although governance and provenance were always important for enterprises in sensitive

domains such as financial and health care, they now have renewed urgency for all com-

panies including the tech giants, due to new laws such as GDPR [72] and CCPA [221].

Companies will likely start frowning upon DL users manually exporting, copying, and

moving business-critical data around in an ad hoc manner. Although one could program

to automate such processes, and use services like MLFlow and Kubeflow [204, 156]

for governance and provenance tools, it is still an extra burden for the enterprise users

to learn, especially when they are already familiar with established DBMS support for

governance/provenance.

3. It is far too tedious for DBMS developers to reimplement DL algorithms. So, one must

preserve the usability of DL tools such as TensorFlow for specifying complex DL work-

loads. This also allows analysts to just reuse DL training specification programs written by

data scientists or others.

4. Parallel RDBMSs already offer a mature execution engine on sharded large-scale data. But

state-of-the-art distributed DL execution tools such as Horovod [257] are still notoriously

painful to set up, operate, and debug [24]. This presents parallel RDBMSs/data systems

an opportunity to bridge the gap on scalable execution.
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Figure 4.1. In-data-system DL. Data system invokes DL tool and helps mitigate data
provenance/governance issues.

Overall, we see two contrasting paradigms for how DL is brought to DB-resident data.

The DL user can export the data to a file system, invoke a DL tool manually, and manage all

derived data/metadata/artifacts on their own. Alternatively, in the “in-data-system DL” approach,

ETL and the DL workload are orchestrated by a data system, as Figure 4.1 illustrates. Crucially,

this approach leaves room for implementation flexibility on how exactly the DL tool consumes

data; this flexibility opens up possibilities that we will explore later.

4.1.2 Toward In-Data System DL

Apache MADlib has recently pioneered in-DBMS DL support [12]. DL workload is

specified using Keras APIs, enabling business analysts to reuse DL configurations written by, say,

data scientists. MADlib ships mini-batch data from the DB to a TensorFlow function invoked

in a DBMS User Defined Function (UDF)/User Defined Aggregate Function (UDAF). For

distributed execution, MADlib used the “model averaging” (MA)1 heuristic for SGD [327, 91].

Alas, MA has poor convergence behavior for highly non-convex DL [214]. Thus, this approach

is sub-optimal for bringing DL to DBs.

We observe that MA misses a major opportunity for parallelism in DL: model selection.

ML theory teaches us that tuning hyperparameters is crucial, and this requires training many

1In addition to MA, MADlib has adopted one of the approaches we will evaluate [13].
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models [258, 160]. Often, DL users also compare alternate neural architectures, alter the base

features, etc. Thus, model selection in practice often leads to dozens, if not hundreds, of models

to train in one go [86, 214].

Exploiting the above observation, recent work proposed a new approach to distributed

DL model selection called Model Hopper Parallelism (MOP) [214, 213, 161]. MOP is a hybrid

of sharded data parallelism and task parallelism. MOP works as follows: train different models

on different workers in parallel for one sub-epoch on their local shards, checkpoint and “hop”

the models across workers, and restart training the same epoch on the next worker’s shard. MOP

is a form of bulk asynchronous parallelism since it imposes no barrier synchronization across

workers, unlike Bulk Synchronous Parallel (BSP) data systems. Overall, MOP was shown to be

the most resource-efficient approach to distributed DL model selection [214].

4.1.3 Focus of this Chapter

Given the benefits of MOP we ask: “How to bring MOP-based DL to DB-resident data?”

We find that there is no single “best” approach, and there is an interesting tradeoff space of

alternative approaches. This paper explains these approaches, contrasts them analytically, and

compares them empirically with large-scale DL workloads. We use Greenplum as the archetype

but emphasize that the approaches compared are generic and applicable to any parallel RDBMS.

Thus, our results could be of wide interest to all DBMS and cloud vendors.

We seek approaches that do not change the code of the data system. This eases practical

adoption but restricts how MOP can be applied. For instance, Spark now supports flexible

scheduling of workers [76]; this made it easy to integrate MOP with Spark in the Cerebro

system [1]. But parallel RDBMSs such as Greenplum, AWS Redshift, etc., use BSP across

workers, conflicting with MOP’s asynchrony. We have multiple axes of comparative evaluation,

including runtime efficiency, ease of governance, implementation difficulty, and portability.

Section 4.4 explains all approaches and Section 4.5 compares them in detail, but as a preview,

Figure 4.2 shows the approaches on the first two axes.
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We compare 4 new approaches: (1) Fully in-DBMS MOP using UDAF, which has

been adopted by MADlib [13] (2) Partially in-DBMS MOP using Concurrent Targeted Queries

(CTQ) (to be introduced in Section 4.4.2); (3) In-DB but not in-DBMS (data is in DB but all

operations are not) MOP with Direct Access (DA); and (4) Regular out-of-DBMS approach using

Cerebro-Spark. MA is largely dominated by the UDAF approach but all the other approaches

fall on the Pareto frontier. For instance, the out-of-DBMS Cerebro-Spark approach and in-DB

DA approaches are much more efficient than UDAF but may be harder to govern in a production

environment. The CTQ approach offers a middle ground on these two axes.

Our comparative analyses of these approaches expose more interesting gaps. For instance,

with theoretical and simulation analyses, we show that the efficiency gap between CTQ and

UDAF grows wider when the models and hardware are more heterogeneous, even up to 6x in a

realistic scenario. Finally, an extensive empirical comparison using the ML benchmark datasets

ImageNet and Criteo shows that the real runtime gaps between UDAF and DA be as high as

3x. Overall, our experiments and analyses show that it is beneficial to bring MOP-based DL to

DB-resident data, but it is non-trivial to meet all practical desiderata. We hope our results spur

more conversations in the DB and cloud industries on how best to support DL on DB-resident

data.

In summary, we make the following contributions:

• To the best of our knowledge, this is the first paper to analyze the tradeoffs and design

alternatives of supporting large-scale DL model selection on DB-resident data.

• We show a spectrum of possible approaches on the Pareto frontier of efficiency, ease of

governance, and other practical desiderata. In particular, we show a new approach that is

in-DB but not in-DBMS, posing new accessibility questions for DB vendors.

• We perform a formal analysis of the limits of the efficiency gaps between the new ap-

proaches.
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Figure 4.2. Tradeoffs of ease of data governance vs. efficiency for various approaches.
∗Depending on an implementation detail CTQ may have the same ease of governance as MA
and UDAF; see Section 4.5.2 for details.

• We perform an extensive empirical comparison of the approaches using large ML bench-

mark datasets to evaluate their runtimes, scalability, and internal design tradeoffs.

4.2 Constraints and Challenges in Bringing DL to DBMSs

We first consider in-DBMS DL that relies only on UDAFs/UDFs without modifying

the internal code of the DBMS. We also use the data handling functionalities of the DBMS.

It is challenging to implement because of constraints that many parallel DBMSs share. We

summarize these constraints as follows:

Bulk synchronous parallelism (BSP). Each query executes in an all-or-nothing manner

on a dataset that is sharded across workers. A synchronization barrier is injected at the end of

every query. There is no trivial way at the SQL/UDF level to poll partial results.

textbfNo message-passing among workers. Some of the existing DL systems rely on

protocols such as MPI or RPC for communication, but to enable these functionalities at the UDF

level would require modifications to the DBMS and/or substantial efforts. Hence the preferable

communication method among workers is the pipes provided by the DBMS. This constraint

would make some distributed DL paradigms especially hard to implement.
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One query at a time. For each database connection session, only one query is permitted

at any time. Using multiple clients and DB sessions for the same query is a way to achieve

parallelism by manually dissecting the query into subqueries and unifying the results on the

client-side, it may be considered as an anti-pattern as now the query planning takes place

out-of-DBMS.

Data access through DBMS. In a DBMS, data is usually compressed and stored on disk

as pagefiles (physical files on disk that contain database pages.). To access data, one must go

through the DBMS query stack. If the data is frequently and iteratively accessed as we see in DL

training, such repeated accessing and decompression could bring serious overheads.

4.3 The Fitness of Prior Art for In-DBMS DL

There has been a lot of work on distributed DL training. For a detailed background,

see Section 3.2. However, most of the techniques do not have or assume a trivial data layer.

Adjustments must be made to integrate them into an existing data system. The DBMS has

constraints that render many of the approaches unsuitable or difficult to implement. We translate

the constraints of Section 4.2 into the following requirements for distributed DL paradigms for

amenability to the in-DBMS setting.:

• Centralized communication. As mentioned in Section 4.2, we want the communication

pattern to be as simple as possible. P2P communication is typically not allowed.

• Coarse-grained parallelization. The training would better be parallelized at epoch instead

of mini-batch level. Since we will embed the training jobs as data system tasks/queries,

fine-grained parallelization will lead to massive number of queries that can cause heavy

overheads.

• Data-parallelism. The data is already partitioned in the data system. Fully replicating the

entire data across workers is not desirable and may not even be feasible at large scales.
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Table 4.1. Summary of various parallel paradigms’ fitness for in-data-system DL.

Centralized
communication

Coarse
grained

Data-
parallel

Fast
convergence

Task Parallel ✓ ✓ ✗ ✓

Model Avg. ✓ ✓ ✓ ✗

Param. Server ✓ ✗ ✓ ✓

Horovod ✗ ✗ ✓ ✓

MOP ✓ ✓ ✓ ✓

• Fast convergence. In order to save computational and resource costs of model selection,

we want the models to converge fast in terms of number of epochs, ideally resembling the

learning curves obtained by the gold-standard sequential SGD.

Next we explain the major distributed DL model selection approaches in the literature and explain

how well they fit (or not) the above constraints. Table 4.1 summarizes our comparative analysis.

Task Parallel. In this paradigm, different model configs of the model selection workload

run on different workers in a task-parallel manner. Example tools include Python Dask, Celery,

Vizier [104], and Ray [206]. Workers locally run sequential SGD on the whole dataset. Thus, this

approach provides the best convergence efficiency. There is no communication across workers

during training. Still, it requires full data replication on each worker, which is inefficient, and

may not even be feasible for large sharded datasets in DBMSs.

Model Averaging (MA). In BSP systems such as TensorFlow with model averaging [17],

data is sharded. The model configs are trained in parallel one-by-one. Every model is broadcasted

and trained on each worker’s data shard independently. Then a merge step takes place on the

master; it averages the weights (or gradients). This approach is a potential candidate and has

been adopted by MADlib [12]. Alas, it converges poorly for DL models, which are highly

non-convex [263]. Nevertheless, since it satisfies most of the constraints, we include it as a key

baseline in our experiments.

Fine-grained Parallel. These paradigms are similar to BSP, but they work at a finer gran-

ularity at the mini-batch level. The communication pattern can be centralized or decentralized.
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The most prominent example of centralized paradigms is Parameter Server (PS) [177]. The best

example for decentralized paradigms is Horovod [257]; it adopts HPC-style techniques to enable

synchronous all-reduce SGD. These methods all have good convergence behavior but very high

communication costs. They too are not good candidates because of the granularity. Horovod

further requires P2P communication patterns that are not allowed in most data systems.

Model Hopper Parallelism (MOP). MOP used in system Cerebro [214] is recent

progress towards resource-efficient DL. This is a hybrid of task- and data-parallelism. Each

worker is assigned one model config from the model selection workload and trains the model

with its local data shard; this process is called one sub-epoch. When one sub-epoch finishes,

the model is passed to other data shards for further training. After several sub-epochs, every

model finally has seen the entire dataset, and that is one epoch of training. Overall, a model hops

from one worker to another in-between sub-epochs. The scheduling is done via an asynchronous

random scheduler that works well on heterogeneous workloads and supports fault tolerance.

MOP fits all our requirements because communication-wise, it has a centralized pattern and low

cost, for it works at sub-epoch granularity. Data-wise, it works nicely with sharded data. Finally,

it offers equivalency to sequential SGD, which has the highest convergence efficiency. Hence,

we decided MOP would be a better choice for in-DBMS DL.

4.4 Overview of CEREBRO on Data Systems

Given the benefits of MOP, the question becomes how to bring MOP-based DL to DBMS-

resident data. There are multiple possible approaches due to the implementation flexibility. To

better explain these alternatives, we first divide the components of MOP execution into five

layers of design decisions: Interface, Scheduling, Execution, Data Access, and Storage. Each

layer can be implemented in flexible ways. Figure 4.3 summarizes the architectural alternatives.
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Figure 4.3. Design alternatives for MOP in DBMS.

1. Interface layer: the high-level APIs that take in the user’s DL model selection workload;

it could be implemented in SQL, familiar to business analysts, or in Python, familiar to

data scientists.

2. Scheduling layer: the scheduler orchestrates and manages placements of training units.

We could implement the scheduler as an in-DBMS procedure or use a standalone MOP

scheduler.

3. Execution layer: execution engine invokes DL tools and conducts model training via

mini-batch SGD. We could use the data systems’ execution engine or resort to standalone

Cerebro for this layer. Model hopping can be cast as SQL queries or be implemented as

separate components with other communication methods.

4. Data Access and Storage layer: we could leave the data in DBMS or export them.

There are also multiple ways to access the data; if data is in a data lake, access is trivial.
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Figure 4.4. UDAF approach. Fully in-DBMS.

Otherwise, if the data is in DBMS, we can rely on DBMS’s native data accessor or use a

technique we call Direct Access to bypass the whole query stack and access the data from

its physical storage directly.

Because of these flexibilities, there are various approaches for the end-to-end implemen-

tation of MOP. We find four interesting canonical approaches: (1) Fully in-DBMS MOP using

User-Defined Aggregate Functions (UDAF); (2) Partially in-DBMS MOP using Concurrent

Targeted Queries (CTQ); (3) In-DB but not in-DBMS MOP using Direct Access (DA); and (4)

Regular out-of-data-system approach using Cerebro-Spark. We use Greenplum as the archetype

but emphasize that the approaches compared are generic and applicable to any parallel DBMS.

We do not claim these are the only possible approaches; rather, we find these are prototypical

examples of feasible approaches based on the combinations of design decisions in Figure 4.3.

We now introduce each approach and dive into the analysis and comparisons later in Section 4.5.

We summarize the design choices for each approach in Table 4.2.

4.4.1 User-Defined Aggregate Functions (UDAF)

This approach implements MOP as DBMS extensions with UDFs and UDAFs. On the 5

design decisions of this approach and other approaches to be introduced, please refer to Table 4.2.

UDAF approach is called fully in-DBMS because all functions are in-DBMS procedures, and

both data and models are stored in DBMS.
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Figure 4.5. Conceptual illustration of one sub-epoch of UDAF.

Table 4.2. Summary of each approach’s design for the 5 layers. IN: in-DBMS. OUT:
out-of-DBMS.

Approach Interface Scheduling Execution Data Access Storage

UDAF SQL IN IN IN IN
CTQ Python OUT IN IN IN
DA Python OUT OUT OUT IN/OUT

Cerebro-Spark Python OUT OUT OUT OUT

Figure 4.4 illustrates the approach. It maintains a data table and a model table storing

the DL model selection workload, with each row containing a model. Both tables are sharded

based on distribution keys. These keys are used by the DBMS to determine where the rows are

stored. The rows are distributed across worker nodes by the master node matching the values of

a designated distribution key column. So all the rows with the same distribution key end up in

the same worker node. By manipulating these keys, we can control the affinity of data/model.

The user first defines the model architectures and workloads through a SQL interface. DBMS

then invokes the MOP scheduler implemented in UDF.

This approach’s scheduler is synchronous due to the BSP nature of in-DBMS execution,

in contrast to the asynchronous random scheduler that standalone MOP adopts. It uses a simple

round-robin heuristic for placing models on data shards. The scheduler translates the workload

into UDAF queries dispatched and executed on the joined table of data and model. These UDAFs
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Figure 4.6. CTQ approach. Partially in-DBMS.

subsequently invoke DL tool (we use TensorFlow/Keras) for training. It schedules a batch of

sub-epochs on the workers at a time and waits for completion. After several batches, one epoch

is completed; it then repeats the process to train for multiple epochs.

Conceptually, each UDAF is a query of SELECT udaf(...) FROM data JOIN model

GROUP BY key. Figure 4.5 illustrates the execution of one sub-epoch batch. Data is pre-packed

into buffers and stored in a sharded table. Models are stored similarly in another sharded table.

On each physical node of the DBMS, there are multiple rows of data buffers and only one row of

model. During the execution, the model row is fed to DL tools to initialize the model, which

will be stored as the aggregation state. The worker then scans the data shard and feeds each data

buffer to the DL tool, which unpacks the buffers and generates mini-batches for training and

updating the stored model. After scanning is done, the scheduler redistributes updated models

to different physical nodes by manipulating their distribution keys. The data table, on the other

hand, never redistributes.

4.4.2 Concurrent Targeted Queries (CTQ)

This approach is built upon CTQs, a DBMS feature we will explain shortly. In contrast

to UDAF, it has a Python interface, uses a standalone MOP scheduler and out-of-DBMS model

hopping components. We chose to store and hop models out of the DBMS for implementation

simplicity; it is technically possible to keep models governed by DBMS, which can raise this
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Table 4.3. Conceptual comparison of various architectural approaches of integrating MOP with
DBMS. ∗CTQ can have highest or high ease of governance, depending on whether models are
governed by DBMS. †If node RAM is insufficient, swap is needed for DA and the blowup could
rise up to 2x.

Efficiency Governance
Storage
Blowup

Implementation
Difficulty Portability

Design
Anti-patterns

UDAF Medium Highest None Medium Medium No

CTQ High
High-

Highest∗ None Medium Medium Yes

DA Highest High
None -

2x† Hard Low Yes

Cerebro-Spark Highest Low 2x Easy High N/A

approach’s ease of governance (see Section 4.5.2). Since some core computations run outside

the DBMS, we call this approach partially in-DBMS.

We now explain what a CTQ is. In a parallel DBMS, tables are sharded according to

distribution keys. When a query only affects one shard, e.g., with a predicate that filters on the

distribution key, the query processor will dispatch a query plan to that specific shard only. Such

feature is sometimes called targeted query and commonly available [6, 202, 28]. Meanwhile,

most DBMSs also allow concurrent queries. Therefore, we can assume more fine-grained control

over the execution by issuing targeted queries concurrently. We name this trick Concurrent

Targeted Queries (CTQ).

Figure 4.6 shows the CTQ approach. The user interacts with a Python interface to define

models and workloads. It then invokes a standalone MOP scheduler, as described in [214]. This

scheduler works differently from the one used in the UDAF approach; it orchestrates DL training

by spawning children processes that contain DBMS connections and using them to issue CTQs.

Meanwhile, models are hopped outside the DBMS; we use a shared filesystem for this task.

Conceptually, each CTQ is a query of SELECT udf(model) FROM data WHERE key=x. Each

DBMS node loads the assigned model from the shared filesystem and uses its local data shard to

train the model, then checkpoints the updated model back to the filesystem. This concludes one

sub-epoch; after every model has visited every data shard once, it is called one epoch.
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Figure 4.7. DA approach. In-DB but not in-DBMS.

4.4.3 Direct Access (DA)

This approach further deviates from UDAF and CTQ by employing a method we call

Direct Access, bypassing the entire query processor of DBMS and accessing the on-disk pagefiles

directly. This way, there is enough freedom to plug in and run standalone Cerebro [214] system

but without exporting the data. This approach is called in-DB but not in-DBMS because although

the DBMS still governs data, all executions are out of DBMS.

Figure 4.7 illustrates DA. The user talks to a Python interface to define workloads and

query necessary system catalogs. DA then uses the standalone Cerebro for scheduling and

execution. Workers perform training on the data table’s sharded pagefiles directly through DAs.

DAs first retrieve the pagefiles’ location, mapping, layout, and compression information from

system catalogs. Then they emulate DBMS’s access methods to fetch the pages’ contents and

feed the data to Cerebro. The latter then consumes the data and runs MOP to train the workload.

Notably, this approach is very generalizable and not limited to MOP execution; one can essentially

plug in any data-parallel training frameworks like Pytorch or Horovod. To demonstrate the

generality, in addition to MOP, we will also implement a fine-grained data-parallel approach

with DA using Pytorch DDP. We will show the evaluations in Section 4.6.1.
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4.4.4 Cerebro-Spark

Cerebro-Spark is a regular out-of-DBMS approach that exports data to filesystem, runs

ETL processes, and feeds data to the DL tools. It uses the data system (Spark) workers and stores

data as plain files. The DBMS does not participate in the training and loses the governance of

data.

Figure 4.8 illustrates the architecture. The user defines workloads through Python APIs.

The standalone MOP scheduler initializes MOP workers by embedding them as long-running

Spark tasks. It then communicates with these workers and orchestrates the training just like

in the standalone Cerebro system. In addition to Cerebro-Spark, we will also evaluate other

frameworks such as Pytorch DDP and Hyperopt-Spark in Section 4.6.

4.5 Comparative Analyses of Approaches

With all the approaches introduced, we now compare and analyze them on 6 major axes:

runtime efficiency, ease of governance, storage blowup (defined as the actual storage usage

divided by the original data size), implementation difficulty, portability, and design anti-patterns.

Table 4.3 shows a conceptual comparison. These axes represent the desiderata and we find that

no single approach can fulfill all of them. The more the approach is in-DBMS, the lower the

runtime efficiency but the higher the ease of governance and vice versa. We will discuss the
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reasons in Section 4.5.1 and 4.5.2. In terms of storage, Cerebro-Spark has 2x blowup because of

exporting. The situation is more complicated on the implementation difficulty and portability

axes, and we will give a more rigorous analysis in Section 4.5.3 and 4.5.4. As for the last

axis, CTQ and DA both introduce design anti-patterns since they are not fully in-DBMS: CTQ

introduces a user-level anti-pattern by issuing multiple queries concurrently from outside of the

SQL console, while MADlib and many other tools makes a single query inside a SQL console.

This violates One query at a time mentioned in Section 4.2. DA has anti-patterns that violate No

message-passing among workers and data access through DBMS from Section 4.2. In the rest of

this section, we pick 4 most interesting axes and analyze them in more detail.

4.5.1 Runtime Efficiency

This is one of the most important desiderata. Several factors affect runtime: DL tool

invocation, data access, model hopping, and schedule makespans (end-to-end runtime of the

generated schedule).

• DL tool invocation. Both UDAF and CTQ invoke the DL tools through wrappers, whereas

DA and Cerebro-Spark do not. Such wrappers may be a source of inefficiency.

• Data access. Both UDAF and CTQ access data through DBMS. They could be bottle-

necked by data transmission2, especially when the data is compressed and tweaked by

the DBMS, e.g., TOAST-ed [20]. DA can mitigate this issue; by accessing the physical

pagefiles directly and caching data, it provides similar efficiency to Cerebro-Spark, which

also reads from filesystem and caches data in memory.

• Model hopping. Model hopping might be another source of inefficiency. CTQ, DA,

and Cerebro-Spark all do model hopping outside of the DBMS and have similarly low

overheads on this end, as [214] pointed out. On the other hand, the UDAF approach

relies on the DBMS to hop models through JOIN between the data and model tables. This

2Active development by the MADlib team is going on to mitigate this issue.
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Table 4.4. Notation for discussion on scheduling makespans.

Notation Description

M,M Set of models and the cardinality of it
W,W Set of workers and the cardinality of it
L Set of each model’s per sub-epoch runtime
Li For UDAF only. Batch of models scheduled for the i-th sub-epoch
mx The x-th model
lx The per sub-epoch runtime of the x-th model
ls A scale representing the runtimes of fast models
lm A scale representing the runtimes of slow models
p Probability of a model being a fast model
Tu,Tc End-to-end runtimes for sync. and async. MOP, respectively
η Theoretical upper bound of the speedup Tu/Tc

JOIN may bring some overheads, especially if the models are large. In later experiments

(Section 4.6.2), we will indeed see UDAF is much slower than CTQ on model hopping.

However, even for UDAF, model hopping still incurs negligible runtime compared to other

components.

• Scheduling makespans. CTQ, DA, and Cerebro-Spark all employ the same asynchronous

random scheduler. This scheduler’s robustness on heterogeneous workloads/workers

has been tested in [214]. However, UDAF uses a synchronous round-robin scheduler,

which may not work very well with heterogeneity. We show visualizations of potential

scenarios in B. How large is the gap between these two schedulers, and could it be a major

performance bottleneck? We now analyze the differences theoretically between sync. and

async. MOP and later verify it empirically in Section 4.6.2. Table 4.4 presents all notations

used in this section.

Let there be a set of model configs M and a set of workers W. |M|= M, and |W|=W .

Assume the workers to be identical and each worker contains the same amount of data. Let lx

denote the per sub-epoch runtime of model config mx and L= {lx}. For analysis simplicity, let

L be a two-mode right-tailed distribution, i.e., most models are fast and have per sub-epoch

runtime of ls, while only some are slow and take lm, lm≫ ls. Let p be the probability of lx being

fast: p = Pr(lx ∼ ls). We now analytically compute the per-epoch makespan Tu and Tc for sync.
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Table 4.5. Workloads.⋆architectures similar to VGG16 and ResNet50, respectively.

Dataset Model arch. Batch size Learning rate Regularization Epochs

ImageNet {VGG16⋆, ResNet50⋆} {32, 256} {10−4, 10−6} {10−4, 10−6} 10
Criteo 3-layer NN, 1000+500 hidden units {32, 64, 256, 512} {10−3, 10−4} {10−4, 10−5} 5

and async. MOP, respectively. We have the following two propositions, the proofs to them can

be found in B.

Proposition 1. Speedup of async. over sync. MOP is:

Tu

Tc
= pW ls

l̄
+(1− pW )

lm
l̄
. (4.1)

Proposition 2. Theoretical upper bound of the speedup is:

η =
lm

pls +(1− p)lm
. (4.2)

Section 4.6.2 shows an experiment that verifies the analysis.

4.5.2 Ease of Governance

As we mentioned earlier, data governance/provenance now has renewed urgency for

all enterprises and even the Web companies, because of the new regulations and laws like

GDPR [72] and CCPA [221]. Among the four approaches, UDAF provides the best support for

governance/provenance, as it keeps both the dataset and the models in DBMS, which already

has built-in governance support. CTQ and DA both use DBMS to govern data. For CTQ, we

chose to store models out of DBMS for simplicity, but it is technically possible to keep models

in DBMS; this way, it can provide similar ease of governance as UDAF. DA, which relies on

external Cerebro, does not manage models with DBMS and thus, loses some ease of governance.

Cerebro-Spark does not come with existing governance support and may impose other security

issues due to the ad hoc data export and copying. To regain governance, one has to maintain
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exporting scripts and seek help from external services like MLflow or Kubeflow [204, 156], and

such external services are not under the DBMS vendor’s control.

4.5.3 Implementation Difficulty

The out-of-DBMS approach (Cerebro-Spark) is generally the easy one to implement.

One naive implementation would be a SELECT * FROM ... query followed by some pipelines

that feed the exported data to DL tools. The UDAF approach requires more effort to implement

the MOP scheduler, wrappers for invoking DL tools, and pipelines that feed data to DL tools and

return results to the DBMS. CTQ requires similar efforts as UDAF does, except its scheduler is

asynchronous and slightly harder to implement due to concurrency in queries. DA requires the

most effort because it needs to implement/port the whole DBMS table scan method, including

locating, unpacking, and reading the pagefiles. If the table is compressed and TOAST-ed [20],

then one must also implement/port the decompression and de-TOAST methods. Such work is

ad-hoc, DBMS-specific, and may not even be viable for proprietary DB and pagefile formats.

Simultaneously, because its execution is outside the DBMS, unified memory management is

difficult, and it could interfere with other queries. As a result, more careful tuning and setting of

configurations are required to implement DA.

4.5.4 Portability

Portability indicates how much code can be reused if one wants to change the underlying

DBMS. The out-of-DBMS approach again excels in this area because it is almost agnostic to

the DBMS and can usually be ported easily. UDAF approach is also portable as it requires only

UDFs and UDAFs, which are supported in most DBMSs. Medium efforts are needed to export

these functions to other DBMSs. CTQ is largely similar to UDAF, except it, in addition, requires

the DBMS to support concurrent targeted queries. DA is the less portable option, as it is deeply

coupled with the DBMS. Unless the target DBMS employs a similar physical storage layer, to

port one existing DA implementation would be difficult.
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4.6 Empirical Comparisons and Analyses

We will first thoroughly compare the end-to-end performance of all the described ap-

proaches and study the tradeoff space. Then we will study the effects of factors such as

heterogeneous and AutoML (Hyperopt) workloads and model sizes. We will also evaluate the

scalability of each approach. All of our source code, data, and other artifacts are available at [7].

We will test on both GPU-enabled and CPU-only environments. One might wonder how GPUs

will be available in practice for users that operate traditional DBMS clusters. As per Greenplum

team estimates [2], at least 80% of its customers continue using on-premise clusters, largely due

to privacy and security concerns, especially in the government, financial and health care sectors.

Such users are increasingly purchasing GPUs and connecting them to their Greenplum clusters

for in-house deployment of DL workloads. In cloud-native DBMSs such as AWS Redshift, one

can easily spin up GPU instances and connect them with the DBMS instances. Use of hybrid

cloud and public cloud is also increasing. It is not uncommon to run POCs and tests in public

cloud with rented GPUs, before purchasing GPUs for in-house production deployment.

Compared approaches. We compare Cerebro-Spark, UDAF, CTQ, DA (renamed to

DA-Cerebro), and MADlib MA, which is included as a key baseline. Only for the end-to-end test,

we also include PytochDDP, a fine-grained out-of-DBMS data parallel DL training framework;

it relies on NCCL and MPI for communications. We have also combined DA with PytorchDDP

(named as DA-PytorchDDP) so that it can work with DB data directly. For the Hyperopt tests in

Section 4.6.2, we also include a system called Hyperopt-Spark, which is an out-of-DBMS task

parallel model selection system.

Datasets. We use two large benchmark datasets: ImageNet [78] and Criteo [73]. We use

the processing scripts and versions released as part of Cerebro [214, 1]. ImageNet contains 1.2M

images with 1000 classes; it has an on-disk size of 250GB. Criteo has 100M data points, binary

classes, and an on-disk size of 400GB.
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Table 4.6. Runtimes and resource utilizations of end-to-end tests. Execution time and all
utilizations are measured excluding ETL. Per-epoch time equals Execution time divided by
number of epochs. Total network means the total amount of data transmitted during execution.
We report disk read/write as per worker average. ∗These methods showed little to no disk reads
because data has been cached in memory during the ETL process.

Approach
ETL
time

Exec.
time

Epoch
time

GPU
util.

GPU
RAM util.

CPU
util.

DRAM
util.

Tol.
network Per w. disk R/W

ImageNet

MA 2.8 h 42.6 h 4.3 h 56.8% 32.5% 2.3 % 3.1% 0.9 TB 12 GB/ 2 GB
UDAF 2.8 h 48.5 h 4.9 h 49.9% 28.6% 2.2% 5.6% 0.8 TB 12 GB / 279 GB
CTQ 2.8 h 45.1 h 4.5 h 56.2% 32.2% 2.5% 1.9% 0.6 TB 12 GB / 152 GB

DA-Cerebro 5.4 h 23.0 h 2.3 h 70.5% 42.5% 2.8% 20.2% 0.6 TB 0.6 GB∗ / 0.3 GB
Cerebro-Spark 4.4 h 23.9 h 2.4 h 65.1% 36.5% 11.2% 17.4% 1.1 TB 0.2 GB∗ / 2 GB

PyTDDP 4.4 h 77.3 h 7.7 h 97.1% 13.1% 8.1% 14.7% 1900 TB None∗ / 11 GB
DA-PyTDDP 5.4 h 77.5 h 7.8 h 96.8% 13.2% 8.2 % 21.1% 1900 TB None∗ / 1 GB

Criteo

MA 8.6 h 38.5 h 7.7 h N/A N/A 44.1% 2.3% 0.1 TB 1 GB / 2 GB
UDAF 8.6 h 62.0 h 12.4 h N/A N/A 27.1% 2.3% 0.1 TB 1 GB / 38 GB
CTQ 8.6 h 40.0 h 8.0 h N/A N/A 41.0% 1.9% 0.08 TB 1 GB / 22 GB

DA-Cerebro 10.5 h 21.5 h 4.3 h N/A N/A 37.4% 28.5% 0.07 TB 0.2 GB∗ / 0.3 GB
Cerebro-Spark 8.3 h 22.5 h 4.5 h N/A N/A 35.2% 28.5% 0.2 TB 0.2 GB∗ / 1 GB

Workloads. We use various DL model selection workloads with different degrees of

heterogeneity for different tests. Please refer to each corresponding section for details. We use

Adam [149] as the mini-batch SGD method for all tests.

Experimental Setup. We use one cluster on CloudLab [246] with 8 worker nodes and

1 master node. Each node has two Intel Xeon 10-core 2.20 GHz CPUs, 192GB memory, 1TB

HDD, and 10 Gbps network. Each worker node also has an Nvidia P100 GPU. For tests with

MLP on the Criteo dataset, we disable the GPUs to demonstrate the system’s performance under

CPU-only setting. All nodes run Ubuntu 16.04. We use GPDB 5.27, Spark 2.4.5, Cerebro

figures/1.0.0, TensorFlow 1.14.0, Pytorch 1.4.0, CUDA 10.0, and cuDNN 7.4. Both datasets are

randomly shuffled and split into 8 equal-sized partitions.

4.6.1 End-to-end Performance Study

We first present the end-to-end results for both ImageNet and Criteo. For ImageNet, we

use two different neural architectures and a hyperparameters grid, yielding 16 training configs.

For Criteo, we conduct a hyperparameter-tuning-only workload with also 16 training configs.
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Figure 4.9. End-to-end tests results. (A): Convergence behavior on ImageNet. (B): Per-epoch
breakdown of runtimes for each approach on ImageNet. (C): Per-epoch breakdown of runtimes
for each approach on Criteo.

Table 4.5 offers the details. Such grid search-based model selection is standard in DL practice

and still widely used by practitioners [50]. We compare our various architectural approaches

with each other. MA is the baseline for this comparison.

For each different approach, separate ETL processes must be done beforehand. For

UDAF, CTQ, and MA, ETL is in-DBMS preprocessing that packs the original data into byte

arrays and buffers for the UDAFs to consume. For DA, ETL includes the above processing,

plus accessing tables and TOAST pagefiles, de-TOAST, and loading into the main memory.

For Cerebro-Spark, ETL consists of data exporting from DBMS and preprocessing to cast the
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data formats; we use a distributed Greenplum ETL tool gpfdist [279] for exporting and a

customized program for preprocessing.

We examine the performance on multiple fronts: convergence, runtime, and resource

utilization/cost including GPU/CPU, DRAM, network, and disk. Figure 4.9(A) demonstrates

the convergence behaviors for ImageNet. All but MA converge to the same optima, as they are

equivalent to sequential SGD. MA, on the other hand, has a convergence problem and learns

much slower than the rest. We skip the convergence curves on Criteo for brevity’s sake because

all methods, including MA, have almost indistinguishable convergence behavior (reaching 99%

accuracy quickly).

Table 4.6 summarizes the runtime performance and resource utilizations/costs.3 MA,

UDAF, and CTQ show close speed. They have identical reads, equal to the local on-disk pagefile

size (12 GB for ImageNet and 1 GB for Criteo). After the first table scan the pagefile remains in

the OS cache. MA is marginally the fastest among them, but note that it has poor convergence,

as Figure 4.9(A) shows. CTQ is slightly faster than UDAF due to the removal of sub-epoch

level synchronization barriers. The benefit is not obvious here, but we will drill deeper in Section

4.6.2. DA-Cerebro and Cerebro-Spark show the best performance and are close in runtime. This

shows that one can achieve the same high performance as a SOTA out-of-DBMS DL approach

while still operating on DB-resident data. The two data parallel methods PytorchDDP and

DA-PytorchDDP are heavily bottlenecked by networking (over 1700x higher cost compared to

other approaches). They both showed high GPU utilization only because they employ GPU for

communication. They have less GPU memory consumption because how Pytorch differs from

TensorFlow on memory management. They performed even slower on Criteo and were estimated

to take over 16 days of runtime each, so we skipped these tests. DA-Cerebro, Cerebro-Spark,

PytorchDDP, and DA-PytorchDDP showed higher DRAM usage because of caching. They also

showed few disk reads due to preloading and caching during ETL; the writes are due to metadata

3Runtimes may not be directly comparable to figures in [214], as in this paper, we adopted newer model
implementations and different on-disk file formats.
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management. Note disk R/W for all approaches are not significant, and none of them is bound

by the disk IO speed.
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Figure 4.10. (A): End-to-end scalability plot, y-axis shows the speedups with respective to
single-node runtime. (B - D): Per-epoch machine time for each component normalized against
single-node. The machine time is averaged among all nodes. ∗Other Components: includes
Model Transmission and Approach-specific as described in Section 4.6.1.

Profiling and breakdowns. To further investigate the root cause of performance differ-

ences, we take both datasets and profile every approach by running several more breakdown tests

and calculating each execution component’s runtime. Excluding the ETL time, Figure 4.9(B)

presents results for ImageNet, and Figure 4.9(C) presents results from Criteo tests. We record

per-epoch machine time compositions for each worker and take the average among them. Hence,

the summations of the runtime numbers are close to but may not be identical to the end-to-end
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runtimes in Table 4.6, which are determined by the slowest worker runtime instead of the mean

runtime. We break down per-epoch runtimes into four different components:

1. Train+Valid: time spent in the DL tools, including initialization and destruction of

models, allocation and freeing of GPU memory, training and validation with GPU, etc.

MA, UDAF, and CTQ are less efficient because these in-DBMS approaches invoke the DL

tools through wrappers that cause extra overheads. For PytorchDDP and DA-PytorchDDP,

since they overlap communication with computation, Train+Valid also includes time spent

on model updating communications (we name these Model Transmission, introduced

below). For this reason they showed very high Train+Valid time because they are bounded

by networking.

2. Data Transmission: time spent on transmitting data to the DL tool from storage. For

in-DBMS approaches, it also includes the data decompression time. This component is

non-negligible for the 3 in-DBMS approaches due to data access overheads, while in the

rest approaches, training data is cached in memory during ETL; this part costs little. Recall

from Table 4.3 that Cerebro-Spark and PytorchDDP suffers a 2x storage blowup, while

DA-based approaches do not.

3. Model Transmission: time spent on transmitting serialized models/gradients between

workers. For MA, Model Transmission means model collecting and broadcasting; it

means model hopping for the rest MOP-based approaches. UDAF and MA are not so

efficient on this end because they require database joins for re-distributing models. We will

further investigate this performance gap in Section 4.6.2. The two PytorchDDP approaches

showed none on this front only because it is absorbed into Train+Valid.

4. Approach-specific: for MA, it is the time spent on averaging model weights. For the rest,

it means sub-optimal scheduling and/or idling of some workers. Cerebro-Spark, CTQ, and

DA-Cerebro use an asynchronous random scheduler and work better for heterogeneous
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workloads. As for UDAF, the performance is affected by its synchronous round-robin

scheduler. We further discuss on these two schedulers in Section 4.6.2.

Comparing the Criteo tests to ImageNet tests, we notice two significant differences: (1).

Model Transmission time drops for MA and UDAF. The MLP model used in Criteo tests is

smaller than the CNNs used for ImageNet. (2). The UDAF approach suffers more from idling in

Criteo because the workload is more heterogeneous due to highly disparate batch sizes.

Overall, the MA approach shows unfavorable convergence behavior and the fine-grained

data parallel approaches (DA-PytorchDDP and PytorchDDP) are heavily bottlenecked. MOP-

based approaches largely dominate these two parallelization models. As for MOP, the in-DBMS

approaches suffer from various overheads and are, in general, less efficient than the DA-Cerebro

approach and the Cerebro-Spark approach. However, recall that runtime efficiency is not the

only criterion for such a system, as we showed earlier in Table 4.3. There exists a tradeoff space

and perhaps no universal optima to the question.

4.6.2 Drill-down Experiments

Scalability (strong scaling)

In this test, we evaluate the strong scalability. We used clusters with 1, 2, 4, 8 workers with

ImageNet. We use a workload of 8 homogenous configs (4 learning rates, 2 regularization values,

and ResNet50 architecture) trained for one epoch. All runtimes exclude ETL. Figure 4.10(A)

presents the results.

All approaches show close-to-linear scaling. To better understand these behaviors, we

further drill down each runtime component and evaluate their scalability separately. For this

purpose, we collect the average machine time spent on each component from all workers varying

cluster size; we then report them against the single node time. Figures 4.10(B-D) summarize the

results. Flat lines indicate that the component’s machine time is constant regardless of cluster

size, therefore perfectly scalable. An increasing curve means sub-linearity, and vice versa.
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Figure 4.10(B) and Figure 4.10(C) show that the Training+Validation and Data Trans-

mission component scale almost linearly for all approaches. The Model Transmission part is

minuscule in the end-to-end time, thus we report it collectively with the Approach-specific

components in Figure 4.10(D). For DA-Cerebro, CTQ, and Cerebro-Spark, workers may idle

relatively more when the number of models approaches the number of workers. The random

scheduler they use can yield sub-optimal scheduling under such circumstances. [214] Hence they

all show sub-linear scalability, especially when cluster size grows from 4 to 8. On the other hand,

UDAF adopts a round-robin scheduler to emulate MOP, which happens to be optimal for this

specific homogenous workload; thus, it shows better scalability. MA utilizes all workers and

shows no idle time, but the model averaging cost still rises a little when the cluster size grows.
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Figure 4.11. Heterogenous experiment. (A) Real experiments supplemented with simulation
and theoretical results. lm/ls = 8 (B) Extreme scenario simulated. lm/ls = 20.

Async. MOP vs sync. MOP on Heterogeneous Workloads

To verify Equation 4.1 and Equation 4.2 proposed in Section 4.5.1 and prove the benefit

of async. MOP over sync. MOP for heterogeneous workloads, we conduct the following experi-

ments. We have one sync. MOP approach: UDAF; and among the 3 async. MOP approaches we

pick CTQ, as the main difference between UDAF and CTQ is only the synchronization model of
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scheduler. Following the analysis in Section 4.5.1, let M be drawn from a Bernoulli distribution:

Pr(lx = ls) = p,Pr(lx = lm) = 1− p.

We then test with real experiments. The fast model is MobileNetV2 with batch size 128,

while the slow model is NASNetMobile with batch size 4. We down-sampled 6% of ImageNet,

so that the experiments can finish in reasonable amount of time (same experiments on the full

datasets are estimated to cost over two months). Sampling might alter the ratios between constant

overheads and components that scale with dataset size. However, since the constant overheads

are minuscule, the sampling proves not to affect our conclusion. In Figure 4.11(A) we see the

actual runs fit nicely with our simulation and theory. Furthermore, Figure 4.11(B) shows one

simulated extreme scenario with a large workload and 32 workers to demonstrate the theoretical

upper bound of the speedup. We refer interested readers to B for more simulations. Overall, these

experiments verify that our theoretical bounds match with the actual runtime gaps. Meanwhile,

we also show that the upper bound of speedup is determined by η . This indicates that CTQ

can be a more efficient choice than UDAF when working with highly heterogeneous workloads

and/or hardware.

Effect of model size on UDAF and CTQ

The size of models is typically orders of magnitude smaller than the size of training

dataset. Thus, although model hopping time is proportional to model size, it is usually negligible

in large-scale DL. However, this assumption may not hold for the UDAF approach because

of the JOIN as explained in Section 4.5.1 Model hopping. We run a test to investigate model

transmission cost with varying model sizes empirically. Our test shows that the CTQ approach

imposes little to no bottleneck and is far less sensitive to the model size. However, the UDAF

approach suffers more overheads on larger models. This confirms that the JOIN and storing

models inside the DB can indeed cause some overheads, although this overhead is not too major

(less than 10% in this case). The details of this test can be found in B.
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Experiments with Hyperopt Workloads
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Figure 4.12. Hyperopt learning curves. Each diagram contains learning curves of all 32 model
configs. Best val. errors achieved by each approach are within the margin: 0.31 (Cerebro-Spark),
0.33 (UDAF), 0.31 (CTQ), 0.33 (DA), 0.31 (Hyperopt-Spark).

In the end-to-end experiments we used a simple grid search workload. Now we evaluate

the generality of workloads for the approaches. We use a model selection workload guided

by Hyperopt (TPE algorithm) [41]. The parameter grid we use to sample model configs is as

follows. Model: [ResNet18, ResNet34]; Learning rate: [10−5, . . . , 10−1]; Weight decay: [10−4,

10−6]; Batch size: [16, . . . , 256]. We also include a comparison to Hyperopt-Spark [129], a

standalone task parallel model selection system. We set the number of model configs to 32 and

degree of parallelism to 8. Figure 4.12 plots the learning curves. CTQ has ∼50% higher runtime

than UDAF; This is because MOP’s random scheduler has a decreased runtime performance

when the degree of parallelism is close to the number of workers [214] and showed in B. This

issue can be largely mitigated by increasing the degree of parallelism. DA/Cerebro-Spark run
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similarly to Hyperopt-Spark, but the latter requires both data export and full data replication to

each worker. Therefore it has a storage blowup of 9x, while Cerebro-Spark has 2x and DA has

none in this case.

On GPU utilizations, the conclusion is consistent with those showed in Section 4.6.1. We

have 32% (UDAF), 33% (CTQ), 44% (Cerebro-Spark), 44% (DA), and 45% (Hyperopt-Spark).

The rest of the measurements are available in B.

Implementation Difficulty

Implementation difficulty is harder to measure quantitively. Following the discussion

in Section 4.5.3, we now try to provide a more quantitive measurement in the form of lines of

source code (LOC). The APPROACH (LOC) is as follows: UDAF (5866), CTQ (5939), DA-

Cerebro (4230: 2764 for standalone Cerebro and 1466 for DA), and Cerebro-Spark (4338). Note

these are counted for end-to-end implementation. UDAF and CTQ can largely share codebase:

given UDAF, it requires only a few hundred lines to implement CTQ as well. Overall, DA and

Cerebro-Spark take less code to implement than their counterparts UDAF and CTQ. However,

this does not necessarily mean they are subjectively easier; as discussed in Section 4.5.3, the DA

approach was much more time-consuming than the LOC number would otherwise suggest.

4.7 Conclusions

Through the paper, we comparatively and quantitively evaluated the fitness of various

distributed deep net training schemes in existing data systems. We characterize the particular

suitability of MOP for DL on data systems, but to bring MOP-based DL to DB-resident data,

we show that there is no single “best” approach, and an interesting tradeoff space of approaches

exists. We explain four canonical approaches and build prototypes upon Greenplum Database,

compare them analytically on multiple criteria (e.g., runtime efficiency and ease of governance)

and compare them empirically with large-scale DL workloads. Our experiments and analyses
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show that it is non-trivial to meet all practical desiderata well and there is a Pareto frontierOur

results and insights can help DBMS and cloud vendors design better DL support for DB users.

Chapter 4 contains material from “Distributed Deep Learning on Data Systems: A

Comparative Analysis of Approaches” by Yuhao Zhang, Frank McQuillan, Nandish Jayaram,

Nikhil Kak, Ekta Khanna, Orhan Kislal, Domino Valdano and Arun Kumar, which appears in

Proceedings of VLDB Endowment Volume 14, Issue 10, July 2021. The dissertation author was

the primary investigator and author of this paper. All of our source code, data, and other artifacts

are available at https://github.com/makemebitter/cerebro-ds.
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Chapter 5

LOTAN: Bridging the Gap Between
Graph Data Systems and Graph Neural
Network Workloads.

5.1 Introduction

In this chapter, we turn to the DL model selection and training problems on graph data.

Graph data is non-Euclidean and has vastly different representations from the regular tabular

or image data. To tackle the many graph data-driven applications and the irregular nature of

graphs, DL methods, called Graph Neural Networks (GNNs), have been proposed. GNNs have

drastically shifted the landscape of advanced graph analytics. They can provide powerful learned

representations for graphs. In about a decade, GNNs have dominated many graph analytics

leaderboards [124] for tasks ranging from lower-level ones, such as node classification and edge

prediction, to graph-level tasks like graph classification or even graph generation. Applications

span from video analytics [131], recommender systems [295, 306], drug discovery [179] and

pandemic data analysis [299], to even crime prediction [264] with spatial-temporal graphs.

Interest in GNNs is rising rapidly in many domains where data are naturally represented as

graphs, such as social networks and molecular structures.

However, GNN models are tricky to scale [297, 113, 294], because of the sheer amount of

computation and the immense memory pressure they exert on GPUs. A plethora of GNN systems
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Figure 5.1. (A) Lotan bridges the gap between graph systems and DL systems. (B) The
architecture of Lotan.

was proposed to tackle these challenges [285, 323, 93, 195, 186, 280, 135, 230]. They express

GNN workloads primarily as advanced matrix multiplications and rely on GPUs for execution.

When GPU memory is insufficient to host the entire matrices and the intermediate results, one

either resorts to distributed processing [323, 135] and/or spilling techniques [135, 280] that

load/offload data from GPU accordingly.

What makes GNN training so hard to scale, and why do we need these dedicated systems

for GNNs? First, graph data are irregularly shaped and non-IID, differentiating them from regular

IID data modalities such as text and images, for which the state-of-art DL frameworks were

designed. To tackle the data scalability issues, most DL frameworks employ distributed data-
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parallel schemes [21, 257]. However, data parallelism does not directly apply to graph data: graph

partitions are not independent, and the training process involves cross-partition communications,

depending on the input graph structure. Second, neural network backpropagation requires

caching intermediate data during forward propagation. Depending on the graph data, these

intermediates could be huge in size. Unlike models such as CNNs or Transformers designed for

IID data, where input shape is often normalized and uniform, GNNs are highly input-dependent.

They are tough to accommodate, as workloads are highly versatile and vary significantly in scale.

Third, the “neighborhood explosion” and the over-smoothing problems [66, 201, 68] are also

tricky to bypass; data dependency grows exponentially as the number of GNN layers grows,

posing challenges to both scalability and efficiency.

In this chapter, we make a critical observation that many of the GNN’s challenges are, in

fact, challenges of managing, moving, and handling the underlying graph data. Nonetheless,

existing custom GNN systems mix and couple the graph data and DL challenges. We observe

several shortcomings of this worldview: first, many of these systems “reinvent the wheel” of

much work done in the database world on scalable graph analytics engines. Second, they often

tightly couple the scalability treatments of graph data processing with that of GNN training,

resulting in entangled, complex problems and systems that often do not scale well on one of those

axes. GNN workloads, though drastically different from regular DNN workloads in data access

patterns, are not too far away from non-NN graph analytics such as PageRank. As pointed out by

prior work [195], most of the popular GNNs can be expressed under extended versions of graph

programming models such as Gather-Apply-Scatter (GAS). Scaling “shallow” graph analytics is

not a new topic: many graph data systems were designed for that purpose [198, 106, 103, 105].

However, to our knowledge, none of these systems provide general GNN support, nor do they

handle DL operations, which, nowadays, are better reserved for frameworks such as TensorFlow

and PyTorch. It would be prohibitively labor-intensive to build systems of their generality and

performance from scratch. Furthermore, implementing native NN support within graph systems

would lead to a similar problem of reinventing the wheel of DL systems research. Therefore,
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both stacks of software are needed: graph systems for graph challenges and DL systems for DL

challenges. As Figure 5.1(A) explains, our work aims to bridge this gap.

System Desiderata. We envision a scalable GNN system with the following desiderata:

(1) Decoupled Scaling: Scale graph and neural network parts by reusing existing industrial-

strength tools. (2) Usability: Retain the ease of specification APIs of both graph and DL tools.

(3) Non-disruptive Integration: No changes to the internal code of those tools. (4) Speed and

Accuracy: Fast runtimes without sacrificing DL accuracy.

In this chapter, we seek to answer a fundamental systems question: How far can we go by

pushing existing systems’ limits without modifications? We propose a novel information system

architecture for scalable GNN training with the decoupling of graph and neural network.

Much like the famous decoupling of compute and storage in cloud computing, this decoupling

enables us to tackle each side individually and allows them to scale independently. We carefully

pick apart the graph and neural network dataflows in GNN training and re-imagine them as a

“query plan” in our new intermediate-level global operator graph. We dispatch the execution

plan to an existing graph analytics engine and a DL framework without modifying their internal

code. We built a distributed prototype system we call Lotan.

Overview of Lotan. Figure 5.1(B) illustrates our system architecture. The user interacts

with Lotan through the APIs to specify their GNN workload. Our Planner then compiles

it into graph and neural network operations and dispatches them to their separate execution

Engines, which are existing graph and DL systems. Our Messenger handles the coordination

and communications between the Engines. This way, Lotan can preserve all functionalities

of the execution Engines, especially the graph data management functionalities such as graph

manipulation, partitioning, and other non-NN graph analysis methods.

Additionally, Lotan provides a series of system optimizations to increase the runtime

performance. The most important two are GNN-centric graph partitioning and GNN model

batching.
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GNN-centric graph partitioning. Distributed graph processing naturally comes with

the problem of graph partitioning, which can dramatically affect the efficiency as sub-optimal

partitioning leads to a huge amount of network communications. To this end, we propose a GNN-

centric graph partitioning scheme and the corresponding Reverse Graph Propagation execution

scheme for GNN training. Our method works by taking account of the asymmetry in data size

between forward- and backward propagation. We will describe it in detail in Section 5.5.1.

GNN model batching. GNNs, like other DL methods, require extensive hyperparameter

tuning, which involves training multiple models on the same dataset. These models overlap

extensively in their data access patterns, and opportunities exist because data access is quite costly

for GNNs. We propose the first GNN Model Batching technique to improve GPU utilization

and reduce runtime for GNN model selection workloads. As far as we know, Lotan is the first

system to optimize for the GNN model selection/hyperparameter tuning workloads and the first

to explore model batching for GNNs. We will introduce it in Section 5.5.2.

Overall, we make the following technical contributions:

• To the best of our knowledge, this is the first work to bridge the gap between existing

graph data systems and DL systems and the first to formally decouple the scaling of graph

and neural networks in GNN training. Lotan expands design freedom for GNN researchers

and practitioners.

• We re-imagine large-scale GNN training from a data management standpoint and unpack

the dataflows into a “query plan” representation. We then devise novel query rewriting and

optimization techniques to improve scalability and efficiency.

• We propose one of the first GNN-centric graph partitioning schemes to reduce graph node

replication and communications during GNN training.

• Furthermore, Lotan is the first GNN system to treat model selection workloads holistically

and explore model batching techniques to improve training throughput.
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• We perform an extensive evaluation to compare Lotan with prior industrial-strength systems

and study the impact of our optimizations. The empirical results validate our system’s

higher scalability and competitive time-to-accuracy performance on multiple workloads.

5.2 Background

5.2.1 Graph Neural Networks

Graph Neural Networks (GNNs) are neural networks on graph data. In a nutshell, a

GNN always tries to summarize the graph structure and/or the graph properties into a compact

numerical representation called embeddings. GNNs can be categorized into spectral-based and

spatial-based methods [297]. Spectral-based methods have roots in graph signal processing and

rely on the graph Laplacian and Fourier transform for generating embeddings. Spatial-based

methods are typically the applications of neural networks such as RNN, CNN, and GAN on

graph data, with modifications to account for graph structure. The spatial-based methods are the

more popular of the two categories [297] and will be the main focus of our system.

It is important to note that a GNN model can be ultimately expressed as a combination of

graph processing (in the form of a modified Gather-Apply-Scatter programming model [195])

and DL operations. This is the basis of how our system attacks the problem; we compile

a GNN training task into a global operator graph composed of graph operators and neural

network operators and use existing systems for execution. More details on these concepts are in

Section 5.3.2 and Section 5.4.

5.2.2 Distributed Graph Processing

GNN workloads are still a form of graph processing/analytics because they resemble

many classical problems and share very similar data access patterns. To tackle the many similar

challenges, non-GNN graph data systems [272, 249, 44, 191, 106, 103, 80] rely on distributed

processing, and a critical problem is graph data partitioning.
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Figure 5.2. Two graph partitioning schemes.

There are two major graph partitioning schemes: edge-cut and vertex-cut. It is beyond

the scope of this paper to fully cover the entire landscape of graph partitioning, so we only

introduce the bare minimum background before we propose our own GNN-centric graph par-

titioning scheme in Section 5.5.1. Interested readers are directed to other literature on graph

partitioning [56].

Edge-cut. Edge-cut partitioning affixes the location of vertices, and the edges at parti-

tioning boundaries are replicated (or need to be remotely fetched when needed). Figure 5.2(A)

illustrates this scheme. In Gather-Apply-Scatter workloads, the messages generated at vertices

are sent across the partitioning boundary, resulting in cross-partition communications.
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Table 5.1. Comparison with prior art on key capabilities.

License GPU Distributed Sampling Memory Hierarchy
Lotan Open ✓ ✓ Full Disk-aware

DGL/DistDGL [285] Open ✓ ✓ Both GPU-only
AliGraph/graph-learn [326] Open ✓ ✓ Mini-batch GPU-only

PSGraph [138] N/A ✓ ✓ Mini-batch GPU-only
GraphScope [301] Open ✓ ✓ Mini-batch GPU-only

Sancus [230] Open ✓ ✓ Full GPU-only
PipeGCN [281] Open ✓ ✓ Full GPU-only
Dorylus [270] Open ✗ ✓(Serverless) Full N/A

ROC [135] Open ✓ ✓ Full DRAM-aware
P3 [98] N/A ✓ ✓ Mini-batch GPU-only

DeepGalois [122] N/A ✗ ✓ Full DRAM-only
Pytorch Geometric [93] Open ✓ ✗ Both GPU-only

NeuGraph [195] N/A ✓ ✗ Full DRAM-aware
PaGraph [186, 34] Open ✓ ✗ Mini-batch DRAM-aware
MariusGNN [280] Open ✓ ✗ Mini-batch Disk-aware

Vertex-cut. Vertex-cut partitioning is the alternative to edge-cut; it focuses on the edges

and fixes their locations. As a trade-off, the vertices at the boundaries need to be replicated or at

least remotely fetched when needed.

Note that a certain amount of cross-partition communication or data replication is in-

evitable, depending on the quality of the graph partitioning algorithm and the characteristics of

the underlying graph. Graphs typically have much more edges than vertices in the real world.

Therefore vertex-cut partitioning, which avoids edge replications, sometimes are more favorable

in practice [106, 191, 247] for non-GNN workloads. Although a plethora of graph partitioning

algorithms exists [56], they are seldom designed for GNN workloads. As a result, there is room

for improvement. We will dive deep into the characteristics of GNN workloads in Section 5.5.1

and subsequently propose our graph partitioning scheme on top of the vertex-cut scheme.

5.2.3 GNN Training Systems

Plenty of systems have been proposed to tackle the efficiency and scalability challenges

brought by GNNs. Generally speaking, there are two main camps within GNN system research:

first is the scalability camp, which aims to tackle the scalability issues of full-batch GNNs [135,
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326, 270]; they are usually distributed systems and focus on providing the capability to run GNN

workloads that fail on other systems. Second is the efficiency camp, which mainly focuses on

runtime speed and usually does not address scalability issues; they often assume that the entire

workload can comfortably fit in GPU memory/main memory [195, 186, 205, 230].

We summarize the comparisons between these systems in Table 5.1, and we will discuss

them in more detail in Section 7.3. We evaluate these systems by several axes: (1) License,

whether the system is open-source and usable for tests. (2) GPU, whether the system has GPU

support. (3) Distributed, whether the system support distributed processing. (4) Sampling,

whether the system targets full-batch or mini-batch GNN training. (5) Memory Hierarchy,

whether the system is secondary storage aware. We leave the performance tests and numbers to

Section 5.7. In this work, we argue that many of these systems are reinventing the wheel with

custom-built graph data systems and are still facing scalability issues with larger datasets or

models. Lotan is more closely related to the scalability camp, but it differs from the prior art

in technical contributions and our architecture design, which can utilize existing, established

systems.

5.3 GNN APIs and Programming Model

5.3.1 GNN Interface

The first system issue we need to address is how do we express a GNN model in a

standardized way? One of the most common and general abstractions is known as the Message

Passing interface [102]. It is also widely adopted in GNN system literature and the de-facto

standard. The Message Passing interface defines a GNN using update rule, an equation that tells

us how to update a graph node’s embedding:

hk
v = ψ(xk

v, Γ
u∈N (v)

φ(hk−1
v ,hk−1

u ,xevu)), (5.1)
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Figure 5.3. (A) An example input graph to a spatial-based GNN. (B) Dataflow diagram of a
message passing GNN.

where ψ , φ , Γ are potentially learnable and differentiable functions, Γ is further required to be

commutative and associative. ψ is called the update function, φ the message function and Γ the

aggregate function. Note Equation 5.1 covers primarily spatial convolutional GNNs, on which

we focus. Some other forms of GNNs, such as spectral-based methods [297], cannot be easily

and efficiently expressed in the same framework. We leave the question of how to support those

GNNs in future work.

Equation 5.1 is the interface we expose to the user. They will need to define the three

functions ψ , φ , Γ using APIs and operators provided by the system to be introduced next.

Depending on the nature of these functions, our system can do plan rewriting and optimizations

to boost performance. More details are in Section 5.4.2. Figure 5.3(A) shows an example input

graph and Figure 5.3(B) shows the conceptual dataflow of a GNN being learned on it.

Batched Message Passing. In practice, we find it much more beneficial to rewrite

Equation 5.1 in a batched and vectorized format, especially for better utilization of GPU:
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Hk
v = Ψ(Xk

v,
∗

ΓΦ(Hk−1
v ,Hk−1

u ,Xevu)), (5.2)

where Hk
v,Xk

v,Hk−1
v ,Hk−1

u , and Xevu are all matrices which are batched forms of their corre-

sponding vectors, they have shape B× , where B is the batch size and is the dimension of the

respective vectors. Ψ,Φ,Γ
∗ are the batched (vectorized) form of functions ψ , φ , Γ.

5.3.2 Lotan’s Internal Programming Model

It is not obvious how to parallelize Equation 5.1, mainly due to the neighborhood

aggregation steps that are only native to graph processing systems. Some prior work re-cast

the equation into bulk linear algebra [285, 323, 93, 326]. However, they often encounter huge

scalability issues due to the potentially colossal graph size and the resulting sizes of matrix

multiplications. On the other hand, it is not unfamiliar to see existing GNN systems using

Gather-Apply-Scatter (GAS) abstraction or its extension [195] to translate Equation 5.1 into an

executable plan. However, none of these abstractions capture the potentially costly data transfer

operations between the graph and DL execution Engines that Lotan relies on. We need to account

for these operations correctly so that we can better understand the problem. Toward this goal, we

propose a new programming model that roots in the decoupling of compute and storage and the

decoupling of graph and NN. Our abstraction involves three main stages: (1) Graph propagation

with Scatter-Gather-Collect, (2) DL propagation with ApplyEdge-Aggregation-ApplyVertex, and

(3) Pipe and Join. To implement these operators, we build them upon existing operators in the

Graph and DL Engines.

Scatter-Gather-Collect. During this stage, the Graph Engine does a regular Scatter and

Gather as in GAS for the graph propagation portion of a GNN. Instead of Apply in GAS, here it

is followed by a Collect operation, where the Graph Engine, depending on the specifications of

the GNN, collects and packs relevant data to hand over to the DL Engine. This arises because
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GNN operations are placed on two different Engines in our system. The DL Engine operations

(such as aggregation) have data dependencies up to the Graph Engine to resolve. The Graph

Engine then needs to collect all the data from each graph node and their neighboring nodes

and sends them to the DL Engine. Conceptually, this stage is primarily for implementing the

neighborhood scope u ∈N (v) in Equation 5.1.

ApplyEdge-Aggregation-ApplyVertex. In this stage, the DL Engine receives data from

the Graph Engine and applies the GNN functions on the data. ApplyEdge implements the

per-edge function φ ; similarly, ApplyVertex implements the per-vertex function ψ . Aggregation

implements the neighborhood aggregation function Γ.

Pipe and Join. We need operations for data transfer at the Graph and DL Engine’s

boundary. From the Graph Engine to DL Engine, we need a Pipe operation that, as the name

suggests, pipes data to the DL Engine and the results back to the Graph Engine. Then within the

Graph Engine, a Join operation is needed to incorporate the data, as the order of data may not be

preserved during the Pipe. We will cover these in detail in Section 5.4.3.

One important note is that this separation of stages is not fixed; some operations can be

eliminated, some can be re-ordered, and some can be pushed down. We will explore all these

opportunities for optimizations in Section 5.4.2.

5.3.3 Global Operator Graph and Execution

With all the introduced abstractions, we can now compile an entire GNN training work-

load into a global operator graph with the operators mentioned above. A Planner, to be discussed

in Section 5.4.2, will generate this graph from the user input expressed in the GNN message-

passing interface.

Figure 5.4 shows the full operator graph for end-to-end GNN training, using the operators

defined in Section 5.3.2. Data (embeddings during the forward-propagation, and gradients during

the back-propagation) is sent back and forth between the Graph Engine and DL Engine. The

Graph Engine is in charge of the graph aggregation by running Gather-Scatter-Apply under
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Figure 5.4. Global operator graph of end-to-end GNN training.

the hood for both forward- and back-propagation and collects all the necessary data for the DL

Engine to consume, represented by the Collect operator. During the forward-propagation, the

DL Engine handles the ApplyEdge, Aggregation, and ApplyVertex functions and subsequently

does back-propogation with their AutoGrad capabilities. Both Engines run independently and

are unaware of each other. They can run on the same set of machines, and the operators are

parallelized independently. To coordinate the Engines and to provide a bridge for data transfer,

we build a Messenger component for our system, to be introduced in Section 5.4.3.

5.4 System Architecture

Lotan has 3 main components: (1) External Engines, which are existing graph processing

systems and DL frameworks without modifications. (2) Planner, where Lotan creates and

optimizes the execution plan of a GNN training workload. (3) Messenger, where Lotan reconciles

the Graph Engine and the DL Engine and facilitates efficient data transmission between them.
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5.4.1 External Engines

These engines are what Lotan relies on and improves on for tackling many scalability

challenges of GNN training. We only use these engines’ public interfaces and treat them as black

boxes. This way, we use them without modifications and drastically increase the portability and

generality of Lotan while preserving all the features provided by both Engines.

Graph Engine. The Graph Engine is an external graph data system that Lotan relies

on for graph-related operations and scalability challenges. It can be a graph processing system

or a graph DBMS, as long as it provides public interfaces for (1) Gather-Apply-Scatter (GAS)

operators. (2) Operations that export data to external systems. Additionally, it should provide

scalable solutions for large-scale graph analytics. Often, such Engines conveniently provide

various data system features such as data partitioning and distribution, fault tolerance, memory

management, and disk spilling. Most of today’s graph analytics systems/graph DBMS meet

these criteria. Examples include Spark’s GraphX [106], Giraph [103], TigerGraph [80], and

Neo4j [219]. We choose GraphX for our prototype because, first, it is open-source software

and has an active user community. Second, it is easy to use and piggybacks on the popular and

familiar Spark ecosystem. Our approach is general and easily applicable to other graph analytics

engines.

Deep Learning Engine. To handle the challenge from the neural network part of a

GNN, we adopt an external DL system/framework. We use this system for forward propagation

activation computing and back-propagation gradient computing with their autograd capabilities.

By using an existing DL framework, we automatically make available the rich DL libraries and

GPU support such a framework comes with. Furthermore, these systems can offer an out-of-box

solution for distributed model training via their data-parallel capabilities [257, 177]. TensorFlow

and PyTorch are both prominent examples of such systems and both are applicable. We pick

PyTorch due to its dominant popularity in the GNN community.
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Figure 5.5. An example of plan rewrites. Note the Collect operator is rewritten with ApplyEdge
and Aggregation.

5.4.2 Planner

At the heart of Lotan is the Planner, inspired by query planners in database research.

Close to the concept of a DBMS query optimizer/planner, we need to weigh the potential query

plans and choose the optimal one. The general idea is to assign relative costs for each stage of

the execution and then determine the final cost estimate. However, in this case, the plan search

space is much more limited, and it is favorable to do operator pushdowns whenever possible.

Therefore, we find simple heuristics sufficient and no sophisticated cost estimation is needed.

To complete the study, we still try to model the costs, but primarily for curiosity and a deeper

understanding of the problem. We will also verify some of the observations from our cost models

with experiments in C.

Plan Generation and Rewrites. Plan generation is usually trivial, as GNN training

comprises mostly sequential stages, as Figure 5.4 shows. Opportunities for optimization exist;
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depending on the nature of the GNN model, the execution plan can be rewritten. We only

consider the two most obvious cases of plan rewriting: operator reordering and pushdown.

Equation 5.1 gives the most general definition of a GNN, and Figure 5.3(B) is the most

stringent ordering of the three functions from the Message function to the Aggregation function

to the Update function. However, because all these functions can be neural networks, they

can only be handled by the DL Engine. Both the Message and Aggregation functions require

neighbor information; we will also have to collect all the edges, features, and embeddings in

the Graph Engine and ship them to the DL Engine. For this general case, our operator graph

writes as Figure 5.4. This is an expensive plan due to the Collect operator and the size of data

movement between the two Engines. However, if the Message and Aggregation functions are

both unparameterized and therefore do not require training, we can push down these functions to

the Graph Engine and drastically save costs. Figure 5.5 illustrates this scheme. We will test plan

rewrites with experiments in Section 5.7.2 and see that it contributes to substantial performance

gains.

Cost Estimation. To calculate the costs of a plan, we first evaluate the costs of individual

stages respectively, then aggregate them together. A stage is defined as the sub-operator graph

between two boundaries of data movement. The costs are estimated using: (1) the data graph’s

information, such as the number of nodes and vertices and the average degree. (2) specifications

of the GNN, such as the number of layers and the number of parameters involved in the neural

network. (3) The DRAM and GPU RAM limit, network/disk bandwidth, and the number of

concurrent CPU threads available (degree of parallelism). Due to space constraints, we will

highlight the main observations in Section 5.6, but leave the details to C. Within the cost models,

a few factors are situation-dependent and, therefore, cannot be very well estimated. One can

resort to logs of past runs of the same model and graph for more accurate costs.
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5.4.3 Micro-batch Processing and Messenger

One critical question of utilizing existing systems is how to reconcile them; each comes

with its input/output interfaces, data formats, memory layouts, and other specifications. Further,

the DL Engine heavily favors batched data input for higher utilization and throughput, while

the data comes off the Graph Engine as streams to reduce memory footprint. This means we

must convert the data stream to and from data batches. We also need to keep the order of data

consistent during both the forward pass and backward pass stages.

To our best knowledge, this is the first time the data movement issues between graph data

systems and DL systems are being studied. We adopt and synthesize existing techniques and

optimizations to solve the novel problems mentioned above. We build a component called Mes-

senger. We apply a series of system optimizations to the Messenger: It uses non-blocking, async

sockets and shared memory to communicate with the DL Engine for overlapping computation

with communication and to reduce throttling. The details of this component can be found in C.

5.5 System Optimizations

5.5.1 GNN-centric Graph Partitioning and Reverse Graph Back-
propgation

Graph partitioning is a vital part of distributed graph processing, as it dramatically

impacts the volume of data replication and communications. Most existing graph partitioning

schemes are not designed with GNNs in mind, resulting in suboptimal performance. We propose

a novel graph partitioning and training execution scheme for GNNs, named Reverse Graph

Backpropagation (RGB). This technique applies to vertex-cut-based Graph Engines [106, 105]

such as GraphX, which we use for prototying. Our method is based on two key observations:

first, neural network training consists of a forward- and a back-propagation phase; the two phases

have inverted dataflow. Second, during GNN training, graph node data are updated, and the data

size changes between phases, which leads to an asymmetry in replication costs.
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Figure 5.6. Regular 1D source hash partitioning and dataflow.

We start from the well-accepted hash-based 1D edge partitioning [247], where we hash

partition all the nodes and then colocate all edges based on their sources. Figure 5.6 illustrates

the strategy. During forward propagation, each node’s property and messages it sends are its

node embeddings, which are 1-dimensional vectors. No node replication happens, but two

cross-partition messages take place. During the back-propagation, the data flow is inverted.

However, each node updates its properties to gradients returned from the DL Engine (such

updates happen in-partition and do not incur cross-partition communications). These gradients

are hash maps of vectors and, compared to the embeddings, are d (node degree) times larger. For

a realistic graph, the average degree can easily be around 100. Because dataflow is inverted and

the partitioning is not, heavy cross-partition communications would occur.
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To address this performance issue caused by the asymmetry, we propose our novel

GNN-centric Graph Partitioning scheme and the way to backpropagate through it, described as

follows:

1. Create a reverse graph (each edge reversed) from the original graph.

2. Do a regular hash partitioning on the reverse graph: first, hash partition all the nodes and

place them; second, partition the edges based on their sources so that all edges originating

from the same source colocate in the same partition.

3. Finally, we partition the original graph’s edges in the same manner but keep the node

partitions generated from the reverse graph.

4. We run the forward propagation as usual on the original graph. However, we run the

back-propagation on the reverse graph.

This way, there is drastically reduced communication during back-propagation, where the

most significant bottleneck could arise. Depending on the circumstances, communication costs

might increase for forward propagation but are offset by back-propagation savings. We keep the

node placements consistent between phases, otherwise extra cross-partition communication will

occur. Figure 5.7 illustrates our approach. Regarding cross-partition communications, we only

have single vectors instead of hashmaps of vectors. The example shows a directed graph, but the

same logic still applies to undirected graphs.

5.5.2 GNN Model Batching

GNNs, like any other neural network, rely on careful and extensive hyperparameter

tuning for the best accuracy performance. Consequently, the workloads are often multiple-

model explorations. Each model has its different set of neural network hyperparameters. When

running hyperparameter tuning workloads, existing systems take a sequential approach: training

them one-by-one. Figure 5.8(A) shows it. There is wasted potential for improvements: First,
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Figure 5.7. GNN-centric Graph Partitioning and dataflow.

models in a hyperparameter search workload share identical data access patterns, and re-using

these routines can amortize the overheads. Second, many GNN workloads have relatively low

neural network components, often leaving the GPU underutilized. For DL methods on IID and

Euclidean data, many systems [214, 319] have been developed to optimize for model selection

workloads. However, these techniques do not apply as they assume IID data.

To address these issues, we propose GNN Model Batching. Model batching [217] is a

technique to increase GPU utilization for IID models. To our best knowledge, we are the first

to explore the same possibility for GNNs. We devise a model batching scheme to combine the

models within a hyperparameter search workload. Figure 5.8(B) depicts it. We run multiple

models simultaneously on the model-batched version of the regular graph and NN operators.
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All data transmitted between the Graph Engine and DL Engine are also batched together. The

models can then share all the data access operations to amortize costs.

5.6 Analysis of Cost Models

To better understand the problem, we model the various costs of GNN training: repli-

cation, computational, memory, and overheads. As mentioned earlier in Section 5.4.2, these

models are not used in the Planner and only for deeper understanding and further experiment

evaluation. Due to space constraints, we leave the tedious details and equations to C. We present

a summary of two key observations about our cost model that we will validate empirically later.

Effect of Number of Partitions. The number of data partitions interplays with system

performance in two ways: First, for large-scale dataset, more partitions are required to reduce

memory pressure. Second, increasing the number of partitions will also increase the degree of

parallelism and utilization because our Graph Engine uses one thread per partition.
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To put it into an equation. We have the total computational cost for an execution plan

with partitions:

WP =
W
P

max(
P

ML
,1)+ foverhead(

P
ML

), (5.3)

where W is the total amount of work (unit: time), W
P is each partition’s amount of work, P

M is the

total amount of tasks each machine gets, max( P
ML ,1) is the total amount of rounds each machine

executes. Without losing generality, assume foverhead follows a monotonic increase along with P.

We can then reason that as the number of partitions P increases; the overall runtime would first

decrease and then increase.

We see precisely this behavior in our tests. Due to space constraints, the experiment

details are moved to C. Due to the intertwined effects of this one parameter, the runtime behavior

becomes non-linear and difficult to capture with simple cost models. Instead, we use rule-based

heuristics to tune the number of partitions: we set it to be the same as the total number of CPU

cores of the entire cluster unless more partitions are required to alleviate the memory pressure.

Fortunately, GNN workloads are highly predictable in runtime and resource consumption. If

necessary, one can always do test runs (for 1 or 2 epochs of training is more than sufficient) to

figure out the optimal config setting.

Effect of Model Batching. The intermediate embedding/gradient size of a GNN model

greatly impacts runtime performance. Because of GNN Model Batching, Lotan can have inflated

intermediates sizes. To be precise, the intermediate sizes will be multiplied by the model batching

size. Consequently, for model batching, we expect to see a scaling up when increasing model

batching size due to higher utilization until the returns diminish due to overheads. We run

experiments and show the results in Section 5.7.2 and will see the expected behavior.
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Figure 5.9. Learning curves for the chosen model on the test set. (A) ogbn-products-GCN. (B)
ogbn-products-GIN. (C) ogbn-arxiv-GCN. (D) ogbn-arxiv-GIN. Corresponding learning curves
on the validation set are presented in C.

5.7 Experiments and Evaluation

Prior Art. Out of the distributed GNN training systems discussed in Section 5.2.3, we

show comparisons to the SOTA: DistDGL [323], AliGraph [326], and Sancus [230]. We excluded

all systems that do not support distributed training and those without public release. Despite the

best effort, we could not set up and use ROC [135], with a similar situation reported in [270].

Sancus [230] and PipeGCN [281] should be comparable systems, both with approximated

processing, while others (including ours) are with exact processing, and we pick the former for

benchmarking. Note that both DistDGL and AliGraph are primarily mini-batch GNN systems.
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Although DistDGL can run full-batch training, it fails almost all our workloads. Therefore, we

use it with the mini-batch setting. Mini-batch training is mathematically different from full-batch

training. But we put in our best effort for a fair comparison by tuning the mini-batch size to their

advantage and using standard benchmark metrics agnostic of the training scheme.

Datasets. We use three of the standard benchmarking datasets from OGB [124], which

has become the go-to place for graph datasets for benchmarking. We use ogbn-products,

ogbn-arxiv, and ogbn-papers100M. Additionally, we also include datasets reddit [113] and

amazon [118], the original amazon dataset is not shipped in graph form, and we converted it to

graph after acquiring a recipe from the authors of [135, 270]. The prior art also commonly use

these datasets in their published papers. Table 5.2 first column shows brief statistics about the

datasets.

Workloads. We define a GNN training workload with hyperparameter tuning factored in,

which is an inevitable part of the end-to-end development of a GNN model. We primarily focus on

two model architectures: GCN [150] and GIN [302] with various hyperparameter configurations.

DistDGL and AliGraph have the batch size to tune additionally. In the corresponding literature,

we found a batch size from 128 to 8192 is common. We tried as much as possible to make the

comparison apples-to-apples and tune the batch size beforehand for them. To not understate their

performance, we set the batch size to be as large as they could handle before failing to enable the

maximum possible throughput. This means mini-batch size 8 for DistDGL on Amazon, 128 for

DistDGL on ogbn-products+GCN and 8192 on ogbn-arxiv+GIN. And mini-batch size 128 for

AliGraph on ogbn-arxiv+GCN. For Sancus, we can only test it on the GCN workloads as it does

not have an existing implementation for GIN.

Experiment Setup. We use one cluster on CloudLab [246] with 8 worker nodes. Each

node has two Intel Xeon 10-core 2.20 GHz CPUs, 192GB memory, and 10 Gbps network. Each

worker node also has an Nvidia P100 GPU, which has 12 GB memory. We tried to get GPUs with

larger memory but such resources are scarce and costly to obtain, especially for the long-running

tests we do. Nevertheless, it is not a showstopper as Lotan’s scalability gain is agnostic to the
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underlying hardware. Furthermore, even with larger GPUs, workloads can still scale beyond

GPU memory capacity and would not change our observations about Lotan’s scalability. All

nodes run Ubuntu 20.04. We use Spark 3.2.0, Pytorch 1.10, and CUDA 11.0.

5.7.1 End-to-end Performance Study

We use a 3-layer GCN with a hidden layer size of 256, as described in [124], dubbed

GCN. We also include a variant of it with hidden size 512, which we call GCN-Large, to further

distinguish between Lotan and Sancus. We skipped DistDGL and AliGraph with GCN-Large

due to their crashes or much longer runtimes, and these tests would not provide extra insights.

For GIN, we use one from [302] that is 4-layer. For the MLPs in GIN, we use a 2-layer MLP

with dimensions {128,256} for the end-to-end study. For the GCNs, their ApplyVertex functions

are single-layer perceptions, while the GIN model uses the MLP described above. All of these

models do not employ an ApplyEdge function and use a summation as the Aggregation.

Following the standard practices [150, 124, 302], we use an early termination of 10

epochs based on the validation set; we terminate if the validation accuracy does not increase

for 10 consecutive epochs (with a tolerance of 0.01%). Further, we put a hard time limit of 48

hrs for each model config. We also combine the hyper-parameters used in the papers above to

form a grid search: learning rate in {0.05,0.01}, optimizer in {Adam,Adagrad}, and dropout in

{0,0.5}.

Table 5.2 summarizes the results of our end-to-end tests. On the ogbn-products + GCN

workload, Lotan achieves 47x higher throughput than DistDGL while providing the same level

of accuracy. There is no consensus from the GNN model research community on whether full-

batch or mini-batch training is superior. Further, note some of the models and systems adopted

mini-batch training partly due to the scalability issues of full-batch training [113, 67]. Lotan is

designed to mitigate the said issues. Our finding of full-batch training achieving the same or

slightly higher accuracy than mini-batch training is in line with prior work [135, 281]. Sancus,

though it runs fast, has severe issues in accuracy during our test, likely due to its approximate
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nature. Furthermore, it starts to fail on the GCN-Large workload, but Lotan can still scale. Lotan

is also the only system to be able to handle GIN training, and all other systems fail due to GPU

memory issues. Increasing GPU memory might fix their problems on these specific workloads.

Still, it would not resolve the fundamental issues these systems have and would not change the

argument that Lotan has better scalability to handle large workloads.

On the tiny ogbn-arxiv dataset, while Lotan can still provide the highest accuracy on both

GNNs, it no longer offers higher throughput than DistDGL. On the reddit dataset, which, despite

having a similar number of nodes to ogbn-arxiv, has more edges, both DistDGL and AliGraph

fail, likely due to the density of the graph. Sancus is still capable of operating and appears not

affected much, but as other experiments showed, it offers lower accuracy due to its approximate

nature. On the amazon dataset, Lotan and DistDGL are the only systems able to run the GCN

workloads, and only Lotan for the GIN workloads. Lotan can provide a higher throughput than

DistDGL. On the ogbn-papers100M dataset, one of the largest benchmark datasets available,

Lotan is the only system able to run the workload. As far as we know, this is the first time

for a GNN system to demonstrate full-graph GCN with a hidden size as large as 256 on this

dataset. However, the execution is heavily bottlenecked, and a huge amount of disk spills happen.

Consequently, we could not run the workload to converge in any reasonable amount of time. We

only report the throughput numbers.

Figure 5.9 shows the learning curves for the best model out of some of the hyperparameter

tuning workloads. On all workloads, Lotan converges fast and reaches the same level of accuracy

as the SOTA. Regarding resource utilization, Lotan has high CPU utilization but generally lower

GPU utilization across the workloads. This is because Lotan puts neural network operations on

GPU and graph operations on CPU, while other systems put both on GPU. Except for Lotan,

all other systems showed little to no disk R/W because they are not secondary-storage-aware,

whereas Lotan can utilize the disk for spilling. Sancus and DistDGL further utilize GPU for

communications, resulting in seemingly higher GPU utilization.
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Figure 5.10. (A) Runtime breakdowns. (B) Ablation study.

5.7.2 Drill-down Experiments

To dig into the runtime figures, we also break down Lotan’s runtime and investigate each

portion’s time costs in Figure 5.10(A). The Graph Engine costs dominate, especially on the larger

dataset. DL Engine and Pipe-Join costs are not as significant. This composition will change

when we try scaling the model in Section 5.7.2.

Ablation Study

To inspect each component’s performance, we conduct an ablation study where we add

our innovations to a naively implemented version of Lotan. We pick the ogbn-arxiv+GCN

workload for this test. Figure 5.10(B) shows the results. We separate our technical innovations

into four modules: (1) Reverse Graph Backprop (RGB) and the coupled GNN-centric partitioning

scheme, as described in Section 5.5.1. (2) The execution plan rewrites by our Planner outlined

in Section 5.4.2. (3) The various efforts we put into optimizing our Messenger architecture

as described in Section 5.4.3. (4) Finally, our GNN Model Batching scheme proposed in

Section 5.5.2.
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All of the components have substantial contributions to performance gains; Reverse Graph

Backprop can boost the performance by 2x without any plan rewrites or other optimizations.

With Planner rewrites introduced, we get another 5x speed-up due to the sheer amount of

communication and computation saved. Furthermore, our Messenger optimizations boost the

performance by another 40% by reducing overheads in I/O, IPC, and synchronization. Last but

not least, GNN Model Batching contributes a more than 5x speed-up due to amortized graph data

access overheads. Overall, our technical innovations can boost the throughput of GNN model

training by 76x, compared to a naively implemented system.
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Model Scalability

We now test Lotan’s capability of scaling to larger neural network models. In practice,

there are two primary ways to scale up a model: make it deeper by adding more (GNN) layers,

or increase the number of neurons in each layer. We call the first type depth scaling and the

latter type width scaling. Since Lotan disaggregates the graph operations from neural network

operations, it has very different behavior for the two types of scaling. To thoroughly test it,

we use two different workloads based on the GIN model used earlier and train them on the

ogbn-products dataset. For the depth scaling test, we test with different numbers of GNN layers
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ranging from 4 to 16. For the width scaling test, we fixed the model to be a 4-layer, and we

varied the size of the MLP in GIN from 128 to 217 (131072); we kept the embedding size also

fixed as 256. This results in various models with hugely different sizes.

Depth Scaling. Figure 5.11 shows the results: Lotan can easily achieve almost linear

scaling to 16 layers and even beyond, and there is minimal fluctuation in the processor utilizations.

Note that the scaling is linear but not proportional; when the number of layers doubles, the

runtime does not; this is because the scaling follows y = kx+b with a non-zero intercept. It is to

be expected as the amount of work grows linearly in this case, and Lotan shows resilience at

scale. To the best of our knowledge, Lotan is the first system to demonstrate scale to 10+ layer

GNNs with full batch training. It is important to note that the systems we compared all failed at

4 or more layers, as already discussed in Section 5.7.1.

Width Scaling. We show the width scaling results in Figure 5.12. Increasing the MLP

size will not increase the amount of work on the Graph Engine, and since the GPU was under-

utilized when the NN is small, we see an almost constant scaling of Lotan. In this case, we

see a dramatic increase in GPU utilization and almost constant CPU utilization. Thanks to the

decoupling of graph and neural networks, scaling one side does not necessarily affect the other.
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Lotan can provide independent scaling and frees the user from scalability issues. It enables

the user to design the GNN components separately and more freely. Furthermore, Lotan can

gracefully handle a GNN model with 140M+ parameters with full batch training. To put it into

perspective, this is the number of parameters of some early Transformer DL models have: BERT

(110M) [81], and GPT-1 (117M) [236]. To our knowledge, Lotan is the first system to be able to

handle this scale among the GNN systems. As shown in Section 5.7.1, other systems all failed at

the very beginning.

Model Batching

We now inspect the effect of model batching on the workloads. For this test, we take the

same ogbn-arxiv+GCN models used in Section 5.7.1 and create workloads with various degrees

of model batching. Figure 5.13 shows the results. We first notice that the time costs scaling is

all linear with constant overheads (manifested as the intercept), per our cost model described

in Section 5.6. There is also a substantial gain in throughput, especially at the low degree of

the model batching regime. The SGC and AAA costs scale far less steeply than the SGC costs;

therefore, as the model batching size increases, the SGC costs become more and more dominant.

This indicates that the biggest challenge is on graph data processing.

At a low degree of model batching (< 10), the time costs are dominated by their respective

constant parts and not scaling as much with the model batch size. Therefore, the time costs only

increase around 3x while the model batching size rises from 1 to 10, resulting in throughput gains.

However, as the degree of model batching increases, the scaling parts of time costs dominate,

and we see 2x increase in time costs when batch size increases from 10 to 20 (2x increase).

Consequently, the throughput scaling plateaus out as 2x model batched would mean 2x more

runtime in this realm.
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5.8 Conclusion and Discussion

Conclusions and limitations. By carefully abstracting, optimizing, and testing, we

have demonstrated that it is possible to bridge the gap between graph analytics systems and DL

systems with high scalability and without modifying their internal code. Currently, Lotan has

two major limitations: (1) Lotan currently is only optimized for full-batch training. Mini-batch

training would require efficient graph sampling and filtering, posing another scalability challenge

and potential query optimization questions. (2) Lotan is meant for large workloads with large

graphs and/or models. There is still some room for improvement on smaller workloads that do

fit in memory, where more leeway for caching and batching techniques exists.

Discussion. Our results showed that the graph data system bottlenecked many of our

tests (see Figure 5.10(A)). There are many sync barriers, costly data replications, and frequent

garbage collections. Graph data systems need to evolve to better support GNN workloads and

property-rich graphs with high dimensional dense vectors. Furthermore, GNN systems such as

Lotan can be extended to adopt recent advances in ML systems research for optimizing model

selection workloads [214, 319, 161, 213, 178], fine-tuning and transfer learning workloads [209],

and large model scaling [216, 207]. It is non-trivial to extend their techniques designed for IID

data to graph data. However, with suitable adaptation, they could further amortize some runtime

overheads to make GNNs more efficient at scale.

Chapter 5 contains material from “Lotan: Bridging the Gap between GNNs and Scalable

Graph Analytics Engines” by Yuhao Zhang and Arun Kumar, which appears in Proceedings of

VLDB Endowment Volume 16, Issue 11, August 2023. The dissertation author was the primary

investigator and author of this paper. All of our source code, data, and other artifacts are available

at https://github.com/makemebitter/lotan.
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and Network Usage. (D) Utilization.
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Chapter 6

PANORAMA: Multimedia DB-style Re-
trieval with DL Inference

6.1 Introduction

In this chapter, we move on to model inference issues on large volumes of unstructured

data, particularly videos. Videos are a ubiquitous and growing fraction of real-world data. For

instance, YouTube alone gets hundreds of Petabytes of videos each year [53]. Thus, real-time

video monitoring applications involving automatic recognition of objects in videos are gaining

importance in many domains, including surveillance security [3], crowd control [4], traffic

analytics, species monitoring, and more. The state-of-the-art approach for visual recognition

is to use deep convolutional neural networks (CNNs) [108, 168]. However, deep CNNs are

compute-intensive and have high inference latency, e.g., the popular Mask-RCNN [116] takes 1s

for just five frames. Thus, enabling efficient visual recognition queries over video streams is a

pressing data systems challenge.

Several recent lines of work in the multimedia, database, and systems communities

aim to build more efficient systems for real-time video querying [311, 142, 282, 123, 143]. A

common theme is to reduce CNN inference latency with cheaper models with smaller prediction

vocabularies and using “cascades” of classifiers. But from conversations with video monitoring

application users across domains such as surveillance and species monitoring, we find a pressing

gap in the existing landscape of systems: unbounded vocabulary.
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Problem: Unbounded Vocabulary. Almost all popular object recognition CNNs today

handle only a finite “closed world” vocabulary of known targets. This is a natural consequence

of their training dataset, typically a benchmark dataset like ImageNet [248], Pascal VOC [85],

or MS COCO [185]. For instance, Pascal VOC has a tiny vocabulary of only 20 classes, e.g.,

“person,” “bird,” and “car.” So, models trained on it only tell apart these 20 classes. This may

suffice for some applications that only need to tell apart these classes (e.g., for self-driving

cars), but for many emerging video monitoring applications, the query requirements are more

granular: “Who is this person?,” “What car model is this?,” “What bird species is this?,” and

so on. In these applications, the target class set is not universally fixed and finite but rather

growing over time, sometimes rapidly. For instance, the set of all people or all car models evolves.

We call such a prediction target with a fast-evolving set of objects an unbounded vocabulary.

Note the vocabulary needs to be the sub-classes of a common class, sometimes also known as

“subclassing”.

Example. Consider a CNN trained to tell apart dog breeds. Suppose its training dataset

had a vocabulary of only three popular breeds: Corgi, Labrador, and Poodle. What will it

output on an image of a rare dog breed, say, Azawakh? It will output junk probabilities for Corgi,

Labrador, and Poodle. Of course, this not an issue with the model but rather its prediction

vocabulary–a limited multi-class vocabulary is too restrictive. One might ask: Why not get

labeled data for all possible classes? Apart from being impractical, such an approach also

assumes new dog breeds will not arise. This is a fundamental issue for such applications: the

prediction vocabulary is effectively unbounded. This issue is even starker for identifying faces

in videos, e.g., for surveillance security, because it is impossible to get labels for all possible

faces beforehand; furthermore, the set of faces is not bounded because new people will keep

appearing.

Limitations of Existing Landscape. We see two main limitations. First, existing

querying systems do not support unbounded vocabularies. Thus, their architectural assumptions

and modeling choices need to be revisited. While the ML community has studied learning
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Figure 6.1. High-level qualitative comparison of existing vision stacks to Panorama’s system
design philosophy. (A) Each domain has a bespoke pipeline and a finite vocabulary. (B)
Panorama enables unbounded vocabulary querying with a unified domain-agnostic data system
that is automatically specialized for a given domain.

schemes to support new class labels, e.g., one-shot and zero-shot learning [167, 165], using them

requires tedious manual intervention to re-train the model and provide metadata and/or more

labels. This needs ML expertise, but video monitoring applications typically have only non-

technical domain users in the loop of a deployed system (e.g., mall security). Second, making

existing CNN-based stacks support unbounded vocabularies is not practical because they are often

too application-specific and may involve bespoke pipelines, as illustrated by Figure 6.1(A). Such

an ad hoc per-domain approach will duplicate the efforts of building, testing, and maintaining

this capability across domains. Overall, the lack of support for unbounded vocabularies in a

unified domain-agnostic data system is a bottleneck for emerging video applications.

115



System Desiderata. We have three related desiderata for a practical data system to

support unbounded vocabulary queries over video. (1) Generalizing to new classes in the

domain’s vocabulary in an automatic manner without manual ML re-training. (2) Being unified

and domain-agnostic to enable existing applications to adopt it without expensive manual

customization. (3) Being resource-efficient and ideally real-time.

Our Proposed System. We present Panorama, the first information system architecture

for unbounded vocabulary queries over video. It supports two kinds of queries popular in video

monitoring. First is recognition: identify which known object (or set of objects) appear in a

video feed (or an image database), e.g., a mall security officer checks a video feed against an

image roster of wanted criminals to spot them in the crowd. Second is verification: tell if two

frames (or images) have the same object in them regardless of whether the object is known, e.g.,

the officer compares an old frame with the current video feed to see if anyone reappeared. Our

system design philosophy, illustrated by Figure 6.1(B), is to devise a unified and domain-agnostic

system that can be automatically specialized for a given application.

Summary of Our Techniques. Panorama has three main components as Figure 6.1(B)

shows: a new unified CNN architecture we call PanoramaNet, an automated offline training

pipeline, and an online inference subsystem. PanoramaNet is a careful synthesis of three

techniques (Section 4.1): multi-task learning from ML, embedding extraction from vision, and

short-circuiting of inference from data systems. It helps meet desiderata (1) and (2). Our

automated offline training pipeline is a synthesis of deep supervision (Section 4.2) and weak

supervision (Section 4.3) ideas from ML. It helps meet desideratum (2). Finally, our online

inference subsystem features a novel short-circuiting configuration technique (Section 4.4) that

enables a tunable accuracy-efficiency tradeoff and a synthesis of nearest neighbor search from

multimedia systems and query caching from databases to improve efficiency (Section 4.5). It

helps meet desideratum (3).

Example Use-Cases. We present two example use-cases to highlight Panorama’s func-

tionalities. Section 3 presents the full query API of Panorama and a usage example. Note the user
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Figure 6.2. Example Panorama use-case (1): unbounded vocabulary recognition. Left: the
frame shows two out-of-vocabulary faces (identities unknown) and the model only labels them
as faces. Right: After the user freezes the video, clicks on the bounding boxes and labels them
with names, Panorama can recognize these two objects in future frames. The scores shown on
the left frame are the probabilities of being faces; on the right frame are the distances from the
faces to their nearest neighbor in the Known Objects set.

interface is application-specific and orthogonal to our work, here we only show some possibilities

of custom-built interfaces.

1. Unbounded vocabulary recognition. Figure 6.2 shows, say, a journalist spotting people in

a news video feed. The vocabulary did not have Donald Trump or Kim Jong-Un to start

with. Our system constantly detects faces and extracts embeddings from them. In this case,

the journalist can select the bounding boxes and type in names for these two faces and

their corresponding embeddings, respectively. Once it is done, these named embeddings

are added into the known objects which serves as the vocabulary. From then on Panorama

can recognize Donald Trump or Kim Jong-Un. This entire process happens on-the-fly and

without any re-training of the CNN.

2. Unbounded vocabulary embeddings. Panorama can also output object embeddings (vec-

tors) for further analyses. Figure 6.3 shows, say, a data scientist analyzing the representa-

tion of racial and gender groups in an Oscars video feed. The user runs an off-the-shelf

clustering algorithm on the embeddings to get somewhat coherent clusters. Note that

Panorama did not have any of these faces in its vocabulary.
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Figure 6.3. Example Panorama use-case (2): unbounded vocabulary embeddings extraction for
faces. The embeddings are then clustered, yielding somewhat coherent clusters.

Our focus is on a new crucial system functionality for video monitoring applications: the

deployed model need not be retrained when new classes (objects) arise. That is, users can just

name the new objects from the video feed and add them to the known objects set–Panorama will

automatically start recognizing them in the future. So, the users do not need any ML-related

expertise or worry about retraining too often. The main technical novelty of this work is a new

data system architecture that solves our real-world problem in a domain-agnostic, automated,

and efficient manner. To achieve our goal, we draw techniques from diverse fields–vision, ML,

databases, and multimedia systems–and synthesize and adapt them for our setting. We developed

a new general CNN architecture, weak supervision scheme and auto-training scheme to enable

such applications. We also studied trade-off spaces between accuracy and throughput. Overall,

this paper makes the following contributions:
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• To the best of our knowledge, this is the first work to propose a unified information system

architecture for unbounded vocabulary queries over video using CNNs.

• We create a new multi-task CNN architecture, PanoramaNet, that supports unbounded

vocabularies in a unified and unsupervised manner based on embedding extraction and

content-based image retrieval (CBIR). We present an automated and domain-agnostic

training pipeline combining deep and weak supervision.

• We devise a novel self short-circuiting configuration scheme for PanoramaNet to enable

practical accuracy-efficiency tradeoffs. We also create a query cache to improve efficiency

further at scale.

• We present an extensive empirical evaluation of the accuracy, efficiency (throughput), and

scalability of Panorama on multiple real-world videos. Overall, it offers between 2x and

20x higher throughput with competitive accuracy for in-vocabulary queries, while also

generalizing well to out-of-vocabulary queries.

6.2 Setup and Background

We start by explaining our problem setup and defining some standard terminology from

computer vision relevant for video monitoring applications. We then provide some technical

background on multi-task deep learning and embedding extraction needed to understand our

system.

6.2.1 Visual Querying Tasks

A video X is logically a sequence of image frames Fi, i.e., X ≡ F1F2F3 . . . . This sequence

can be unending for streaming video. The application specifies a vocabulary V of objects of

interest it wants to identify in the images/video. The objects can be at any granularity, ranging

from high-level generic categories (e.g., “person,” “car,” or “bird”) to more fine-grained entity-

level categories (e.g., “the person Donald Trump,” “the car model Ford Mustang,” or “the bird
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species California Quail”). Most prediction tasks in computer vision, as well as a suite of recent

video querying systems, assume V is finite, perhaps even small. For example, NoScope [142]

uses |V |= 2, viz., yes or no for a given object type like buses. In our setting, |V | can potentially

be infinite–we call this an unbounded vocabulary.

We are now ready to define the types of visual querying tasks of interest to us. We will

then explain the implications of an unbounded vocabulary.

Definition 6.2.1 Recognition: Given an image frame F, identify an object v ∈V present in F (if

at all). The recognition is called coarse-grained if V only has generic object categories. It is

called fine-grained if V contains entity-level categories too. A frame can have any number of

objects. This task is also called multi-object classification in image-based applications.

Definition 6.2.2 Localization: Given an image frame F, identify the “regions” of F (e.g.,

bounding boxes) where all instances of objects from V are present (if at all).

Definition 6.2.3 Verification: Given two image frames F1 and F2, identify if the same “object”

arises in both images; the object is assumed to be from V .

The above tasks are not entirely orthogonal to each other. Real-world video frames

often do not have only one object. Thus, localization is needed before or during recognition.

The distinction between coarse- and fine-grained recognition is also not universal but rather

application-defined; a fine-grained V typically distinguishes entities of the same type, e.g.,

identify the person instead of just is it a person. Fine-grained recognition often leads to unbounded

V in real-world video monitoring applications, the focus of this work. For example, a recognition

system may be trained on a finite set of people, but it should be able to recognize other people

too during usage.

Recall that our goal is to enable unbounded vocabulary querying, both verification and

recognition, for video monitoring applications. We now make a key observation that we exploit

later in Section 3. If V is finite, verification can be mapped to two recognition queries and
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Figure 6.4. The embedding extracted from the query image is nearest to the known embedding
for Bob in the metric space and farther from Charlie’s or Alice’s. This capability allows the
model to distinguish between these entities.

comparing the labels. However, this is impossible for unbounded V . Instead, we reverse the

mapping, since verification does not need to identify the label: cast recognition as multiple

verification queries against known V .

6.2.2 Background: Multi-task Deep CNNs

Deep convolutional neural networks (CNNs) offer state-of-the-art accuracy for many

computer vision tasks [168, 145] and have won many benchmark competitions [78, 248, 185,

85]. CNNs offer two critical ML engineering benefits [145]. First, they automatically learn

salient features from the image during training instead of requiring extensive manual feature

engineering [109]. This is done in the form of multiple layers of feature transformations involving

operations such as convolutions, pooling, and non-linearity. Second, deep learning is highly

flexible in terms of the structures of the inputs and outputs. In particular, multi-task deep learning

can predict multiple related targets simultaneously while sharing most of the internal features

for each task [239]. This capability is especially attractive for our problem since most of the

processing for verification and recognition queries can be shared inside a single deep CNN. Later

in Section 4.1, we explain how we leverage this capability in Panorama for unified processing.
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6.2.3 Background: Embeddings

In both vision and language understanding, an embedding is an abstract representation of

an entity in a metric space. Essentially, given a set of entities S, one learns a mapping f : S→Rd

that maps each entity to a d-dimensional vector. Embeddings are especially popular in deep

learning since they enable almost all predictive processing computations to use only linear algebra

operations. Embeddings have interesting semantic properties that allow us to tell apart entities.

For example, FaceNet [254] can classify faces in a known set by extracting embeddings for each,

while DeepFace [229] can extract such embeddings even without specific labels. In particular,

one can often use distance measures in the high-dimensional space to distinguish between entities,

as illustrated by Figure 6.4. This remarkable capability of embeddings has recently enabled more

accurate CBIR applications [303, 316, 139]. Later in Section 4.1, we explain how we leverage

this capability in Panorama to tackle the unbounded vocabulary problem.

                                                                                                                                                                                     Panorama
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Training data
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Deeply
supervised
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Specify one frame/image
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Video/image
 Input UserRef. model (Optional) model configs

Verification query
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Short-
circuiting

configuration

Figure 6.5. Overall system architecture of Panorama. Solid arrows represent
invocations/interactions, while dashed arrows represent the flow of data/results. PanoramaNet is
built once offline and then deployed for online video monitoring.

6.3 System Architecture and API

Overview. Recall that we have three main desiderata: support for unbounded vocabulary,

automated domain-agnostic pipeline, and efficiency. To achieve all these, we design Panorama

in a top-down manner with three main components, as shown in Figure 6.5. (1) A centralized
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multi-task deep CNN we call PanoramaNet whose parameters are automatically specialized for a

given application, video feed, and a reference model; (2) An online phase to answer verification

and recognition queries efficiently by short-circuiting PanoramaNet, also called self-cascading,

possibly combined with nearest neighbor search; (3) A one-time offline process of automatic

training data creation, training, and configuration of short-circuiting.

Queries and API. Panorama supports verification and recognition queries (Section

2.1). It also supports variable numbers of objects per frame, since it also performs localization

implicitly. Table 6.1 lists the functions in our API, and Listing 1 gives an end-to-end usage

example. The main querying routines are verify and recognize. The album is a set of known

object images to recognize the video stream, e.g., known people or car models. Panorama

allows this set to grow without retraining–this supports an unbounded vocabulary, as was shown

by the application in Figure 6.2. The detect routine is a fall back for bounded vocabulary

recognition. The embedding routine extracts object embeddings from a frame; this was used

for the application in Figure 6.3. The other routines are used for the offline phase, which we

introduce next.

Table 6.1. Functions in Panorama API.

Methods Action

verify(frame a, frame b, target acc) Verification
recognize(frame, album, target acc, cache) Unbounded-voc recognition
detect(frame) Bounded-voc object detection
embedding(frame) Embedding extraction
data gen(video) Data creation on the video feed
fit(data) DSN training on the data
qualify(data, delta, task) Configure short-circuiting

Parameters

----------

ref_model: the reference model required for model specialization and cascaded query processing

min_cluster_size: <optional > the minimum cluster size , as required by HBSCAN algorithm , only needed if the ref_model is

embedding extractor

data_path: the directory to the dataset for model specialization

delta_i: <optional > the slack variable for the cascade intervals

task: the name of the task to qualify and

a_g: the target accuracy for query processing on verification tasks
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album_path: the directory to the known objects set for recognition

cache: use the query cache or not for recognition

Examples

--------

>>> model=Panorama(ref_model , min_cluster_size)

# invoke data creation , model training and short -circuiting config

>>> model.data_gen(video_feed)

>>> model.fit(data_path)

>>> model.qualify(data_path , delta , task =[" verification", "recognition "])

# run a verification query

>>> ver_result=model.verify(file :// frame_1324 , file :// frame_3325 , a_g =0.9)

# run a recognition query

>>> rec_result=model.recognize(file :// frame_1324 ,album ,a_g=0.9, cache=False)

Listing 6.1. Panorama API and example usage.

Offline Phase. The user provides a video/image feed, a relevant reference model, and

optional configuration parameters for Panorama. The reference model solves the bounded

vocabulary recognition task, e.g., identify a known set of faces. Panorama’s goal is to mimic

this model’s accuracy on the known object set while generalizing beyond that set with higher

efficiency. Using the reference model, Panorama automatically generates training data on the

video feed (Section 4.3) and trains PanoramaNet (Section 4.2). If the reference model yields

embeddings instead of labels, then a configuration parameter can ask Panorama to generate

labels instead. The training of PanoramaNet implicitly configures its short-circuiting using a

novel mechanism (Section 4.4).

Online Phase. The user specifies the verify and/or recognize query as explained

above for monitoring the video. The user interface is application-specific and orthogonal to this

work. The interface shown in Figure 6.2 is only an example. They also specify an accuracy goal

(relative to the reference model) to customize Panorama’s accuracy-efficiency tradeoff. Panorama

extracts embeddings from the given frames and compares them for verification or recognition as

appropriate. For recognition, a nearest neighbor search is performed during inference.
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Figure 6.6. Detailed workflow of Panorama’s internals for processing a recognition query. The
deeply cascaded PanoramaNet can be short-circuited and is combined with nearest neighbor
search for enabling unbounded vocabulary recognition in one pass. Also shown is a typical prior
art solution; it takes a two-pass approach, with separate modules for coarse-grained and
fine-grained recognition. The prior art solution also does not support unbounded vocabulary.

6.4 Components and Techniques

Most existing video querying models perform localization and recognition separately,

and they do not support unbounded vocabulary. Adapting them to recognize new entities could

require tedious manual retraining. In contrast, Panorama builds a single multi-task deep CNN

that is automatically customized to each application. It “short-circuits” itself at query time to

improve efficiency. Figure 6.6 illustrates Panorama’s working in more detail. Next, we dive

into each component: model architecture, training process, short-circuiting configuration, and

inference process.

6.4.1 Deeply Cascaded Multi-task Model

Goals. At the heart of Panorama is a centralized multi-task deep CNN we call Panora-

maNet. We have three goals for the design of this model. (1) Supporting both verification and

recognition, as well as localization to identify multiple objects in a frame. (2) Being Domain-

agnostic and not too tied to one application, e.g., faces or car models. (3) Being able to gracefully

tradeoff inference cost for accuracy.
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Figure 6.7. PanoramaNet deep cascade architecture with n = 3 blocks. An output has
dimensions (grid, grid, number of bounding boxes, bounding box parameters+embedding
dimension). All layers shown have a stride of 1 and are same-padded.

Basic Idea and Observations. To meet all three goals, we design PanoramaNet as a

multi-task deep CNN with a cascaded modular structure. It has multiple trainable “blocks” of

CNN layers, each with its own output block. The lowest layers of the CNNs act as a shared

feature extractor for all blocks. All output layers have the same semantics, but they offer different

accuracy-runtime tradeoffs. By short-circuiting at an earlier block, the inference cost goes

down. Each output block has multiple intermediate targets for supervision during training,

including bounding box regression, embedding extraction, and in-vocabulary recognition loss.

This multi-task setup is what allows Panorama to simultaneously recognize in-vocabulary objects

and generalize to out-of-vocabulary objects after deployment. During the training process,

short-circuiting is configured based on a user-given accuracy goal and the model’s accuracy on a

validation set.

PanoramaNet Neural Architecture. Our model performs localization and embedding

extraction jointly in one pass. Its base architecture is adapted from Yolov2-tiny [241] with two

major modifications for our problem. First, while Yolov2 is a one-pass model for localization

and recognition, it does not support unbounded vocabulary. Thus, we augment it by “wiring

in” an embedding extraction module. Second, inside each grid cell that segregates the feature
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maps of the CNN layers in Yolo, the bounding box regressors (for localization) and recognizers

work independently. So, even if the bounding box is poor, the recognizer may still yield correct

labels. However, in our setting, this property is antithetical for embedding extraction, since the

box-segmented image must align well with the object for embedding extractors to work properly.

To tackle this issue, we confine each recognizer to its corresponding bounding box regressor via

3D convolutional layers.

Figure 6.7 shows the high-level architecture of PanoramaNet. Due to space constrains,

Stem1 architecture is presented in D. Figure 6.8 expands Output Blocki; layer are annotated with

their size, name, and the number of filters, e.g., 3x3 Conv2D(1024) means a 3x3 2D convolutional

layer with 1024 filters. PanoramaNet stacks many such Stem and Output Blocks. We collectively

denote each Stemi along with its Output Blocki as Blocki. We use an embedding dimension of

128. We use Euclidean distance (L2 norm) to compare embeddings.

Output Blocks. As Figure 6.8 shows, Output Blocks have modules that are used only

during the offline phase. In particular, the embedding extractor is also trained during the offline

phase using in-vocabulary labels. During the online phase, the recognizer module is applicable
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Figure 6.9. CDFs of pairwise Euclidean distances between the embeddings yielded by Block2
of PanoramaNet.

only for in-vocabulary recognition, but the embedding extractor applies to both in- and out-of-

vocabulary recognition. Due to our multi-task setup, all outputs have both bounding boxes and

embeddings (or labels). Outputs are then thresholded based on the “objectness” of the bounding

boxes (explained more in Section 4.2) and then thresholded with non-maximal suppression.

Throughout the paper, we set the former to be 0.1 for verification and 0.03 for recognition, and

the latter to be 0.5.

Answering Verification Queries

We now explain how PanoramaNet answers verification queries. The model outputs

embeddings from each of the two input frames/images. We then simply threshold on the L2

distances of the embeddings as follows. Given two frames fi and f j and their corresponding

embedding sets {ei} and {e j}, the verification answer is yes if the following holds (otherwise, it

is no):

min
i, j
||ei− e j|| ≤ γ,

In the above, γ is a Panorama configuration threshold to distinguish embeddings of

different entities in the metric space. This approach works because as explained in Section 2.3,

well-trained embeddings offer us this geometric capability to roughly tell apart different entity

classes. But how to set γ? We set γ based on a held-out validation set during the offline training

process. This requires a balancing act between precision and recall. To achieve this balance,

consider the CDFs of the pairwise distances for same-class (e.g., same person) embeddings and
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different-class embeddings in Figure 6.9. On the Faces dataset (explained more in Section 5), a

threshold of γ = 0.8 reasonably separates same-class pairs from different-class pairs with high

precision. Similarly, on the Cars dataset, γ = 1.1 is suitable. We prefer such high-precision

thresholds, since overall recall can be enhanced through other means, e.g., have multiple different

images for known objects.

Answering Recognition Queries

As mentioned earlier, we map a recognition query to multiple verification queries. Given

a query image’s embeddings (e.g., from a video frame), we perform a nearest neighbor search

against the embeddings in the album. This is done as bulk matrix arithmetic on the GPU, which

turned out to be much faster than indexing. Thresholding can be used on top to ensure the

retrieved neighbors are similar enough. Since recognition involves multiple queries, it is more

prone to errors and harder to optimize. Thus, Panorama offers a configuration option of using the

recognizer component in PanoramaNet for output labels directly for in-vocabulary recognition;

note this is not possible for out-of-vocabulary recognition and only nearest neighbor search can

be used.

6.4.2 Training with Deep Supervision

Since PanoramaNet has multiple output layers, we need to consider all of their loss func-

tions during backpropagation. To this end, we use the “deep supervision” approach introduced

in [169]. It was originally devised to tackle the vanishing gradients issue for accuracy and for

better discriminative power of each layer. We repurpose it to enable our accuracy-throughput

tradeoff; to the best of our knowledge, this is the first time deep supervision is exploited this way.

The overall loss is as follows:

L = ∑λklk, (6.1)
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In the above, λk is the weight for output layer k and lk is that layer’s loss. Each lk

is backpropagated only through its parent layers. λk controls the trade-off between more

opportunities of early-exit vs better over-all performance. We set each λk inversely proportional to

the number of FLOPS to compute that layer’s output. In particular, we set (λ1,λ2,λ3) = (8,2,1).

We conduct experiments in Section 6.5 to study the effect of these weights. Note that our deeply

cascaded architecture is generic; lk can be any form of loss determined by the multi-task target

goals. In particular, lk in PanoramaNet is the same loss as in Yolov2; due to space constraints,

we present the whole loss function in D.

Given Blockk, B is the number of anchor boxes, S is the number of grids, (xi,yi,wi,hi)

are the location of the centroid, and the width and height of anchor boxes. Ci is the “objectness”

of the output, referred to earlier in Section 4.1. λcoord and λnoobj are weights to balance the parts

of the loss; we use the default weights from [242]. Finally, pi(c) is the classification “confidence”

for class c. We adapt the code from [29] to implement our loss function.

6.4.3 Automated Training Data Creation

PanoramaNet is domain-agnostic and meets our systems-oriented goals. But it still needs

to be trained on a specific application’s data. To this end, we create an automated training process

to customize PanoramaNet to a given data-set in the offline phase. We first run the user-given

reference model on a portion of the video (or subset of images) to create “weakly supervised”

training data [325]. The reference model must provide both bounding boxes and labels for the

corresponding bounded vocabulary task. We also support models that produce embeddings

instead of labels; in this case, Panorama clusters the embeddings and assigns a label per cluster.

We use HDBSCAN [60] for clustering; the user can set its hyper-parameters during configuration

or use defaults. We also denoise the clustered data by removing outliers. Overall, the reference

model “teaches” Panorama, which means the reference model caps its in-vocabulary accuracy. If

one desires higher accuracy, or if a reference model is not available for an application, the user
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has to give PanoramaNet a whole labeled dataset; we used this approach for the Cars dataset in

Section 5.

6.4.4 Configuration of Short-Circuiting

Goals and Basic Idea. A critical design decision in PanoramaNet is its multi-block

architecture, which enables a graceful accuracy-throughput tradeoff by short-circuiting. But

when to short-circuit? Recall that the user sets an accuracy goal. We need to satisfy this goal

reliably at query time. Our basic idea is to compute a “score” for a given query at each block and

compare it against a pre-computed “cascade interval” for that block. If the query’s score at a

block falls in its cascade interval, it means the model is not confident about this intermediate

output and so, subsequent blocks need to be invoked. Otherwise, we short-circuit at the current

output and return immediately. We first explain how we use cascade intervals and then explain

how we set them, including how our approach ensures correctness.

Using Cascade Intervals. We pre-compute a cascade interval [Li,Hi] for Blocki in the

offline phase. In the online phase, we are given a verification query with two frames/images f

and g. Let di denote the distance between the pair of embeddings output by Blocki for these

frames; this is our score for short-circuiting. We start processing both frames from the first block

until we hit a Blocki such that di ∈ [Li,Hi]. If no block satisfies this, we invoke the reference

model, which acts as the “pseudo ground truth” in our weakly supervised setup.

Let ag denote the user’s accuracy goal. Let the actual accuracy of Blocki be ai on a given

labeled set of examples Dv = {(( f ,g),y)}, wherein y is the ground truth (yes or no); denote |Dv|

by N. So, Blocki has correctly answered Nai queries. If ag > ai, it means Blocki has a deficit

of N(ag−ai) queries to meet the accuracy goal. Thus, for short circuiting to succeed at Blocki,

the percentage of queries that should have been answered correctly within the set of wrongly

answered queries is N(ag−ai)
N(1−ai)

=
ag−ai
1−ai

≡ qi (say).

Setting Cascade Intervals. In the offline phase, we plot the CDF of di for queries that

did not get correctly answered at Blocki using the labeled validation set Dv. We set [Li,Hi] to
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match the above percentage qi of these queries. A natural choice is to select an interval around

the median:

Li = P(0.5−
ag−ai

2(1−ai)
−δi,Se) (6.2)

Hi = P(0.5+
ag−ai

2(1−ai)
+δi,Se) (6.3)

In the above, P(x,S) denotes the x percentile of the set S. Se is the set of di for all

examples in Dv such that short-circuiting at Blocki gives the wrong prediction (i.e., the output

is the opposite of y). Under the assumption that the validation set and deployment data come

from the same or similar distribution, the above values guarantee that the accuracy goal will be

met, while short-circuiting as much as possible. To account for statistical differences between

the deployment data and validation set, we also include a small slack variable δi.

Correctness Analysis. We now explain why our above approach guarantees that the

accuracy goal ag will be met. Let the accuracy of Blocki be ai < ag. Queries that fall into the

interval [Li,Hi] at Blocki all get sent to the next block. Note that since we do not have ground

truth in the online phase, we do not know if Blocki answered any queries correctly; we can only

rely on ci for short-circuiting. But note that exactly qi fraction of all wrongly answered queries

(and unknown numbers of correctly answered queries) are sent by Blocki to a later block to be

eventually answered correctly, perhaps ultimately by the reference model itself. Thus, the overall

accuracy goes up from ai to at least ag by performing more inference computations (invoking

more blocks) for queries that did not get short-circuited.

6.4.5 Query Cache

Intuition. Video with high frame rates lead to lots of queries, e.g., 40Hz means 40

queries for 1s. However, videos also have high temporal redundancy: most successive frames are

similar. Thus, downsampling can raise efficiency without hurting accuracy much (e.g., 1 frame
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from 1s). But we can go further to exploit a key property of our target applications: objects

typically do not appear and disappear too fast. Some objects may even last minutes, e.g., faces

in news videos. This gives us to another systems insight: cache recent query results to reduce

computations for the same object. Such a query cache skips the costly nearest neighbor search

for successive recognition queries.

Mechanism. We create an approximate query cache with the embeddings since they

exist in a metric space with Euclidean distance as an indicator of similarity. Denote d(x,y) as

the distance between embeddings x and y. Let ea be the embedding from a recent frame. Let e′

be the embedding of its nearest neighbor result from known. For a new frame with embedding

eb, we have one observation based on the triangle inequality; Suppose d(ea,e′)≤ γ , where γ is

the threshold for same-class embeddings (Section 4.1.1). If d(eb,ea)≤ d(ea,e′), return the label

of e′ as the result and skip the search. This approach is an approximation because a different

embedding in the album may be nearer to eb than ea (although with low probability). Thus, our

cache creates a runtime-accuracy tradeoff.

Corresponding to the observation, we cache the most recent several frames and evict in

FIFO manner, the number of which is the cache size. Given a frame, we check the cache for hits

and return the labels. We then take the misses and do a normal k-nn search to get labels for them.

Finally we update the cache with all labels acquired in the above steps for this frame. Overall,

this query cache can reduce runtimes significantly when the known objects set is massive.

6.4.6 Online Phase Inference Process

Figure 6.10 depicts how queries are processed in the online phase. For verification, both

frames are passed to PanoramaNet for embedding extraction one block at a time. Pairwise

distances between the embeddings are checked for short-circuiting. If short-circuiting succeeds,

we threshold the distance against γ for the final answer (yes or no). For recognition queries,

Panorama extracts embeddings from given frames and compares against the embeddings (for the

corresponding block) in the known object set via a nearest neighbor search. This search might
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Figure 6.10. Examples of Panorama’s inference execution. a). The verification query is
short-circuited at block2. The left and right models including PanoramaNet and the reference
model share parameters, respectively. b). The recognition query is short-circuited at block3.
Embeddings from the known objects were pre-extracted and stored.

potentially be skipped by the query cache (Section 4.5). Once again, if short-circuiting succeeds

at some block, we stop and return the nearest result’s label. As mentioned in section 4.4, the

reference model is the fallback option in case none of the blocks of PanoramaNet can answer the

query with high confidence.

6.5 Experiments

We now evaluate Panorama with several real-world workloads and datasets for both

verification and recognition queries. In summary, our results show the following:

1. For in-vocabulary verification, Panorama offers between 2x and 8x higher throughput

(lower latency) than a strong baseline, while offering competitive accuracy. For in-voc.

recognition; the speedups are up to 20x.

2. Panorama generalizes well for out-of-vocabulary queries, offering much higher accuracy

than random guessing baselines, while still offering high throughput.

3. Panorama configuration parameters enable a graceful tradeoff between accuracy and

throughput.
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4. As the known objects set size scales up for recognition, Panorama’s query cache helps

raise throughput up to 6x.

We first describe the datasets and workloads used. We then present the end-to-end

performance results followed by a drill-down study of the contributions of Panorama’s techniques.

Finally, we present the scalability test.

6.5.1 Experimental Setup

Datasets. Table 6.2 lists our datasets. Faces[62] and Birds[163] are videos recorded

from online surveillance cameras at 30Hz frame rate. Faces is for recognizing people; Birds,

for recognizing bird species. All videos are decoded and unpacked into frames. We sample 1

frame per second. Our baseline models also operates on the downsampled frames instead of the

original video, which makes them already strong baselines for the throughput-accuracy tradeoff

we study. Cars is an image dataset for car model recognition [304].

Table 6.2. Datasets and reference models.

Dataset Source |Voc.| #Frames Ref. model

Faces CBSN[62] 60 5.4m MTCNN[313]+FaceNet[254]
Birds Bird Cam[163] 6 5.4m Yolo[241]+Inceptionv3[74]
Cars CompCars[304] 431 45k Yolo[241]+GoogLeNetCars[305]

Reference Models. Each reference model has two sub-models, as Table 6.2 shows.

The reference model for Faces produces embeddings; thus, we create pseudo-labels after un-

supervised clustering. Overall, the reference models operate on a bounded vocabulary. For Faces

and Birds, Panorama is weakly supervised by the respective reference model (Section 4.3), but

for Cars, we used the CompCars [304] dataset to show that Panorama can work on strongly

supervised image data as well, not just week-supervised videos.

Data Split Methodology. Figure 6.11 shows how we split the datasets. We first split all

examples into train, val and test. At the same time, we split the vocabulary into in-voc and
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out-voc. Then, test is further split into in-voc test, with test examples that have in-voc

labels, and out-voc test, the rest of test. Only the in-voc train of train is used in the

CNN training. val serves for the validation during training and short-circuiting configuration.

Then at deploying time, we poll 5 best frames per class, based on Panorama’s confidence score of

object detection, from train and val to form known for subsequent recognition queries. Then

known becomes the new vocabulary. For videos, we chunk the videos, instead of random order,

into 60:20:20 ratio for the train-val-test split. The vocabulary is also chunked into 80:20 for

in-out-voc split, sorted in descending order by the cardinality of each class. But for Cars, we

reuse the pre-existing 70:30 train-test split in its original labeled dataset; however, its vocabulary

is also split 80:20. The val split is 10% of train. Overall, PanoramaNet is trained only with

in-voc train, which allows us to simulate the unbounded vocabulary scenario. At deployment

time, we use known as the album for recognition queries.

Training PanoramaNet. We train PanoramaNet with Adam optimizer. Adam is con-

figured with an initial learning rate of 0.5× 10−4, β1 = 0.9, β2 = 0.999, and ε = 10−8. We

use a batch size of 64 for Faces and Birds and 8 for Cars. The training is terminated if for 10

consecutive epochs the validation loss does not improve. Training for face terminates after 48

epochs taking 2 day 15 hours. Training for bird terminates after 109 epochs taking 1 day 3

hours. Training for car terminates after 208 epochs taking 8 days 6 hours.

Accuracy Methodology. As explained in Section 6.4.3, we use the denoised outputs of

the reference model as labeled data for Panorama. Thus, all in-voc test accuracy is reported

relative to the reference model. This methodology is fair because our focus is not on improving

absolute accuracy but rather systems issues of functionality and efficiency.

Evaluation Metrics. We have three main metrics: throughput, verification accuracy,

and recognition accuracy. Throughput is the number of queries answered per second; it is based

on the wall-clock time taken for all queries put together. Since we have no batch processing

or task parallelism, the higher the throughput, the lower the query latency. We omit all frame
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Figure 6.11. Schematic diagram about dataset split.

preprocessing time (e.g., decoding or resizing) for all compared approaches because they were

minor.

Verification accuracy is defined based on standard practice [126] as the ratio of the number

of queries that were correctly answered to the total number of queries. Given a verification query

with a pair of frames/images ( f ,g), denote the sets of classes appearing in f and g by O f and

Og, respectively. The query with ( f ,g) returns yes if and only if |O f ∩Og| ≥ 1; otherwise, the

query returns no.

For recognition accuracy, we only evaluate it on frames on which the reference model

gave output labels. On a frame containing l classes {Y0,Y1, ...,Yi, ...,Yl}, we ask the model to give

at most m labels {z0,z1, ...,z j...,zm}. This gives us a standard metric called “top-m” accuracy;

we set m = 5 for our experiments. Recognition accuracy at the frame level is now defined as

follows.

kr = 1− 1
l ∑

j
min

i
1zi=Y j , (6.4)

The overall recognition accuracy is then defined as follows, wherein Q is the set of all

recognition queries:
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Figure 6.12. End-to-end in-voc verification results. (a) Verification accuracy. (b) Relative
throughput. Baseline represents the corresponding reference model, the absolute values for three
baselines are 7.3, 18.0 and 2.7, respectively; Panorama’s results are normalized with respect to
them. (c) Fractions of queries short-circuited at each block. “Sent to RM” means those queries
were handled by the reference model.

Kr =
1
|Q|∑

kr, (6.5)

Software and Hardware. Panorama is implemented entirely in Python. All CNNs and

the nearest neighbor search are implemented using TensorFlow 1.4 and Keras 2.1.4 and use GPU

acceleration with CUDA 7.0. We used OpenCV 2.0 with FFmpeg backend and PIL 1.1.7 for

image preprocessing. All experiments were run on a machine with an NVIDIA GeForce GTX

1080Ti GPU, 8 Intel Xeon E5-2630 v4 cores, and 32 GB RAM.
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6.5.2 End-to-end Accuracy and Throughput

We start with the end-to-end performance results, both accuracy, and throughput. Since

Panorama is a first-of-its-kind system, prior video querying systems are not quantitatively

comparable (more details in Section 6). Thus, we compare Panorama against the reference

model, which works only for in-vocabulary queries. On in-voc test, we report Panorama’s

test results relative to the reference model. We then report Panorama’s absolute test results on

out-voc test to show how well it generalizes beyond its supervision vocabulary. We disable

the query cache in Panorama for all the experiments in this subsection to let us focus on its main

accuracy-throughput tradeoffs. Last we include a strongly supervised video clips dataset Youtube

on faces to measure Panorama’s capability of generalization. The dataset has a vocabulary size

of 1595 and over 620k frames in total. We use this dataset to see if Panorama can even generalize

beyond its supervision to distinct videos. We test PanoramaNet trained with Faces on this dataset.

We do not split Youtube as it is only used for tests. We poll known and simply treat the rest as

out-voc test.

Verification Queries

Query Set. We randomly sample pairs of frames from in-voc test (resp. out-voc

test) for the in-vocabulary (resp. out-of-vocabulary) verification tests. For all tests, we produce

104 pairs each with a 50:50 split for yes and no. Since out-voc test in Birds is relatively

small, we produce only 500 pairs on this but still with a 50:50 yes-no split. We compare two

settings for Panorama’s accuracy goal configuration parameter: ag = 0.9 and ag = 0.99. All

slack parameters (δi) are set to 0. Recall that a reference model answers in-voc verification

via recognition of the objects in both images and comparing their labels, but it does not support

out-voc verification.

In-Vocabulary Results. Figure 6.12 shows the accuracy and throughput results. We

see that Panorama achieves substantially higher throughput while yielding competitive accuracy

on Faces and Cars. For instance, on Faces, Panorama with ag = 0.99 has 96% accuracy but is
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Table 6.3. out-voc verification results. ∗P: Panorama. †RG: random guessing.

Faces Youtube Birds Cars

Thrpt. (frames/s) 130 120 96 101
P∗ accuracy 81.6% 79.6% 50.0% 69.7%
RG† accuracy 50.0% 50.0% 50.0% 50.0%

2x faster; with a 14% drop in accuracy, the other setting is 8x faster. Interestingly, on Cars, we

found that Panorama’s accuracy was slightly higher than the reference model (skipped in the

figure, which is capped at 1); recall that we had trained both approaches from scratch on the

original labeled dataset in this case. Panorama is also up to 8x faster on Cars. On Birds, ag = 0.9

is 5x faster while giving 92% of accuracy.

Figure 6.12(c) explains the above results. Panorama’s short-circuit processing worked

well, with many queries stopping at earlier blocks. In fact, with ag = 0.99, on Faces, over half

of queries were short-circuited at block 1 and 2. But on Birds, more queries were sent to the

reference model, yielding a lower average speedup. Cars is in between these two extremes. These

results validate two of our key design decisions: make PanoramaNet a multi-block architecture

that can short-circuit itself and automatically customize it for a dataset to pick an appropriate

point in the accuracy-throughput tradeoff.

Out-of-Vocabulary Results. In reality the reference models do not work on out-voc

queries. So, we compare Panorama against a random guessing baseline, which is 50% for

this binary task. We use ag = 0.9 and no δi for all tests. Table 6.3 presents the absolute

results. Panorama successfully generalizes beyond its supervision vocabulary to support out-

of-vocabulary verification. On Faces, the lift is a substantial 33%. Birds turns out to be more

challenging, while Cars falls in between. Panorama’s throughput is also well above real-time in

all cases. It generalizes well to Youtube, which contains distinct videos (e.g. different resolutions,

illumination, angles and distances to camera) from Faces.
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Figure 6.13. End-to-end in-voc recognition results. (a) Recognition accuracy. (b) Relative
throughput. Baseline represents the corresponding reference model, the absolute values are
identical to Figure 6.12; Panorama’s results are normalized with respect to them. (c) Fractions of
queries short-circuited at each block. “Sent to RM” means being handled by the reference
model.

Recognition Queries

Query Set. We compare two settings for Panorama: Cas 1 and Cas 2; Cas 2 represents a

stricter accuracy goal than Cas 1, but we vary the configuration parameters across each dataset

because they exhibited different properties on the verification tests. For Faces, Cas 1 uses

(ag,δi) = (0.95,0); Cas 2 uses (ag,δi) = (0.99,0.1). For Birds, Cas 1 uses (ag,δi) = (0.9,0);

Cas 2 uses (ag,δi) = (0.99,0). Finally, for Cars, Cas 1 uses (ag,δ1,δ2,δ3) = (0.9,∞,0,0); Cas

2 uses (ag,δ1,δ2,δ3) = (0.99,∞,0,0). Note that setting δ j = ∞ means short-circuiting is not

allowed at Block j.

In-Vocabulary Results. Figure 6.13 shows the results. On Faces, Cas 1 is 17x faster,

while offering almost 80% relative accuracy, Cas 2 is 2x faster while yielding 92% accuracy. On
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Table 6.4. out-voc recognition results. ∗P: Panorama. †RG: random guessing. ‡: Top-1
accuracy.

Faces Youtube Birds Cars

Thrpt. (frames/s) 107 105 97 63
P∗ Accuracy 74.5% 46.4% 73.9%‡ 49.6%
RG† accuracy 38.5% 0.3% 50%‡ 5.7%
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Figure 6.14. Factor analysis. Accuracy is normalized against the reference model.

Cars, both settings match (or slightly surpass) the reference model’s accuracy, while being up to

20x faster. Compared to Faces, Birds offers a slightly more modest speedups but with higher

accuracy. Figure 6.13(c) explains these results in terms of the short-circuiting results. We see

similar behaviors as in the in-voc verification tests.

Out-of-Vocabulary Results. Once again, since the reference models are not applicable

here, we compare Panorama to a random guessing baseline. We use ag = 0.9 and no slacks for

all tests. Recognition is effectively multi-class, not binary. So, the accuracy of random guessing

depends on the sizes of the vocabularies in known; these sizes are 14, 2, 87, 1595 for Faces,

Birds, Cars, Youtube, respectively. We report top-1 accuracy for Birds (since the vocabulary size

is only 2) and top-5 accuracy for the rest. Table 6.4 presents the absolute results. Once again,

we see that Panorama successfully generalizes beyond its supervision vocabulary to support

out-of-vocabulary recognition queries too. On Cars, the lift is a substantial 44%. It generalizes

well to Youtube, offering 46% lift on accuracy with high throughput.
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Table 6.5. Impact of λk on block-wise verification acc.

λk Acc. Block1 Acc. Block2 Acc. Block3

1:1:1 79.9% 87.8% 89.1%
8:2:1 83.2% 84.3 87.2%
100:10:1 61.4% 58.4% 65.5%

6.5.3 Drill-down Analysis

Factor Analysis. We now drill into Panorama’s behavior to show the effects of its various

components on the throughput-accuracy tradeoff. We expand in-voc recognition tests on Faces

for this purpose. We use Cas 2 described above for the cascade related configs. Figure 6.14

presents the results of each component’s effect. We start by disabling short-circuiting and taking

only the output of last block of PanoramaNet. This provides over 60 FPS but limits the accuracy

to 72%. If we enable the rest blocks and cascaded processing, throughput boosts to over 80 FPS.

This demonstrates the effeteness of our cascade. Next if we concatenate the reference model into

the cascade, the accuracy further improves to 84% with the speedups drop to 30 FPS. The last

element needed are the slacks to yield 92% accuracy, with a 2x speed-up compared to baseline

still.

Impact of λk. We now investigate the impact brought by different settings of λk. We vary

these weights and train three different models and report the raw verification performance of

each block of the models on our Faces val split. Table 6.5 summarizes the results. Compared to

no weights (1:1:1), setting a higher weights on the first block (8:2:1) does improve the individual

performance of block1, however, the subsequent blocks loses some accuracy. These weights

provide a trade-off between early and later block discrimination power. On the other hand, too

large weights (100:10:1) interferes with the training process and fails to converge.

6.5.4 Query Cache and Scalability Test

We now stress test Panorama’s throughput by raising the size of the known objects for

recognition queries. Some real-world video monitoring applications could indeed have to deal
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Table 6.6. Impact of query cache on recognition acc.

Cache size Relative accuracy Cache hit rate

0(No cache ) 80% 0%
1 80% 43%
10 80% 80%
100 80% 89%

Table 6.7. Results of the scalability test. W/O means Panorama without cache, Cache X means
Panorama with cache size X. All values in the right four columns are throughputs reported in
frames/sec.

|known| Baseline W/O cache Cache 1 Cache 100

105 7.2 24.0 33.0 45.9
5×105 6.1 9.0 11.4 20.7
106 4.6 5.1 6.7 14.7

with millions of objects, e.g., identifying faces in mall security surveillance, and the database for

faces can be excessively large. We pick the same setting on the in-voc recognition test of Faces

and use cascade setting 1.

Impact of query cache on accuracy. We now enable the cache and investigate the

impact brought by the query cache with varying cache size. Table 6.6 summarizes the results.

As the size of the cache goes up, the cache hit rate rises, while the accuracy remains relatively

constant, meaning this cache does not influence accuracy much. Although the video is after

downsampling, the cache hit rate can still be as high as 89%. This demonstrates the temporal

redundancy characteristics of video.

Scalability test. To simulate the case where the known set is at scale, we enlarge the

existing known set with duplicates. For this experiment, we run Panorama in three modes:

without the query cache, with size-1 cache and size-100 cache. We compare the results to the

Faces reference model, which also yields embeddings and uses k-nn for recognition. Table 6.7

shows the results for throughput when known is at scale. In this scenario the k-nn search becomes

a bigger bottleneck compared to CNN inference. Without the cache, the throughput of Panorama
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will eventually join baseline as the known object set expands. However, Panorama with size-100

cache still offers 3x∼6x speedups depending on |known|. Cache-100 also outperforms Cache-1,

as the former has much higher cache hit rate and skips more searches. This validates the benefits

of the query cache for large-scale recognition queries.

6.5.5 Conclusion

The success of deep CNNs presents new opportunities for querying video data. However,

most off-the-shelf models and video querying systems assume the prediction vocabulary is

bounded, impeding many emerging video monitoring applications. In response, we present a new

data system architecture, Panorama, for unbounded vocabulary querying of video. Panorama

saves users the hassle of retraining models post deployment as the vocabulary grows. It is

based on a multi-task and unified architecture, and its deployment is end-to-end automated and

domain-agnostic. Relative to bespoke domain-specific models, Panorama’s unified system offers

competitive accuracy but with higher throughput.

Panorama generalizes beyond a given finite vocabulary to unseen objects of the same

type in a given domain. This is a form of subclassing, i.e., Panorama does not generalize to

new types of objects or new domains. We now offer some insights on when Panorama may or

may not be applicable. It applies to fine-grained visual tasks, and the granularity is determined

by the supervision provided. The viability of a task depends on the availability of large-scale

datasets and/or high-quality reference models and the degree of difficulty of the task itself. Faces

are most viable because of their relatively well-understood properties: mostly 2-D and simple

geometric layout. There are also many large datasets for faces. For cars, the datasets are decent;

so, the accuracy is good. As for other domains, as long as there exists large-enough fine-grained

datasets and/or good reference models, we believe Panorama is applicable.

Chapter 6 contains material from “Panorama: A Data System for Unbounded Vocabulary

Querying over Video” by Yuhao Zhang and Arun Kumar, which appears in Proceedings of
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VLDB Endowment Volume 13, Issue 4, Decemember 2019. The dissertation author was the

primary investigator and author of this paper.
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Chapter 7

Related Work

7.1 Related Work for CEREBRO

Systems for Model Selection. Google Vizier [104], Ray Tune [183], Dask Hyper-

band [260], SparkDL [75], and Spark-Hyperopt [129] are systems for model selection. Vizier,

Ray, and Dask-Hyperband are pure task-parallel systems that implement some AutoML pro-

cedures. SparkDL and Spark-Hyperopt use Spark for execution but distribute configs in a

task-parallel manner with full data replication PANORAMA offers higher overall resource effi-

ciency compared to pure task- or pure data-parallel approaches.

AutoML Procedures. AutoML procedures such as Hyperband [176] and PBT [130] are

orthogonal to our work and exist at a higher abstraction level. They fit a common template of per-

epoch scheduling in PANORAMA. While ASHA [175] does not fit this template, PANORAMA can

still emulate it well and offer similar accuracy. Bayesian optimization is a class of AutoML

procedures, some of which have a high degree of parallelism for searching configs (e.g., Hyper-

opt [41]); PANORAMA supports such procedures. Some others run a sequential search, leading

to a low degree of parallelism (e.g., [151, 40]); these may not be a fit for PANORAMA.

Distributed SGD Systems. There is much prior work on data-parallel distributed SGD,

including centralized fine-grained (e.g., [287, 328, 137, 127]) and decentralized fine-grained

(e.g., [291, 182, 287]). These are all complementary to our work because they train one model

at a time, while we focus on parallel model selection. As we showed, such approaches have
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higher communication complexity and thus, higher runtimes than MOP in our setting. Also,

since PANORAMA performs logically sequential SGD, it ensures theoretically best convergence

efficiency. CROSSBOW [153] proposes a new variant of model averaging for single-server

multi-GPU setting. But it is also complementary to our work, since it also trains one model at a

time. Overall, our work breaks the dichotomy between data- and task-parallel approaches, thus

offering better overall resource efficiency.

Hybrid Parallelism in ML Systems. MOP is inspired by the classical idea of process

migration in OS multiprocessing [32]. We bring that notion to the data-partitioned cluster setting.

This generic idea has been used before in limited contexts in ML systems [158, 46]. The closest

to our work is [65], which proposes a scheme for training many homogeneous CNNs on a

homogeneous GPU cluster. They propose a ring topology to migrate models, resembling a

restricted form of MOP. But their strong homogeneity assumptions can cause stalls in general

model selection workloads, e.g., due to heterogeneous neural architectures and/or machines. In

contrast, we approach this problem from first principles and formalize it as an instance of open

shop scheduling. This powerful abstraction lets PANORAMA support arbitrary deep nets and data

types, as well as heterogeneous neural architectures and machines. It also enables PANORAMA to

support replication, fault tolerance, elasticity, and arbitrary AutoML procedures, unlike prior

work. SystemML also supports a hybrid of task- and data-parallelism for better plan generation

for linear algebra-based classical ML on top of MapReduce [48]. PANORAMA is complementary

due to its focus on deep nets and SGD’s data access pattern, not linear algebra-based classical

ML. Finally, a recent benchmark study suggested that communication bottlenecks inherent in

pure data-parallelism imply hybrid parallelism is crucial for scalable ML systems [269]. Our

work validates that suggestion for deep learning workloads.

Multi-Query and Other System Optimizations. MOP is also inspired by multi-query

optimization (MQO) [256]. A recent line of work in the database literature studies MQO for

deep learning, including staging and sharing work in CNN transfer learning [208] and batched

incremental view maintenance for CNN inference [210, 225, 211]. PANORAMA furthers this
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research direction. All these MQO techniques are complementary and can be used together.

Several works optimize the internals of deep net or SGD systems, including communication-

computation pipelining [216], new compilation techniques [136], model batching [218], and

execution on compressed data [171]. They are complementary to PANORAMA, since they

optimize lower-level issues. MOP’s generality enables PANORAMA to be hybridized with such

ideas.

Scheduling. Gandiva [298], Tiresias [110], and SLAQ [312] are cluster scheduling

frameworks for deep learning. They focus on lower-level primitives such as resource allocation

and intra-server locality for reducing mean job completion times. PANORAMA is complementary

as it exists at a higher abstraction level and focuses on model selection throughput. How compute

hardware is allocated is outside our scope. There is a long line of work on job scheduling in

the operations research and systems literatures [121, 55, 100]. Our goal is not to create new

scheduling algorithms but to apply known techniques to a new ML systems setting.

7.2 Related Work for CEREBRO on Data Systems

ML in Data Systems. There is a long line of work on ML in data systems. The general

approach is to implement ML algorithms via UDFs or other APIs exposed by the data system.

Apache MADlib [120, 91] is one of the most mature such tools. The UDAF approach we

studied for integrating MOP is already a part of MADlib. Vertica-ML [87], Oracle Machine

Learning [16], Microsoft SQL Server ML Services [14], and Google BigQuery [9] are other

prominent examples of in-RDBMS ML tools. [235] brings ML to column stores. MLlib [200]

and MLlib∗ [321] use Spark’s APIs to implement various ML algorithms. Mahout [30] is a

distributed ML system on top of dataflow systems. Increasingly, more data system builders

want to integrate with DL via wrappers that invoke popular DL tools: Horovod on Spark [11],

TensorFrames [18], and PS2 [320] are examples. More generally, the DBMS and cloud industry

believe DBMSs will continue to play a key role in enterprise ML [23].
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Some works also expand DBMS support for ML. Raven [144] deeply integrates ML run-

times into a DBMS. UDA-GIST [174] expands support for algorithms that are both data-parallel

and state-parallel. [194] adds linear algebra support to RDBMS. [308] proposes a “tensor-

relational” algebra towards declarative ML. TensorDB [147] is a system for in-DBMS tensor

decomposition. [146] focuses on in-DBMS sparse tensors for ML. DB4ML [133] expedites

iterative ML algorithms via asynchrony. [99] discusses declarative model weights distribu-

tion/aggregation for data-parallel ML. [132] adds better support for recursion to RDBMS for

distributed ML. MLearn [255] is a declarative language for in-DBMS ML. AIDA [83] provides

an abstraction for in-DBMS data analytics; it uses DBMS for relational operations and embeds

Python for linear algebra.

All of the above works are complementary to ours. To the best of our knowledge, our

paper is the first to study system design alternatives and tradeoffs for enabling DL workloads

on DBMSs. Specifically, we focus on bringing a recently published hybrid parallel execution

approach for DL model selection, MOP, to the traditionally bulk-synchronous parallel world of

DBMSs.

Custom ML Systems. There is also a long line of work on custom systems for ML

training/model selection. FlexPS [127] and Lapse [245] are both optimizations to Parameter

Server [177]. Horovod [257] brings in decentralized communication to boost runtime efficiency.

Vizier [104] and Rafiki [288] are systems for task-parallel model selection; Ray [206, 184]

was initially designed for reinforcement learning but recently also supports task-parallel model

selection. Singa [287, 223] and SystemML [45, 48, 47] are end-to-end platforms for ML that

supports various distributed training. Visus [250] and Ease.ml [244, 243] are examples of

AutoML systems that manage the whole ML lifecycle, including both data management and

model selection. Crossbow [153] and Ako [291] are systems for better resource scheduling

and utilization for ML. [79] handles collaborative working environments for ML development.

Litz [234] focuses on the elasticity of distributed ML.
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All these works are also complementary to ours because they study standalone ML/DL

execution, not integration with data systems. While some of them may be faster than in-DBMS

ML tools, as we explained in depth in this paper, ML practitioners, especially in enterprises,

grapple with a more complex Pareto frontier beyond just runtimes. Our paper lays out these

tradeoffs in bringing DL workloads closer to DB-resident data. That said, the CTQ approach we

studied was in part inspired by the pervasive use of task parallelism in such custom ML systems,

including in Cerebro as we explained earlier. More generally, we believe these historically

distinct work lines–custom ML systems and ML on data systems–can learn a lot from each other.

Data Access and Pipeline Optimizations for ML. There is much prior work on optimiz-

ing ML+data processing pipelines. Lara [162], Alpine-Meadow [259], and KeystoneML [262]

all allow the user to define pipelines with their APIs and perform pipeline-level optimizations.

Helix [300] injects intelligent caching and reuse between training iterations to reduce redundant

work. [84] proposes linear algebra that could work upon compressed data, thus saving decom-

pression time. [171] introduces a tuple-oriented compression scheme for matrix and mini-batch

SGD computations directly on compressed data.

The above works are largely orthogonal to our paper, since our goal is not to devise novel

optimization schemes or systems but rather to analytically and empirically study the tradeoffs of

alternative approaches to bring DL workloads to DB-resident data. That said, the DA approach

we studied was in part inspired by such prior work on ML operating more directly on the raw

stored data. It is interesting future work to integrate more such optimizations into systems that

bring DL closer to DB-resident data.

Data Management for ML. More generally, data management for ML is a hot and

pressing research topic [42, 253, 159, 233]. Such works aim to optimize or automate data

management tasks in ML workflows to reduce user burden. Data Programming [240] and

Snorkel [238] focus on ML training data creation through weak supervision and generative

models. DeepDive [310] is a system for knowledge base construction. ModelDB [275, 274],

TFX [37], Mlog [180], and MLFlow [204] all add data management and model management

151



support for ML. ARDA [71] uses DBMS for data augmentation and feature selection tasks.

Activeclean [155], boostclean [154] and [190] focus on data cleaning and debugging for ML.

Vamsa [215] supports data lineage tracking for Python ML scripts. [115] proposes the concept

of model materialization and reuse to speed up ML training.

All these works are also largely orthogonal to ours, since our focus is specifically on

tradeoffs of in-DBMS execution of DL model selection, not auxiliary data/model management

capabilities. Lessons from our work can be easily integrated with these other tools to enhance

end-to-end support for ML applications for DB users.

7.3 Related Work for LOTAN

GNN Systems. Many systems have been proposed to tackle the efficiency and scalability

challenges of GNN training. Our work differs from them in our fundamental architecture

design of separation of graph and neural network and our technical innovations. We have

also conceptually compared them in Section 5.2.3 and tested against some of the most related

and state-of-art systems in Section 5.7. Most of their techniques are complementary to our

work. DGL [285, 323], and PyG [93] are prominent examples of all-purpose GNN frameworks

designed for generality and usability. AliGraph [326], GraphScope [301], and PSGraph [138]

are GNN systems designed for industry-scale usage with an emphasis on sampling-based GNN

training, which differs from Lotan’s focus on full-batch training. NeuGraph [195] is one of the

first systems to incorporate GNNs into an extended Gather-Apply-Scatter framework. It provides

a scheduling scheme for shipping models/data in and out of multiple GPUs; its techniques are

largely complementary to our work.

Other GNN systems proposed techniques ranging from memory management, communi-

cation reduction, approximated processing, and disk spilling. PaGraph [186] utilizes spare GPU

memory for data caching to boost speed when the workload is relatively small. P3 [98] separates

the graph metadata and graph properties and places them in a way to reduce communications.
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Sancus [230] proposes a communication reduction scheme via historical gradient caching and

update skipping. Similarly, PipeGCN [281] uses pipeline parallelism with stale updates to

speed up GNN training. They largely focus on the efficiency of GNN training via approximated

processing and assumes the model and data can comfortably fit in GPU memory. PaGraph, P3,

and Sancus are largely orthogonal to our work as Lotan is designed for large workloads, we

do not assume an abundance of GPU memory. Dorylus [270] employs serverless functions to

explore monetary cost-efficiency; our system is still for provisioned clusters, and we rely on

existing data systems instead of custom-built ones used in Dorylus. Roc [135] uses main memory

as swapping space to offload over-the-size data from GPU. MariusGNN [280] further proposes

disk-spilling to increase the effective memory size. These techniques complement Lotan, and

by employing a secondary-storage-aware graph data system, Lotan can naturally piggyback on

its disk spilling capability. ALG [315] is designed for active learning setup which is largely

orthogonal to our work. G3 [187] proposes to substitute DL frameworks with GPU-based graph

operations; it can potentially be a candidate for the DL Engine in Lotan and is complementary to

our work.

Graph Analytics Systems. Prior to the GNN era, large-scale systems were built for

non-GNN graph analytical workloads and data management. Ranging from graph DBMS [80,

219, 92, 164], to classical graph analytics systems [198, 106, 105, 103, 152, 31, 267], and Graph

Embedding learning (not to be confused with GNN) systems [170, 205, 296]. They are generally

orthogonal to our work, as they target very different sets of workloads, and they seldom work

with GNNs. Most techniques are workload-specific and not directly applicable to GNN training,

but some may be complementary.

Faster and More Scalable GNNs. Ever since the first wave of GNN models arrived,

algorithmic research has been active in tackling some of the scalability issues of GNNs by

approximated processing and simplified architectures. This line of research is orthogonal to

our work, as our goal is not to propose any new GNN model architecture but instead focus

on the fundamental system challenges that will not be fixed by GNN model research alone.
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GraphSage [113] proposes mini-batch training and neighborhood sampling to reduce the data

dependencies. FastGCN [67] runs even more aggressively IID sampling on the graph by directly

controlling the number of nodes involved. SGC [294] challenges GNNs by proposing trivial

two-layer architectures that reportedly could offer a similar accuracy performance. EIGNN [188]

further extends SGC to an infinite depth model and uses eigendecomposition to boost efficiency.

Graph coarsening techniques [128] have also been explored to preprocess and down-sample the

input data.

7.4 Related Work for PANORAMA

Vision and Label-efficient ML. We already explained how Panorama relates to prior

works in vision, including task definitions (Section 2.1), CNN-based vision (Section 2.2), how

PanoramaNet is based on lessons of recent CNNs (Section 4.1), deep supervision (Section

4.2), and which CNNs act as reference models (Section 5). Thus, we now only discuss a key

aspect of Panorama’s goal that is related to several lines of work in ML. Deep CNNs typically

need large labeled datasets, but many applications may not have so much labeled data. To

meet this challenge, the ML community has long worked on label-efficient learning schemes,

including zero-shot [167, 166, 25, 96, 220], one-shot [165, 88, 89, 35, 95, 167], and open-

set [251, 252, 97, 38] learning. Zero-shot learning asks models to recognize new unseen classes

by transferring semantic knowledge learned from training classes, often via auxiliary metadata

for retraining. One-shot learning relaxes this assumption by asking for one or a few labeled

examples per new class. Open-set learning also aims to remove the closed-world vocabulary

assumption, but it does so by retraining models to recognize both old and new classes. Such

alternative learning schemes are sometimes collectively called life-long learning [69, 231, 271].

All these previous efforts in ML inspire our formulation of the unbounded vocabulary

problem, but our goal is not proposing new learning schemes, vision tasks, or more accurate
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CNNs. Our focus in Panorama has a crucial system functionality difference aimed at benefiting

users of video monitoring applications.

Cascaded Classification. Cascaded models have long been used in multimedia sys-

tems to improve accuracy and efficiency. Introduced in the Viola-Jones object detection frame-

work [277], recent works have extended this idea to deep CNNs [58, 114, 173, 265, 282, 59, 125].

These works inspired our design decision of making PanoramaNet cascaded, but our approach

extends this idea along two lines: we fuse it with multi-task learning for unified processing

instead of disparate bespoke models and we use deeply supervised training (originally designed

to improve accuracy [169]) to make this fusion possible. Our short-circuiting configuration also

supports a more tunable accuracy-throughput tradeoff.

Multimedia Databases. The multimedia database community has long studied content-

based image retrieval (CBIR), whose goal is to retrieve images or videos from a database that

have the same “content” as a query image [22, 141, 303, 316, 139, 232, 134, 261]. The notion of

content is application-specific. Early CBIR works used hand-crafted vision features (e.g., SIFT)

but recent ones showed that CNN features improve accuracy. Panorama’s focus is not on CBIR

but rather video monitoring applications. That said, our design decision of using embedding

extraction to tackle unbounded vocabularies is inspired by work on CBIR. To the best of our

knowledge, ours is the first work to exploit this connection between multimedia DB techniques

and video monitoring.

Video Querying Systems. Video monitoring systems have seen a resurgence of interest

in the DB and systems literature. NoScope [142] creates a model cascade with simple filters and

a specialized cheaper CNN to improve querying efficiency compared to a larger reference CNN.

Focus [123] splits video monitoring into ingesting and query stages to enable more accuracy-

efficiency tradeoffs, including indexing objects offline and using them to speed up queries.

BlazeIt [143] proposes an SQL-like language for selection and aggregation queries over frames

and uses approximation techniques to improve efficiency. All these systems support only binary

or finite multi-class vocabularies, which make them complementary to Panorama. Nevertheless,
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our work on Panorama was inspired by these systems, and we fundamentally expand video

monitoring functionality to unbounded vocabularies while ensuring system efficiency.

Among video analytics systems, CaTDet [199] reduces inference costs by computing

regions of interests based on historic detections. FilterForward [61] uses constrained edge nodes

better. VideoStorm [311] and Optasia [193] are large-scale video analytics systems that aim

to reduce latency. RAM33S[36], KDEDisStrOut[324], and other research[266] aim at real-

time video analytics from massive multimedia streams. All these systems are orthogonal to

Panorama, since they focus on better resource management and parallelism for analytics queries,

not enabling unbounded vocabularies for monitoring queries. We believe Panorama can be

integrated with such systems in the future.
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Chapter 8

Conclusion and Future Work

In this dissertation, we reimagine DL systems as DL data systems; we innovate upon

many database-inspired techniques, such as multi-query optimizations, query plan rewrites,

approximate processing, and multimedia databases, and apply them to improve DL systems

for three representative workloads: model selection, training, and inference on various data

modalities. Our work offers runtime efficiency gains and improvements in system scalability over

state-of-the-art solutions. We also make the first comprehensive attempts to bring DL to database-

resident data. We have demonstrated that bridging the gap between existing data systems and DL

workloads, without modifying any existing codebase and infrastructure or introducing overheads,

is possible. Our work is an important step towards the goal of practical, scalable, and high-

throughput DL data systems. It opens up design freedom, saves DL practitioners’ costs, and

provides viable guides and insights for data systems researchers.

8.1 Future Work Related to CEREBRO and CEREBRO on
Data Systems

Model Parallelism. CEREBRO is a hybridization of task parallelism and data parallelism.

In addition, model parallelism exists to partition and execute a large model across multiple GPUs

or computational nodes, primarily because the model does not fit in a single processing unit.

Today’s large models rely on this technique to train on dozens to hundreds of GPUs. However,
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these models are not free from the model selection problems, and the costs associated become

astronomical as these models are extremely demanding in computational power. It remains an

open question on how to build a scalable distributed system that can optimize the workloads

holistically with both model hopper parallelism and model parallelism.

Data Transfer Between ML and Data Systems. We realized that the current data

warehouse architecture lacks optimizations for distributed DL. One of the major problems is

the data format: data warehouses store data in proprietary pagefile formats. Accessing data

via the DBMS can bring severe bottlenecks for DL workloads, which require frequent and

rapid table scans. It is largely an open research question, but some proposals are promising,

such as Lakehouse [309]. In this work, we devised Direct Access with caching, and we hope

it can serve as a candidate solution to the above problems. However, DA is coupled with the

proprietary DBMS data formats. Standard pagefile formats such as Parquet would simplify

the implementation and increase the portability drastically. Similarly, in-memory formats like

Apache Arrow would vastly simplify the data transmission process between different runtimes

and may also bring performance boosts.

8.2 Future Work Related to LOTAN

Large Models and Model Parallelism. GNNs, are still DL models, albeit with a

distinctive data access pattern. With the tremendous success of Large Models (Foundation

Models) in computer vision, natural language processing, and chatbots, it is only natural to

imagine the same set of techniques can be applied to graph data as well. A huge gap exists

between the model size of popular GNNs and the SOTA CNNs or Transformers, and it hints

at vast opportunities for performance gains. Efforts already exist to hybridize Transformers

with GNNs [322]. However, the research frontier has been primarily limited by the costly and

inefficient execution of GNNs, and no truly Large GNN models exist. Therefore, to facilitate

Large GNNs research and open up new design freedom for the practitioners, the systems
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community needs to investigate the abstractions, optimizations, and efficient executions of Large

GNNs requiring a novel fusion of both graph processing and model parallelism, which adds an

extra complexity on top of the GNNs’ data parallelism.

High-throughput GNN Inference. So far, there has been very little work in accelerating

GNN inference, albeit inference takes up the majority of costs once the model is trained and

deployed. For an in-data-system GNN system such as LOTAN, the inference is equally, if not

more important than training. Both opportunities and challenges exist: inference tasks have

relaxed requirements on accuracy, enabling approximate processing techniques for acceleration.

At inference time, the model and many intermediate states also become static, and caching them

would lead to performance boosts unavailable for training. However, unlike training, which

typically uses a static graph, the graph may become dynamic at inference time. The system must

be able to cope with the added complexity of dynamic graphs and provide intelligent caching

and re-computing mechanisms to maximize the runtime performance.

8.3 Future Work Related to PANORAMA

More Types of Queries. Beyond the identity recognition and verification queries that

PANORAMA targets, various tasks such as motion recognition and cross-camera object tracking

exist. The same unbounded vocabulary problem remains, and the same set of proxy model

methods still applies. In future work, the definition of unbounded vocabulary problem needs to

be expanded to include these tasks, and new proxy model architectures need to be developed to

answer these queries.

Improving Reference Models and PanoramaNet. The landscape of computer vision

has been shifting constantly. Recent advances such as Vision Transformers (ViT) [82] have

emerged to supersede regular CNNs. These models have a clear advantage over CNNs in

terms of accuracy but are more demanding in terms of computational power, making them

premium candidates to serve as Reference Models. It remains an open question of how to
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bring Transformers into PanoramaNet and retain the cascaded nature and the associated deep

supervision of the latter. Further, it is left for future work to re-design PanoramaNet so that the

sequential nature of the cascade processing can be relaxed and increase the degree of parallelism.
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Appendix A

CEREBRO

A.1 CEREBRO API Usage Example

In this Section, we present a detailed example on how the PANORAMA API can be used

to perform the ImageNet model selection workload explained in Section 3.6.1.

Before invoking the model selection workload users have to first register workers and

data. This can be done as per the API methods shown in Listing 1 and Listing 2.

Listing A.1. Registering Workers
#### API method to register workers ###

# worker_id : Id of the worker

# ip : worker IP

#

# Example usage:

# register_worker (0, 10.0.0.1)

# register_worker (1, 10.0.0.2)

# ....

# register_worker (7, 10.0.0.8)

# ######################################

register_worker(worker_id , ip)

Listing A.2. Registering Data
## API method to register a dataset ###

# name : Name of the dataset

# num_partitions : # of partitions

#

# Example usage:

# register_dataset (ImageNet , 8)

# ######################################

register_dataset(ImageNet , 8)
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## API method to register partition ###

## availability ###

# dataset_name : Name of the dataset

# data_type : train or eval

# partition_id : Id of the partition

# worker : Id of the worker

# file_path : file_path on the

# worker

#

# register_partition (ImageNet , train ,

# 0,

# 0, /data/imagenet/train_0)

# ######################################

register_partition(dataset_name ,

data_type ,

partition_id , worker ,

file_path)

Next, users need to define the initial set of training configurations as shown in Listing 3.

Listing A.3. Initial Training Configurations
S = []

for batch_size in [64, 128]:

for lr in [1e-4, 1e-5]:

for reg in [1e-4, 1e-5]:

for model in [ResNet , VGG]:

config = {

batch_size: batch_size ,

learn_rate: lr ,

reg: reg ,

model: model

}

S.append(config)

Users also need to define three functions: input f n, model f n, and train f n. input f n

as shown in Listing 4, takes in the file path of a partition, performs pre-processing, and returns

in-memory data objects. Inside the input f n users are free to use their preferred libraries and

tools provided they are already installed on the worker machines. These in-memory data objects

are then cached in the worker’s memory for later usage.

Listing A.4. input f n
#### User defined input function ######

# file_path : File path of a local

# data partition

#

# Example usage:

# processed_data = input_fn( file_path )
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# ######################################

def input_fn(file_path):

data = read_file(file_path)

processed_data = preprocess(data)

return processed_data

After the data is read into the worker’s memory, PANORAMA then launches the model

selection workload. This is done by launching training units on worker machines. For this

PANORAMA first invokes the user defined model f n. As shown in Listing 5, it takes in the

training configuration as input and initializes the model architecture and training optimizer based

on the configuration parameters. Users are free to use their preferred tool for defining the model

architecture and the optimizer. After invoking the model f n, PANORAMA injects a checkpoint

restore operation to restore the model and optimizer state from the previous checkpointed state.

Listing A.5. input f n
#### User defined model function ######

# config : Training config.

#

# Example usage:

# model , opt = model_fn(config)

# ######################################

def model_fn(config):

if config[model] == VGG:

model = VGG()

else:

model = ResNet ()

opt = Adam(lr=config[learn_rate ])

return model , opt

After restoring the state of the model and the optimizer, CEREBRO then invokes the user

provided train f n to perform one sub-epoch of training. As shown in Listing 5, it takes in the

data, model, optimizer, and training configuration as input and returns convergence metrics.

Training abstractions used by different deep learning tools are different and this function abstracts

it out from the CEREBRO system. After the train f n is complete the state of the model and the

optimizer is checkpointed again.

Listing A.6. input f n
#### User defined train function ######
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# data : Preprocessed data

# model : Deep learning model

# optimizer : Training optimizer

# config : Train config.

#

# Example usage:

# loss = train_fn(data , model ,

# optimizer , config)

# ######################################

def train_fn(data , model , optimizer , config):

X, Y = create_batches(data ,

config[batch_size ])

losses = []

for batch_x , batch_y in (X,Y):

loss = train(model , opt ,

[batch_x , batch_y ])

losses.append(loss)

return reduce_sum(losses)

For evaluating the models, we assume the evaluation dataset is also partitioned and

perform the same process. We mark the model parameters as non-trainable before passing it to

the train f n. After a single epoch of training and evaluation is done, CEREBRO aggregates the

convergence metrics from all training units from the same configuration to derive the epoch-level

convergence metrics. Convergence metrics are stored in a configuration state object which keeps

track of the training process of each training configuration. At the end of an epoch, configuration

state objects are passed to the automl mthd implementation for evaluation. It returns a set of

configurations that needs to be stopped and/or the set of new configurations to start. For example

in the case of performing Grid Search for 10 epochs, the automl mthd will simply check whether

an initial configuration has been trained for 10 epochs, and if so it will mark it for stopping.

A.2 CNN Compute Costs

Table A.1 lists the computational costs of the CNNs used for the simulation experiment

which compares different scheduling methods. These costs were obtained from a publicly

available benchmark1.
1https://github.com/albanie/convnet-burden
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A.3 Straggler Issue in Celery

One potential issue that could impact task-parallel systems’ performance is load balancing.

Given the large variance of runtimes for deep-nets training, the scheduling generated by Celery

could lead to severe straggler issues that impairs the end-to-end runtime of the whole workload.

On the other hand, PANORAMA suffers far less from this problem because it operates on a finer

granularity; our tasks are chunked into sup-epochs and hence it is less likely for long-running

stragglers to appear.

We take the Criteo tests showed in Section 3.6.1 as example. Without any prior or domain

knowledge, it is impossible to know the runtime of each task before-hand and therefore Celery

could schedule a plan like Figure A.1. The execution suffers from the straggler config#0 and

needs 27.4 hrs to run.
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Figure A.1. An unbalanced work schedule generated by Celery for Criteo tests.
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However, if with a proper estimation/profiling of the runtimes/workloads, it is possible to

fix this straggler issue with a carefully curated schedule as showed in Figure A.2. This schedule

drastically reduces the runtime to 19.7 hrs.
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Figure A.2. Best possible work schedule with Celery for Criteo tests.

In Section 3.6.1, we decided to show the runtime with the best-possible scheduling for

Celery, as we do not wish to unfairly punish the adversarial systems, and load balancing/runtime

estimation of deep learning workloads are out of the scope of this paper. We believe these

decisions can ultimately help the reader focus on the benefits and advantages of our system.

A.4 Extension: Horovod Hybrid

A typical model selection workflow begins with a large number of model configs, and

narrows down the scope gradually over epochs, ending up with a handful of model configs to

train till convergence. It means that at the later stages, we may encounter scenarios where the
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number of model configs, |S|, can be smaller than the number of workers, p. In these scenarios

PANORAMA can lead to under-utilization of the cluster.

We mitigate this issue by doubly hybridizing MOP with data parallelism. To this end,

we implement a hybrid version of PANORAMA with Horovod we call Horovod hybrid. Just like

PANORAMA, Horovod is also equivalent to sequential SGD concerning convergence behavior.

Therefore the hybrid of them will remain reproducible.

CEREBRO

HOROVOD HOROVOD HOROVOD

Chief worker

Regular Worker

Namespace of 
Cerebro
Namespace of 
Horovod

Figure A.3. The architecture of Horovod Hybrid. Within different namespaces, we run
PANORAMA and Horovod, respectively. The chief workers, acting as PANORAMA workers, are
responsible for driving Horovod tasks and handling the communication between the two systems.
In the figure, we show a 9-node cluster with 3 model configs to train.

Figure A.3 summarizes the architecture of Horovod Hybrid, where instead of workers,

we have worker groups. Inside each worker group, we run a data-parallel Horovod task. Then

after each worker group finishes their assigned task, we hop the trained models just as the regular

PANORAMA. We assume there are more workers than model configs. We create an equal number

of groups for the number of configs. Workers are placed into these groups evenly.

We now explore the possibility of hybridizing MOP with Horovod to better utilizer

resources in |S| < p regime. For this we run an experiment using Criteo on the CPU cluster

with varying number of configs (|S|) and batch sizes. We compare three different methods: (1)

Horovod, (2) MOP, and (3) Horovod Hybrid. Figure A.4 shows the results.

Horovod’s runtime grows linearly with more configs, but PANORAMA is constant. For

instance at batch size 128 and |S| = 2, PANORAMA matches Horovod’s performance. This is
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Figure A.4. Performance tests of Horovod Hybrid with varying batch size and |S| on 8-node
cluster. Configs: same model as in Section 4 Table 3.5, learning rates drawn from
{10−3,10−4,5×10−5,10−5}, weight decays drawn from {10−4,10−5}. We test on 2 different
batch sizes, respectively.

because PANORAMA’s communication costs are negligible. For the Horovod Hybrid the runtimes

are comparable to Horovod, except when |S| = p it reduces to PANORAMA. This is because

Horovod Hybrid is bottlenecked by Horovod’s network overheads; mitigating this issue will

require careful data re-partitioning, which we leave to future work. It is interesting that even

with underutilization PANORAMA can still outperform Horovod in most scenarios. Depending

on |S| and batch size, there is a cross-over point when the three methods meet. Typically when

|S| ≪ p, Horovod and Horovod Hybrid are faster as PANORAMA is heavily underutilizing the

workers. We heuristically choose p/2 as the dividing point: still run PANORAMA if p/2 < |S|,

otherwise just run Horovod. Overall, the current Horovod Hybrid does not provide much benefit

over Horovod as it mainly optimizes Horovod for its latency part of the communication cost,

which turns out to be marginal.
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Table A.1. Computation costs of the CNNs used for the simulation experiment comparing
different scheduling methods.

Model FLOPs

AlexNet 727 MFLOPs
CaffeNet 724 MFLOPs
SqueezeNet1-0 837 MFLOPs
SqueezeNet1-1 360 MFLOPs
VGG-f 727 MFLOPs
VGG-m 2 GFLOPs
VGG-s 3 GFLOPs
VGG-m-2048 2 GFLOPs
VGG-m-1024 2 GFLOPs
VGG-m-128 2 GFLOPs
VGG-vd-16-atrous 16 GFLOPs
VGG-vd-16 16 GFLOPs
VGG-vd-19 20 GFLOPs
GoogleNet 2 GFLOPs
ResNet18 2 GFLOPs
ResNet34 4 GFLOPs
ResNet50 4 GFLOPs
ResNet101 8 GFLOPs
ResNet152 11 GFLOPs
ResNext-50-32x4d 4 GFLOPs
ResNext-101-32x4d 8 GFLOPs
ResNext-101-64x4d 16 GFLOPs
Inception-V3 6 GFLOPs
SE-ResNet-50 4 GFLOPs
SE-ResNet-101 8 GFLOPs
SE-ResNet-152 11 GFLOPs
SE-ResNeXt-50-32x4d 4 GFLOPs
SE-ResNeXt-101-32x4d 8 GFLOPs
SENet 21 GFLOPs
SE-BN-Inception 2 GFLOPs
DenseNet121 3 GFLOPs
DenseNet161 8 GFLOPs
DenseNet169 3 GFLOPs
DenseNet201 4 GFLOPs
MobileNet 579 MFLOPs
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Appendix B

CEREBRO on Data Systems

B.1 Scenarios that Could Affect Scheduler Performance

Various scenarios could affect MOP schedulers’ performance. One such case is hetero-

geneous workload, where the sync. and async. schedulers may yield schedules that deviate in

makespan. One such scenario is shown in Figure B.1.
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Workload: A BC

(A)  Synchronous round-robin scheduler

(B)  Asynchronous random scheduler
Sync. barriers

Time

D

Figure B.1. Gantt chart for possible schedules generated by (A) Synchronous round-robin
scheduler and (B) Asynchronous random scheduler. The two workers are homogenous, but the
workload, containing four models, is heterogenous.

The other notable example is when the number of model configs approximates the

available degree of parallelism as shown in Figure B.2; in this scenario, the async. random

scheduler could suffer from straggler issues while the sync. scheduler is free of such problems.
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Figure B.2. Gantt chart for possible schedules generated by (A) Synchronous round-robin
scheduler and (B) Asynchronous random scheduler.

B.2 Proofs to Propositions

Proof to Proposition 1. For sync. MOP, there will be in total M sub-epoch batches, and

each batch’s runtime will be dominated by the longest running model within this batch, therefore

we have in expectation:

Tu =
M

∑
i

max(Li), (B.1)

where Li = rand(L,W ). rand(X,N) means randomly sampling N elements from set X. Assuming

that max(Li)∼ ls, meaning every sub-epoch of UDAF run is dominated by ls, we obtain:

Tu = pW lsM+(1− pW )lmM. (B.2)

On the other hand with async. MOP, assuming M is large enough (M≫W ) and the scheduler

was capable of load-balancing, we have:

Tc =
|L|
W

W =W
Ml̄
W

= Ml̄. (B.3)
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Immediately we have the speedup of async. MOP over sync. MOP:

Tu

Tc
=

pW lsM+(1− pW )lmM
Ml̄

= pW ls
l̄
+(1− pW )

lm
l̄
. (B.4)

This indicates the speedup (weak scaling) of async. MOP over sync. MOP is related to the

number of workers W and the skewness (represented by
ls
l̄

and
lm
l̄

). Interestingly, note that this

speedup is independent of the number of model configs.

Proof to Proposition 2. Asymptotically, when W goes up, we can see
Tu

Tc
→ lm

l̄
. Define

η =:
lm
l̄

. η > 1 as long as the underlying distribution of L is right-tailed. This means async.

MOP will always be faster than sync. MOP under such circumstance, given sufficient number of

workers.

Furthermore, since l̄ =
plsM+(1− p)lmM

M
= pls +(1− p)lm, if we expand η , there is:

η =
lm
l̄
=

lm
pls +(1− p)lm

. (B.5)

When p→ 1 we obtain

η → lm
ls
, (B.6)

which is unbounded and can potentially go to a very high number under extreme circumstances.

This indicates when there are only a few outlier models that are time-consuming, the speed-up

of async. MOP over sync. MOP is determined by the relative runtime difference of the outlier

models and common models.

B.3 Effect of Model Size on UDAF and CTQ

The size of models is typically orders of magnitude smaller than the size of the training

dataset. Thus, although model hopping time is proportional to model size, it is usually negligible
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in large-scale DL. However, this assumption may not hold for the UDAF approach because of

the JOIN as explained in Section 4.5.1 Model hopping. We run the following test to investigate

model transmission cost with varying model sizes empirically.

We choose 3 hyperparameter tuning workloads on ImageNet. Each workload features 8

model configs with one single model architecture and a fixed batch size of 32. Model architectures

are: MobileNet (52 MB), ResNet50 (294 MB), and ResNet152 (693 MB). Model size is reported

as the on-disk serialized size. We run each workload for 3 epochs and take the average to get per

epoch and per worker machine time breakdown.
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Figure B.3. Per-epoch runtime for model size test. (A): Train+Valid time. (B): Model
Transmission time.

Figure B.3 presents the results. We profile and focus on two components: Train+Valid

and Model Transmission. Figure B.3(A) shows no difference in terms of Train+Valid, which is

to be expected. Figure B.3(B) shows that the CTQ approach imposes little to no bottleneck and

is far less sensitive to the model size. However, the UDAF approach suffers more overheads on

larger models. This confirms that the JOIN and storing models inside the DB can indeed cause

some overheads, although this overhead is not too major (less than 10% in this case).
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Figure B.4. Runtimes of heterogeneous workloads. (A-E) represent different workload configs.
Both theoretical bounds and simulated runtime gaps are shown. The upper bounds of speedup η

are calculated for each workload. NB: Note the different ranges of the Y axes across plots.

B.4 Simulated Extreme Scenarios of Async. MOP vs Sync.
MOP on Heterogeneous Workloads

To supplement the experiments shown in Section 4.6.2, we now add more simulated tests

to show both theoretical and simulated performance gain of Async. MOP over Sync. MOP on

heterogeneous workloads. We assume lm/ls = 20. We evaluate the speedups of CTQ over UDAF

for different numbers of workers W (up to 32). Figure B.4 presents the results. Comparing

Figure B.4(A) with (B), we see that when M is not large enough, the theoretical upper bound is

too loose as it assumes a sufficient number of models for the MOP scheduler to load-balance.

Comparing Figure B.4(B) with (C), we see when p goes up, which means higher heterogeneity

and higher right-skewness, CTQ offers drastically higher speedups over UDAF. Furthermore,
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Table B.1. Resource utilizations from Hyperopt experiments shown in Section 4.6.2.

Approach GPU util. GPU RAM util. CPU util. DRAM util. Total Network Per Worker Disk R/W

UDAF 32.5% 16.2% 2.4% 7.2% 600 GB 12 GB / 173 GB
CTQ 33.2% 16.5% 2.5% 1.5% 600 GB 12 GB / 92 GB

DA-Cerebro 45.3% 24.1% 2.0% 20.2% 500 GB 0.7 GB / 6.7 GB
Cerebro-Spark 43.6% 24.2% 13.4% 15.8% 1000 GB 0.3 GB / 2 GB

Hyperopt-Spark 44.6% 24.0% 4.2% 3.6% 20 GB 3000 GB / 4 GB

as Figure B.4(E) shows, CTQ’s performance gain can continue to increase with even higher

skewness η .

B.5 Hyperopt Experiment Resource Utilizations

Table B.1 summarizes the detailed resource utilization figures for experiments shown in

Section 4.6.2. Hyperopt-Spark is task parallel. Therefore it has little network usage compared

to other approaches. It requires full data replication; data is not partitioned, and each worker

keeps an entire copy of the whole dataset. Because the full dataset does not fit in the DRAM of

a single node, it does not cache the data and resorts to frequent disk reads, resulting in orders

of magnitude higher disk reads. Despite the MOP-based methods have higher network usage

and Hyperopt-Spark has higher disk reads, these are still minor overheads, and none of the

approaches is bounded by network nor disk R/W.

B.6 End-to-end Tests with PyTorch Lightning

As the DL training scheme continues shifting after the publishment of this paper, we

further include this experiment against PyTorch Lightning DDP, an emerging and popular choice

for data parallel model training. We use PyTorch 2.0.1 and PyTorch Lightning version 2.0.6

(both are the latest stable release when this section is written) on CUDA 11.7. We take the

same ImageNet end-to-end test from Section 4.6.1 and run it on the same set of hardware so

that the results can be directly comparable. Figure B.5 shows the convergence behavior, and

Table B.2 lists the runtime and resource utilization measurements. Overall, there is no noticeable
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Figure B.5. Convergence behavior on ImageNet.

difference between PyTorch Lightning (which uses DDP under the hood) and plain PyTorch DDP

shown in Section 4.6.1, even after the software and CUDA version updates. All the numbers,

including the convergence behavior, are almost identical. The fundamental challenge of data

parallel training, network communication, has not been mitigated by the recent iteration of these

frameworks. We still see network traffic of over 2000 TB. During this test, we did not cache the

training data in memory due to technical difficulties with Lightning, which resulted in a higher

disk Read than PyTorch DDP. Lightning also employs automatic checkpointing, which is likely

the cause of the higher disk Write. This test also shows higher GPU RAM usage than before,

which might be due to changed behavior for data pre-fetching/GC policy in the newer versions

of PyTorch/Lightning. That being said, these are all minute details as the disk R/W and GPU

RAM are not the bottleneck and have little effect on the end-to-end results. Overall, this test

does not change any of our conclusions reported in Section 4.6.1.
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Table B.2. Runtimes and resource utilizations of end-to-end tests. Execution time and all
utilizations are measured, excluding ETL. Per-epoch time equals Execution time divided by the
number of epochs. Total network means the total amount of data transmitted during execution.
We report disk read/write as per worker average.

Approach
ETL
time

Exec.
time

Epoch
time

GPU
util.

GPU
RAM util.

CPU
util.

DRAM
util. Tol. network Per w. disk R/W

Lightning 4.4 hr 77.7 hr 7.7 hr 97.3% 41.8% 7.0% 18.0% 2016 TB 392 GB / 47 GB
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Appendix C

Lotan

C.1 Appendix

C.1.1 Cost Models

Replication Factor

The vertex replication factor is a common measure of the quality of graph partitioning

algorithms. It is defined as the average amount of logical presence each vertex has across

partitions. However, replication factor defined this way does not consider the asymmetry during

GNN forward- and backward-propagation highlighted in Section 5.5.1.

During forward-prop, the vertices merely have their embeddings, and replicating these

vertices is relatively less expensive. However, during back-prop, the vertices are associated with

maps of gradients that could be orders of magnitude larger than the embeddings. Replicating them

would induce high costs. Hence vertex replication has different importance during forward-prop

and back-prop. To account for this asymmetry, we define, as follows, a new metric composed of

a weighted sum of the forward and backward replication costs.

Define the set of vertex partitions Vp = {(vi, p)}, each vertex vi is accompanied by the

partition number p. If a vertex is replicated, multiple tuples will be in the set with the same

vertex but different partitions. Similarly we define the set of edge partitions as Ep = {(vi,v j, p)},

where vi is the source and v j the destination.
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Forward replication factor. During forward-prop, data flows from source vertices to

destination vertices. Replication, if needed, happens during the scatter phase when the source

and destination are not colocated. The same source vertex needs to be shipped over the network

to each physical location where it is needed. Hence higher replication factor directly contributes

to more networking needed. Define the forward replication cost R f to be:

R f :=
1
n ∑

i
|A f (vi)|, (C.1)

where A f (vi) ⊆ {p} is the subset of partitions that vi is mirrored to, and vi has at least one

outgoing edge that is co-located in that partition.

Backward replication cost. Similarly, the backward replication cost Rb can be defined

as:

Rb :=
1
n ∑

i
|Ab(vi)|, (C.2)

where Ab is defined the same way as A f , except that instead of summing all vi that have an

out-going edge, we now sum those that have an in-coming one.

Total replication cost. Together, we take a weighted sum of R f and Rb to obtain the

total replication cost R:

R :=
1

1+d
R f +

d
1+d

Rb, (C.3)

where d is the average degree of the graph. R f and Rb now acknowledge the asymmetry between

forward- and back-propagation. In practice, R f and Rb can be measured using their definitions

rather easily.
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Memory Consumption

The most intensive memory consumption of the Graph Engine comes from the gather-

scatter operations. We can model the relationship between memory consumption and the number

of partitions.

M =
frepP+N

max( P
ML ,1)

, (C.4)

where M is the number of machines, L is the number of processing units per machine (degree

of parallelism), P is the number of partitions for the data, and N is the total amount of data (in

terms of the number of vertices). For simplicity, assume frep follows a linear relationship with P.

Observations:

1. At the very low amount of partitions (P ≤ ML), increase P would increase memory

footprint.

2. When P > ML, the memory consumption would eventually begin to drop.

This means the memory consumption would rise and then fall as P increases.

Overheads

It is a non-trivial task to manage and operate on billions of objects in a distributed

environment. Overheads such as object headers and one extra ephemeral copy of data are

negligible in many systems. However, we cannot safely ignore them due to the “amplifying”

effect of large graphs – any inefficiency would get repeated millions, if not billions of times, due

to the number of vertices and edges in such a graph. Consequently, we realized our cost model

has to have a better understanding and estimation of the overheads for a more accurate total cost

estimation. We separate the overheads into two categories: constant and scaling. As the name

suggests, the constant overheads are fixed costs associated with each specific type of operation;
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these could include process setup/destruction time. They usually do not scale with the amount of

data and, therefore of little importance to our estimation.

On the other hand, the scaling overheads rise when the number of data increases. Note

that the trend may not always be linear, as when the data scale approaches certain thresholds

(disk/network throughput, RAM constrain), new overheads are induced due to network throttling,

disk spilling, and garbage collections. All in all, these overheads further complicate the picture

and are even harder to estimate. Our system relies on logs of past runs and specific heuristics to

determine their costs.

Induced Overheads. Given the total memory consumption I, network and disk band-

width usage J and K. And their respective resource limit Imax,Jmax,Kmax. The total induced

overhead Oinduced can be summarized as:

Oinduced := Omemory +Onetwork +Odisk, (C.5)

and

Omemory = 1I>Imax ·omemory(I), (C.6)

Onetwork = 1J>Jmax ·onetwork(J), (C.7)

Odisk = 1K>Kmax ·odisk(K), (C.8)

where omemory,onetwork,odisk are the respective functions for the overheads, and 1A is the indicator

function defined as:

1A(x) =


1 if x ∈ A

0 if x /∈ A
(C.9)

This means the induced overheads only exist when the required resource is above the resource

limit and also scales along with the amount of resource requirement. There is no good way to

estimate these functions and the resource limits beforehand, and we usually rely on runtime
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statistics. Even so, the estimation may still be tricky due to its non-linear nature. Hence a quick

workaround is to give preference to execution plans with resource requirements below thresholds,

which is implemented in Lotan.

Computational Cost Models

Scatter-Gather-Collect Cost.

WSGC(k, f orward) = l(k)N · (c0dout + c1R f + c2din) (C.10)

The first term is the scatter computation time, the second is the scatter data movement time

(involving network and disk I/O), and the third is the gather and collect computation time.

c0,c1,c2 represent the throughput of scatter, data movement and gather, respectively. Similarly,

for back-propagation:

WSGC(k,backward) = l(k)N · (c0din + c1Rb fe + c2dout). (C.11)

Note the asymmetry between forward and backward propagation, as highlighted previously

in Section 5.6. Furthermore, we define an explosion factor fe ∈ {din,dout ,1} to represent the

potential explosion of data for specific plans. The actual value of fe depends on the specification

of the GNN, the execution plan, and the current prorogation direction.

Pipe-and-Join Cost.

WPJ(k) = c3l(k)N( f out
e + f in

e )+ c4N + c5l(k)N, (C.12)

The first and second terms (collected together) represent the pipe-to and pipe-from cost between

the Graph Engine and Deep Learning Engine. Hence, to indicate the potential asymmetry, we

have two explosion factors f out
e and f in

e . The third term represents the join cost of adding data
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back to the Graph Engine, and we always use a hash-join. The last term is the serialization/dese-

rialization costs between different runtimes. c3,c4,c5 are the pipe throughput, join operator, and

serialization coefficients, respectively.

ApplyEdge-Aggregation-ApplyVertex Cost.

WAAA = l(k)N fe(w0(k)+w1(k))+w2(k)l(k)N, (C.13)

where w0,w1,w2 are the speed of the ApplyEdge, Aggregation, and ApplyVertex functions; they

all depend on the GNN model specification.

Total Cost. To put everything together, we have the total cost of an execution plan written

as:

W = ∑
k

∑
direction

(WSGC +WPJ +WAAA +O(N,d, l)), (C.14)

where O(N,d, l) is the non-negligible overheads associated with each stage. To compute the

total cost, we need to gather statistics or estimate all the coefficients, compute the costs for each

stage, and then sum them together.

C.1.2 Messenger

The architecture of the Messenger is shown in Figure C.1. We create one Dealer per

Graph Engine worker to handle the datacasting and batching, dubbed micro-batch processing.

Each data batch is hash-indexed to verify the data orders. The Dealers then connect to a Router,

which forwards data to and from the message queues, which the DL Engine workers consume.

C.1.3 Supplementray Experiment Results

Learning Curves

Figure C.3 shows the learning curves for the best model out of some of the hyperparameter

tuning workloads on the validation set.
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Figure C.1. Messenger architecture.

Effect of number of partitions

In our system, the number of partitions is a critical config parameter to tune. This

parameter interplays with various components and subtly impacts the overall performance. We

take the same ogbn-arxiv+GCN workload used in our end-to-end experiments and run it with

various partitions. Figure 5.10 (C) shows the experiment results. As predicted in Section 5.6, the

throughput first increases and then decreases. It increases likely due to increased parallelism at

the beginning but then drops because of the overheads caused by the higher number of partitions.

The network usage follows a similar trend, but the disk usage remains more stable. It is important

to note that there exists a sweet spot of the parameter setting for maximum throughput. However,

as discussed earlier, it is tough to model such non-linear behavior. So instead, we adopt the

heuristics described in Section 5.6.
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Figure C.2. Effect of the number of partitions.

185



0 10 20 30 40 50
Time (hr)

0.0

0.2

0.4

0.6

0.8

1.0

Ac
cu

ra
cy

(A) Learning Curve 
 (ogbn-products-GCN Valid)

Lotan
DistDGL
AliGraph (Fail)
Sancus

0 2 4 6 8 10
Time (hr)

0.0

0.2

0.4

0.6

0.8

1.0

Ac
cu

ra
cy

(B) Learning Curve 
 (ogbn-products-GIN Valid)

Lotan
DistDGL (Fail)
AliGraph (Fail)

0 5 10 15 20
Time (hr)

0.0

0.2

0.4

0.6

0.8

1.0

Ac
cu

ra
cy

(C) Learning Curve 
 (ogbn-arxiv-GCN Valid)

Lotan
DistDGL
AliGraph
Sancus

0.0 0.5 1.0 1.5
Time (hr)

0.0

0.2

0.4

0.6

0.8

1.0

Ac
cu

ra
cy

(D) Learning Curve 
 (ogbn-arxiv-GIN Valid)

Lotan
DistDGL
AliGraph (Fail)

Figure C.3. Learning curves for the chosen model on the validation set. (A)
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Appendix D

Panorama

D.1 Stem1

Figure D.1 shows Stem1.

D.2 YOLOv2 Loss

The Yolov2 loss is:

lk = λcoord

S2

∑
i=0

B

∑
j=0

1
obj
i j

[
(xi− x̂i)

2 +(yi− ŷi)
2
]

+λcoord

S2

∑
i=0

B

∑
j=0

1
obj
i j

[(√
wi−

√
ŵi

)2
+

(√
hi−

√
ĥi

)2
]

+
S2

∑
i=0

B

∑
j=0

1
obj
i j

(
Ci−Ĉi

)2

+λnoobj

S2

∑
i=0

B

∑
j=0

1
noobj
i j

(
Ci−Ĉi

)2

+
S2

∑
i=0

1
obj
i ∑

c∈classes
(pi(c)− p̂i(c))

2 . (D.1)
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BatchNorm+LeakyReLU Output: (416,416,16)

3x3 Conv2D(256) Output: (26,26,256)

BatchNorm+LeakyReLU Output: (52,52,128)

2x2 MaxPool Output: (26,26,128)

BatchNorm+LeakyReLU Output: (26,26,256)

2x2 MaxPool 

3x3 Conv2D(512) Output: (13,13,512)

BatchNorm+LeakyReLU Output: (13,13,512)

3x3 Conv2D(128) Output: (52,52,128)

2x2 MaxPool Output: (52,52,64)

2x2 MaxPool 

3x3 Conv2D(32) Output: (208,208,32)

BatchNorm+LeakyReLU Output: (208,208,32)

2x2 MaxPool Output: (104,104,32)

3x3 Conv2D(64) Output: (104,104,64)

BatchNorm+LeakyReLU Output: (104,104,64)

Input (416,416,3)

3x3 Conv2D(16) Output: (416,416,16)

Output: (208,208,16)

Output (13,13,512)

Output: (13,13,256)

Figure D.1. Detailed architecture of Stem1 block from Figure 6.7. Max pooling layers have a
stride of 2 and are valid-padded; other layers have a stride of 1 and are same-padded.

D.3 Responsible AI: First Step

Responsible AI has become one of the most critical topics in today’s AI research com-

munity. We believe fairness, accountability, transparency, and ethics are prerequisites for any

AI system that make predictions about people. It is the community’s responsibility in building

and testing systems with these prerequisites in mind. Recent proposals like Model Card [203]

provides a good template for researchers about how to approach responsible use of AI.

Although Panorama is a domain-agnostic and not a face/person recognition system, it

can be used for such uses. Therefore we believe it is necessary to test its behavior regarding

fairness and show what the limitations are. Following the practice of Gender Shades [57], we

decide to test Panorama’s performance on different gender-shades groups of people. We then try

to report as many details as we could. However, please note these tests are only the first step, and
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⋆LM DF DM LF

Ref. model 90.0% 88.2% 79.8% 78.4%
PanoramaNet 59.0% 48.4% 44.2% 43.8%

Random guessing 0.3% 0.3% 0.3% 0.3%

Table D.1. Reference model and Panorama’s performance on different gender-shades groups.
⋆D: darker, L: lighter, F: female, M: male.

our report may not comply with the high standard of Model Card, because most datasets we used

lack the needed information about gender-shades.

Definitions of Gender and Shades. We are aware that the definition of gender and

shades are extremely nuanced, and there cannot be a unified standard. We mostly follow prior

research [57] by defining shades to be binary darker and lighter based on the Fitzpatrick Skin

Type. Gender is the oversimplified perceived sex label of male and female.

Task. We take the out-vocabulary recognition task as an example and reuse the reference

model and PanoramaNet in Section 6.5.2.

Datasets. The reference model was trained on VGGFaces, WIDER FACE, CelebA

datasets; PanoramaNet was trained on the reference-model-labeled CBSN dataset. The gender-

shades information of these datasets is unknown. Based on the four gender-shades groups

of {lighter, darker}-{female, male}, we manually labeled 25 identities from Youtube-

Faces for each group. In total, we have 100 identities. We test both the reference model and

PanoramaNet on this sub-sampled dataset.

Metrics. We use the same metric as in Section 6.5.2.

Queries and results. We sample 20 queries for each identity, resulting in 2000 queries. We then

report the results on a per-group basis. Table D.1 summarizes the quantitive results.

Both models show performance differences in different groups and may be biased. We

observe that Panorama mostly copied the reference model; the accuracy ranks as LM > DF >

DM > LF for both models. However, we also notice that some gap is amplified; LM−DF
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differences rise from 1.8% to 9.6%. Meanwhile, some gap is damped; DF−DM decreases from

8.4% to 4.2%. This indicates that the reference model may not be the only source of bias; the

video stream could be one of the other major factors.

In conclusion, Panorama’s fairness behavior will be determined by the reference model

and the video stream’s fairness behavior. To enforce fairness, it would require at least: either

the user to make sure the inputs are not biased; Or the system has to have a built-in notion of

gender-shades, so that it can make sure the training dataset generated from user’s reference

model and video stream is balanced, by sampling based on these notions. However, it is still

unknown to us how to build and integrate such functionalities into the system. There are also

open questions regarding why there are relative performance differences in different groups from

an unbound vocabulary point of view; Why it is harder to generalize to certain groups. We leave

all of these topics for future discussions.
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Architecture for in-RDBMS Analytics. In SIGMOD Conference, pages 325–336. ACM,
2012.

[92] Xiyang Feng, Guodong Jin, Ziyi Chen, Chang Liu, and Semih Salihoğlu. Kùzu graph
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