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ABSTRACT OF THE DISSERTATION 

 

The Impact of Pre-mRNA Splice Site Selection on mRNA Stability and Splicing Fidelity in 

Methionine-Dependent Cancer Cells 

 

By 

Francisco Gutierrez Carranza 

Doctor of Philosophy in Biomedical Sciences 

University of California, Irvine, 2023 

Professor Klemens J. Hertel, Chair 

 Eukaryotic gene expression is an essential process for proper cell differentiation, 

development, and the cell’s response to environmental signals. Pre-mRNA splicing is an 

important part of the eukaryotic gene expression program. Splicing contributes to protein 

diversity, gene expression regulation, evolution, and genetic diseases. Understanding the 

intricacies of pre-mRNA splicing is important for understanding gene expression and for the 

rational design and development of new therapies for genetic diseases. 

 The regulation of pre-mRNA splicing is a highly combinatorial process that relies on 

many cis- and trans-acting elements. Some of these elements include splice site strength and the 

intron-exon architecture. It is proposed that spliceosome assembly can either occur across the 

intron (referred to as intron definition) and across the exon (referred to as exon definition). 

Selecting between these modes of spliceosome assembly is thought to be dictated by intron 

architecture. Other studies have demonstrated that the proximity between the 5' splice site and its 

intronic 3' splice site plays a critical role in splice site selection. In chapter 2 we conducted a 

genome-wide computational analyses to evaluate the proximity rules in the context of intron and 
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exon definition. Our computational studies were complemented using designer mini-genes in cell 

transfection assays to evaluate the impact of splice site proximity in alternative splicing.  

The ability to regulate gene expression allows the cell to adjust to its ever-changing needs 

and external cues. Aberrant regulation of gene expression is linked to diseases such as cancer. 

One major contributor to modulate gene expression is through the regulation of mRNA stability. 

A change in mRNA stability can lead to differing protein expression levels while alternative 

splicing primarily promotes protein diversity. The work described in Chapter 3 outlines what 

gene features impact mRNA stability and how alternative splicing can influence mRNA stability. 

Data was generated by conducting a 24-hour 4sU pulse-chase RNA-seq experiment. Our 

computational analyses allowed us to explore the relationship between mRNA stability and gene 

and/or exon length. In addition, we established a pipeline to derive exon and mRNA isoform 

half-lives to investigate the influence of alternative splicing on mRNA stability.  

Cancer cells have been known to have unique metabolic needs for proliferation. One such 

need is the cancer cell’s metabolic addiction to methionine, referred to as the “Hoffman effect.” 

While the Hoffman effect has been observed in a wide array of cancer cells, the mechanisms by 

which it arises, and controls tumorigenesis are not fully understood. In chapter 4, gene 

expression analyses of methionine-dependent and independent cell lines reveal that splicing 

dysregulation is linked to methionine dependence. In particular, proper methylation of a general 

spliceosomal component is implicated as link between changes in splicing fidelity and the 

accessibility of exogenous methionine in cancer cells.  
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CHAPTER 1 

Introduction 

One of the most fascinating aspects of the eukaryotic gene expression is the existence of 

pre-mRNA splicing and, subsequently, alternative splicing. Pre-mRNA splicing is a co-

transcriptional process that leads to the simultaneous excision of intron sequences and ligation of 

exon sequences to result in a mRNA transcript used for translation [1], [2].  Pre-mRNA splicing 

paves the way for mRNA and protein diversity, which is achieved through a process known as 

alternative splicing [3]. Alternative splicing allows human cells to transcribe ~215,000 mRNA 

isoforms from ~22,000 protein coding genes [4]. Alternative splicing is an important contributor 

to phenotypic complexity and organism complexity seen in higher multicellular eukaryotes [5], 

[6]. Additionally 15% of human hereditary diseases and cancers have been associated with 

aberrant splicing [7]. These facts alone make researching the mechanisms of RNA splicing an 

important study. In this chapter, I will focus on introducing the mechanism and determinants of 

spliceosome formation, the process of splice site selection, and the connection between splice 

site selection and spliceosome assembly. In addition, I will introduce the concept of methionine 

dependence in cancer cells and the impact of cancer on pre-mRNA splicing. Lastly in this 

chapter, I will introduce mRNA degradation and its relationship with RNA processing. 

Pre-mRNA splicing 

  Pre-mRNA splicing is carried out by the spliceosome, an RNA-protein complex 

composed of 5 small nuclear ribonucleoproteins (snRNPs), U1, U2, U4, U5, and U6. These 

snRNPs consist of a snRNA that acts as scaffold, seven Sm proteins, and other associated 

proteins.  
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Figure 1.1 Sequence Elements for Splice Site Recognition. 

A schematic of location and consensus sequence of the sequence elements required for 

spliceosomal assembly. The elements displayed are: 5’ splice site demarking the exon/intron 

junction, branchpoint sequence, polypyrimidine tract, and 3’ splice site located at the 3’ of the 

intron boundary. The thin black line refers to the intron boundary, the red and blue box refer to 

the exon boundary. The “/” refers to the exon/intron junction with the capitalized sequence 

referring to the exon sequence at both the 5’ and 3’ splice site. Y refers to a pyrimidine (C or U 

nucleotide), R refers to a purine (A or G nucleotide), and N refers to any nucleotide. 
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Before stepwise spliceosome assembly can begin, splice site recognition of the 5′ splice site 

(5′ss) and the 3′ splice site (3′ss) must occur. The 5′ss is composed of a loosely conserved nine-

nucleotide consensus sequence located at the 5′ intron/exon junction, YAG/guragua (Y refers to 

a pyrimidine, R refers to a purine, “/” refers demarcates the boundary between the exonic 

sequence and intronic sequence, lower case letter refers to the intron, and uppercase refers to the 

exon sequence) (Figure 1.1). The 3′ss is defined by three sequence elements, a YAG 

trinucleotide located at the 3′ intron/exon junction, an upstream polypyrimidine tract (PPT) (~20 

nts), and the branch point sequence (BPS), which is located approximately 50 nts upstream of the 

3′ intron/exon junction [8]–[10] (Figure 1.1). Spliceosome assembly is initiated by U1 snRNP 

binding to the 5′ss via U1 snRNA complementarity to the 5′ss sequence and SF1/BBP protein 

and subunit U2AF binding to the BPS and the polypyrimidine tract, thus forming the E-complex 

[11], [12] (Figure 1.2). U2 snRNP replaces SF1/BBP to interact with the BPS in an ATP 

dependent manner to form A complex. Pre-catalytic B complex is formed with the incorporation 

of U4/U6, U5 tri-snRNP. RNP rearrangements result in an activated B complex triggering the 

release of U1 and U4 snRNPs. The activated spliceosome then carries out the first catalytic step 

of splicing with the help of RNA-dependent ATPase/helicases Prp28 and Brr2 to form the 

catalytic step 1 spliceosome (C complex). During the formation of C complex the phosphodiester 

bond at the 5′ss is attacked by the 2′-hydroxyl of the BPS adenosine. This creates a free 3′-

hydroxyl at the upstream exon and an intron lariat at the 5’ end of the downstream exon. During 

the subsequent step II of the splicing reaction (C* complex), the free 3′-hydroxyl of the upstream 

exon attacks  
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Figure 1.2 Pre-mRNA splicing by the Major Spliceosome. 

This figure displays a step wise schematic of pre-mRNA splicing. The red and blue boxes 

indicated the exons, and the think black line refers to the intron. BP refers to the branchpoint 

sequence. 
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the phosphodiester bond at the 3′ss, resulting in exon transesterification and excision of the 

intron lariat (Figure 1.2) [9], [12]–[15].  

Alternative splicing 

Constitutive splicing generates one mature mRNA from pre-mRNAs. A deviation from that is 

alternative splicing, a mechanism that allows for the generation of different mRNA isoforms 

from a single gene. It has been shown that ~95% of human genes undergo alternative splicing 

based on cell cycle, development, tissue origin, or signaling events, each of which are known to 

associate with changes in gene expression [3], [16]. It has also been postulated that alternative 

splicing plays an important role in the evolution of organism complexity [17]. Given its 

prevalence, alternative splicing significantly contributes to proteomic diversity in humans [18], 

[19]. Five different categories of alternative splicing (AS) exist: exon skipping or cassette exons 

(ES), mutually exclusive exons (MXE), intron retention (IR), alternative 5′ splice site (A5SS), 

and alternative 3′ splice site (A3SS) (Figure 1.3). The most frequent AS category is ES with an 

~40% frequency in humans. MXE occurs at 10%, A3SS at 18%, A5SS at 7%, and IR at 5% [20]. 

AS may lead to mRNA degradation via the activation of nonsense-mediated decay or to the 

generation of unique protein isoforms [7], [21], [22]. AS may create abnormal or nonfunctional 

proteins, which in turn could contribute to genetic disease. To understand the impact alternative 

splicing has on gene expression, it is imperative to understand the underlying mechanism in this 

RNA processing step.  
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Figure 1.3 The Types of Alternative Splicing Events.                                                           

The lines depict the possible resulting mRNA due to alternative splicing. The alternative exon or 

retained intron is displayed in maroon. ES, the most common form of alternative splicing, results 

in the skipping of one or more exons in the final mRNA. Mutually exclusive exons refer to 

splicing of exon in a manner such that two or more splicing events are not independent. Intron 

retention refers to inclusion of one or more intron sequences in the final mRNA transcript. 

Alternative 5′ss refers to the use of an alternative 5′ss leading to different 3′ boundary on the 

exon of interest. The opposite is seen in alternative 3′ss events where an alternative 3′ss is used 

leading to different 5′ boundary on the exon of interest. 
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Splicing regulation  

There are many determinants that impact pre-mRNA splicing outcomes. Exon recognition is a 

critical first step in pre-mRNA splicing. The strength of 5′ss and 3′ss play a major role in 

defining the boundary between exons and introns [9], [11], [23]. Cis-regulatory elements, such as 

splicing enhancer and silencing sequences (Figure 1.4), Are known to recruit trans-acting 

splicing regulatory proteins to the pre-mRNA that promote or repress splicing. In addition to 

that, RNA secondary structure and the process of RNA polymerase II transcription has been 

shown to influence splice site selection [24].  

The 5′ss sequence demarcates the 3′ end of the exon and the 5′ end of the downstream intron 

[25], [26]. The strength of the 5′ss is based on the complementarity between the 5′ss sequence 

and U1 snRNA [11].  The 3′ss strength is largely characterized by U2AF binding to the PPT 

[27]–[29]. These splice site recognition events are crucial as they signal the beginning of 

spliceosome assembly and formation of A complex [15]. Splice site strength can be assessed 

numerically by applying a maximum entropy-based method (MaxEntScan, [30]). MaxEntScan 

allows for the use of a scoring system where a positive score associates with stronger splice site 

while a negative score associates with a poorer splice site. Using MaxEntScan, it has been shown 

that 3′ and 5′ splice sites have a near equal impact on exon recognition. As expected stronger 

splice site strength results in better exon recognition [31]. This and other splice site strength 

scoring systems have highlighted the importance of splice site strength to predict splicing 

outcomes [11], [17], [30]–[32].  

Splicing regulatory elements (SRE) are cis-acting regulatory sequence elements that are found 

near splice sites. They are binding sites for trans-acting splicing regulatory proteins that aid or 

hinder spliceosome assembly. There are four types of SREs that differ based on splicing impact 
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and location relative to the regulated exon: exonic splicing enhancers (ESEs), exonic splicing 

silencers (ESSs), intronic splicing enhancers (ISEs), and lastly intronic splicing silencers (ISSs) 

(Figure 1.4) [4], [9], [23]. Most ESEs carry out their function by recruiting SR proteins to aid in 

splicing [33], [34]. SR proteins are members of the essential serine/arginine rich protein family. 

They interact with RNA via their RNA recognition motif (RRM) and with other proteins via 

their RS domain [34]. SR proteins not only regulate alternative splicing events but they have 

been shown to promote constitutive splicing [33]–[35]. One example of SR proteins promoting 

splicing is seen with SRSF2 and SRSF1 aiding in the recruitment of U1 to the 5′ss through its RS 

domain by associating with an ESE [34], [36].  Most frequently ESSs are binding sites for 

heterogeneous nuclear ribonucleoproteins (hnRNPs), proteins that contain one or more RNA-

binding domain and a splicing inhibitory domain [9], [23], [37], [38]. HnRNPs can be described 

as splicing repressors or antagonists to SR proteins [37]–[41]. They can inhibit the recruitment of 

snRNPs by blocking U2 snRNP entry or U4/U6, U5 tri-snRNP recruitment [39], [42], [43]. The 

classical view of SR proteins is that of an activator while hnRNPs is that of a repressor of 

splicing. A study has challenged that belief; this study demonstrated that SR proteins and 

hnRNPs have positional-dependent functions. SR proteins enhance splicing when recruited to an 

exon and inhibit splicing when recruited to the adjacent intron. The opposite effect is observed 

for hnRNPs. HnRNPs were shown to be splicing activators when bound to the intron and 

splicing repressors when bound to exon [9], [44]. 

 RNA secondary structures quickly form as the pre-mRNA is transcribed, thus potentially 

impacting the recognition of splice sites by changing their proximity to other regulatory 

sequences or by influencing the accessibility of SREs [45]–[47] [24], [45]–[48]. As most splicing  
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Figure 1.4 Splicing Regulatory Components.                                                                      
Depiction of different regulatory sequence elements or regulatory factors. They include intron 

sequence enhancers (ISEs), intron sequence silencers (ISS’s), exon sequence silencer (ESS’s), 

and exon sequence enhancers (ESE’s). This also includes splice site strength, intron/exon length, 

and transcription rate. 
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is co-transcriptional [49], [50], variations in the speed of RNA polymerase II transcription has 

been shown to influence splice site selection [51], [52]. A reduced elongation rate can result in 

an increased inclusion usage of cassette exons while the opposite is seen when elongation rates 

are increased [9], [52]. A recent study has also demonstrated a connection between RNA 

polymerase II transcription and RNA secondary structure formation [9], [47]. This study used a 

structural chemical probing method to demonstrate that the structural plasticity of nascent pre-

mRNA transcripts differs depending on the elongation rate, thus modifying RNA splicing.  

Intron/Exon definition 

Another vital splicing determinant is the intron-exon architecture. It is defined by the 

length of the exons and introns, features of the pre-mRNA that play an important role in pre-

mRNA splicing [9], [14], [49], [53]–[56]. The genomes of lower eukaryotes are characterized by 

large exons flanked by small introns [53].  In higher eukaryotes, genomes are characterized by 

long introns and short exons. The average intron length in most higher eukaryotes exceeds 1 or 2 

kilobases while in lower eukaryotes the intron length varies from 50-500 nucleotides [57]. The 

average exon of yeast is ~1800 nts in length while  the average vertebrate exon length is ~170 nts 

[14], [58]. Early studies investigating the impact of the intron-exon architecture in human cell 

lines demonstrated that large exons (> 500 nts) were skipped when flanked by large introns (> 

500 nts). However,  the same large exons were included when they were flanked by small introns 

[53]. These observations gave rise to the exon definition and the intron definition model (Figure 

1.5). In intron definition, splice site recognition occurs across the intron. Intron definition occurs 

when an intron length is small (< 250nts) [59]. When introns are large, exon definition permits 

splice site recognition across the exon (> 250 nts) [59]. An initial cross exon- 
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Figure 1.5 Intron Definition and Exon definition.                                                                   

The two proposed modes of splice site recognition. During intron definition splice sites are 

recognized across the intron (left). Under exon definition (right) splice sites are initially 

recognized across the exon, followed by splice site juxtaposition. 
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complex of U1 and U2 is formed, followed by a cross-intron spliceosome complex formation to 

define the intron to be excised [14], [60]. In-vitro splicing assays in human cell extract 

demonstrated that splice site recognition across the intron is employed when introns are less than 

250 nts in length. Drosophila exons flanked by long introns displayed a significantly higher 

frequency of alternative splicing than exons flanked by short introns. A similar trend is seen in 

the human genome but to a lesser extent [59].  Intron definition is described as the prominent 

form of splice site recognition in lower eukaryotes and is considered to be the default mode of 

splice site recognition  [14], [59]. These results suggest that exon definition is the predominant 

form of splice site recognition in humans, and intron definition is the predominant form of splice 

site recognition in drosophila. The results also highlighted the importance of the intron/exon 

architecture in AS, as has been reaffirmed by others [14], [56], [60], [61]. While originally seen 

as a concept, additional studies have  presented structural evidence for exon definition as well 

[43], [62]–[64].  Most recently, a study showed that exon definition plays an important role in 

maintaining proper regulation of AS of a proto-oncogene [60]. The vastly larger intron lengths 

observed in the human genome, compared to the intron length seen in lower eukaryotes, has also 

been linked to increased rates of AS and enhanced organismal complexity [59], [65]. 

Interestingly, exon size is an evolutionary-conserved feature [66]. Combined these findings 

demonstrate the importance of the intron-exon architecture and its effect on splice site 

recognition. Studying the impact and interconnection in this complex splicing regulatory network 

remains a highly important field of study. 

mRNA degradation  

An important aspect of life is the cell’s ability to regulate its gene expression program to adjust 

to changing needs and external cues. Dysregulation of gene expression programs is usually 
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studied through steady state expression comparisons between disease and healthy cells. There are 

two main contributors to establishing steady state RNA expression levels, transcriptional output 

and mRNA stability. Increased transcription rates lead to increased accumulation of mRNAs in 

the cell. Reduced activity of RNA polymerases decreases mRNA levels. This can be seen in 

leukemia where the transcription factor TAL1 limits the transcriptional output of important 

tumor suppressors to maintain proliferation [67], [68]. Changes in mRNA stability is another 

contributor to altered gene expression. Increased mRNA degradation rates result in fewer protein 

products made from that mRNA transcript. Accordingly, increased mRNA stability can elicit 

increased protein output. Altered mRNA stability has been described to be important in 

childhood osteosarcoma where XRN1, an important exoribonuclease involved in mRNA decay, 

is downregulated [69]. 

mRNA degradation is linked to translation as the poly-(A) tail shortens because of non-sense 

mediated decay (NMD), non-stop decay (NSD) or no-go decay NGD. NMD is a form of mRNA 

surveillance triggered by pre-mature termination codons [22]. Non-stop decay is activated for 

mRNAs lacking a stop codon [70]. No-go decay degrades mRNAs containing stalled ribosomes 

[71]. After several rounds of translation, the general pathway of mRNA degradation occurs via 

deadenylation by CCR4/NOT deadenylase containing enzyme complexes leading to 3′ to 5′ 

degradation. Alternatively, deadenylation can lead to 5′ decapping via the decapping complex 

and finally a 5′ to 3′ mRNA digestion. Recent studies have also demonstrated the importance of 

codon optimality on translation speed, ultimately leading to different stability in mRNAs [72]. 

All degradation pathways can be impacted by alternative splicing. The relationship between 

mRNA stability and alternative splicing is one that still needs to be further explored.  
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Cancer and splicing 

Aberrant pre-mRNA splicing has been proposed to be a cancer hallmark [73], [74]. A direct link 

between aberrant AS and cancer was demonstrated by the discovery of mutations in genes 

encoding pre-mRNA-splicing factors [75]–[77]. Since then, there has been a myriad of direct and 

indirect links of splicing alterations in cancer [73], [77]–[80]. This is especially highlighted in an 

analysis of ~8,000 tumors across 32 cancer types that demonstrated thousands of splicing 

variants not present in non-cancerous tissues [81]. Much aberrant splicing identified in cancer is 

associated with mutation in and/or altered expression of the splicing machinery [78]. For 

example, in chronic lymphocytic leukemia (CLL) a mutation in the U1 snRNA results in 

antagonistic changes in splicing impacting known cancer driver genes [82].  Other splicing 

factors with known mutations that are associated with cancer prognosis include SRSF2, U1 

snRNA and U2AF1 [78].  Mining of the Cancer Genome Atlas revealed that putative cancer 

driving mutations occur in 119 genes encoding core splicing factors and regulators across 33 

cancer types. Together they account for ~60% of the components associated with the splicing 

machinery [78], [83]. 

Methionine metabolism and cancer  

Most cancer cells display a unique metabolic requirement known as the Warburg effect [84]. The 

Warburg effect describes the phenomenon by which cancer cells predominantly harness energy 

using aerobic glycolysis.  This requires high uptake of glucose and fermentation of the resulting 

lactic acid [84], [85]. Aerobic glycolysis has been shown to be a requirement for tumor growth 

[84]. Another, less studied, metabolic requirement is the Hoffman effect, which describes a 

methionine dependence [86], [87]. Most cancer cells cannot proliferate in media where 

methionine is replaced with its precursor homocysteine. Normal cells do not display proliferation 
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defects in homocysteine media. Thus, proliferation of cancer cells requires exogenous 

methionine (Figure 1.6). 

In mammalian cells methionine is an essential amino acid typically obtained through 

dietary intake [86]. In addition to functioning as a building block of proteins, methionine plays 

key roles in epigenetic control (S-adenosylmethionine or SAM), nuclear functions (polyamines), 

detoxification (glutathione), cellular membranes (phospholipids), and the modulation of 

nucleotide biosynthesis [86]. SAM is considered the cell’s principal cellular methyl donor and 

acts as a cofactor in most methylation reactions, including epigenetic control. Once a 

methylation reaction occurs, SAM is irreversibly converted to S-adenosylhomocysteine (SAH). 

SAH is hydrolyzed to the metabolic precursor homocysteine (HCY) by removing adenosine from 

SAH. HCY is then remethylated to form methionine, which is subsequently converted to SAM to 

complete the methionine cycle [86], [88].  

Another pathway for methionine generation is via the methionine salvage cycle [86].  

SAM also functions as the sole donor of aminopropyl groups in polyamine synthesis. Polyamines 

are vital at high concentrations for cell proliferation and are often overexpressed in cancers [86]. 

Because of elevated polyamines levels, high concentrations of SAM are needed to maintain cell 

proliferation. Polyamine synthesis takes place within the context of the methionine salvage 

pathway. Decarboxylated SAM is converted to five′-deoxy-5′-methylthioadenosine (MTA). 

MTA is processed through the methionine salvage pathway to recycle adenine and methionine. 

One important aspect of MTA is its role as a competitive inhibitor of protein arginine N-

methyltransferase 5 (PRMT5), which is often found to be overexpressed in cancer. 
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Figure 1.6 The Hoffman effect.                                                                                                             

Non-transformed cells have the same proliferation rate in methionine (MET) supplemented 

media or methionine precursor homocysteine (HCY) supplemented media. Cancer cells, depicted 

on the right, experience proliferation defects in media absent of exogenous methionine, even 

when supplemented with homocysteine.  
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In addition, methylthioadenosine phosphorylase (MTAP), an enzyme involved in converting 

MTA to methionine, is often found to be deleted in tumors, thus, severely comprising methionine 

regeneration from the salvage pathway, and causing elevated levels of MTA [81].  

These observations underscore the importance of methionine metabolism when trying to 

understand the addiction of cancer cells to exogenous methionine. Most cancer cells cannot 

proliferate and arrest in G1 phase when cultured in methionine-depleted medium supplemented 

by precursor homocysteine. Significant insights into understanding the Hoffman effect were 

made when studying the methylation potential in the cell which is best described as SAM/SAH 

ratio [89]. Tracer experiments using a breast cancer line (MDA-MB468) grown in methionine 

depleted (-MET) medium containing deuterium-labeled homocysteine showed that homocysteine 

was redirected towards the trans-sulfuration pathway and glutathione synthesis, away from the 

methionine cycle (Figure 1.7). This redirection resulted in a lower SAM/SAH ratio [89]. In 

addition, SAM supplementation to methionine depleted and homocysteine supplemented (MET- 

HCY+) medium has been demonstrated to alleviate the proliferation defects observed for 

methionine dependent cells [90]. Combined these studies highlight the importance of SAM and 

the methylation potential in mediating the Hoffman effect. It has been postulated that the 

SAM/SAH ratio acts as a measure for a metabolic checkpoint during the cell cycle. If the 

SAM/SAH ratio is too low, the cell cycle remains arrested at this checkpoint and apoptosis is 

initiated [86].  
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Figure 1.7 Methionine metabolism. 

The metabolic connections between the methionine cycle primarily responsible in maintain 

methylation potential in the cell. The methionine salvage pathway, responsible for polyamine 

synthesis and methionine regeneration. Lastly, the transsulfuration pathway responsible for 

generation of glutathione needed to combat oxidation.  
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Methylation and splicing  

Considering that many splicing factors are methylated, methyltransferases have been known to 

play vital roles in splicing. For example, PRMT5 symmetrically dimethylates spliceosomal 

proteins Sm D1, D3 and B/B′ on their C-terminus [86]. This methylation drastically increases the 

binding affinity of these Sm proteins to the SMN complex, which is responsible for the assembly 

of snRNPs. The conditional knockout of PRMT5 in mouse stem cells led to wide-spread aberrant 

splicing [91]. A recent profiling of the PRMT4/5/7 methylome demonstrated that these 

methyltransferases regulate the binding of splicing factors (hnRNPA1) to the pre-mRNA and 

subsequently AS [80]. However, the connection between changes in AS and the altered 

methylation potential triggered by the Hoffman effect has not yet been explored.  
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CHAPTER 2  

Splice site proximity influences alternative exon definition 

Summary 

 Alternative splicing enables higher eukaryotes to expand mRNA diversity from a finite 

number of genes through highly combinatorial splice site selection mechanisms that are 

influenced by the sequence of competing splice sites, cis-regulatory elements binding trans-

acting factors, the length of exons and introns harboring alternative splice sites and RNA 

secondary structures at putative splice junctions. To test the hypothesis that the intron definition 

or exon definition modes of splice site recognition direct the selection of alternative splice 

patterns, we created a database of alternative splice site usage (ALTssDB). When alternative 

splice sites are embedded within short introns (intron definition), the 5′ and 3′ splice sites closest 

to each other across the intron preferentially pair, consistent with previous observations. 

However, when alternative splice sites are embedded within large flanking introns (exon 

definition), the 5′ and 3′ splice sites closest to each other across the exon are preferentially 

selected. Thus, alternative splicing decisions are influenced by the intron and exon definition 

modes of splice site recognition. The results demonstrate that the spliceosome pairs splice sites 

that are closest in proximity within the unit of initial splice site selection. 
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Introduction 

Pre-mRNA splicing is an essential step in eukaryotic gene expression that involves the excision 

of intronic sequences and the transesterification of exonic sequences by the spliceosome to 

generate protein coding mRNAs. Alternative exon inclusion is possible through a process known 

as alternative splicing. At least 95% of human genes undergo alternative splicing in response to 

cell cycle, developmental, tissue-specific or signaling cues. Alternative splicing increases 

proteomic diversity from a limited genome in a regulated fashion [3]. Thus, pre-mRNA splicing 

impacts gene expression [92].  

The recognition of splice junctions by the spliceosome initiates the splicing reaction. The 

5′ splice site (5′ss) is defined by a nine-nucleotide consensus sequence that spans the exon/intron 

junction at the 5′ end of each intron. The 3′ splice site (3′ss) includes three sequence elements 

found within an approximately 40 nucleotides (nts) stretch, upstream of the 3′ intron/exon 

junction. These include the intron/exon junction sequence, which contains the essential AG 

dinucleotide at the 3′ end of the intronic sequence, the polypyrimidine tract (PPT), a region 

containing 15–20 pyrimidines located upstream of the intron/exon junction and the branch point 

sequence, a highly degenerate sequence that contains a conserved adenosine located upstream of 

the PPT.  

Exon recognition is a highly combinatorial process that is known to be influenced by 

many cis- and trans-acting features. These include splicing enhancers, silencers, RNA secondary 

structure, the intron-exon architecture, and the sequence context of splice junctions [23], [38], 

[44]. The strength of splice sites is determined by how well they conform to consensus splice 

junction motifs that function in recruiting U1 snRNP to the 5′ss and U2AF to the 3′ss. Consensus 

similarity scores, derived from the modelling of short sequence motifs using the maximum-
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entropy principle (MaxEnt), define splice site strength numerically [30]. Splice sites are known 

to act synergistically and combined 5′ and 3′ss scores are a much better predictor for exon 

inclusion than either splice site score alone [31]. Importantly, the ability of an exon to undergo 

various forms of alternative splicing is heavily influenced by the strength of its splice sites [93].  

Another crucial factor in splice site selection is the genomic architecture [53], [59], [66], 

[94]. The genomes in lower eukaryotes are characterized almost exclusively by the presence of 

short introns (<250 nts). By contrast, human genes harbor long introns, with >87% of introns 

longer than 250 nts [59]. This different genomic architecture has been shown to contribute 

significantly to the manner in which spliceosomal assembly occurs. The two proposed 

mechanisms through which splice sites are recognized are referred to as the exon or intron 

definition mode of splice site recognition (Figure 2.1a). During intron definition, the spliceosome 

assembles across the intron that will be excised. Under conditions that promote exon definition, 

initial splice site recognition is postulated to occur across the exon. This initial recognition is 

predicted to be followed by an additional splice site juxta-positioning step to induce intron 

excision. In vitro splicing and transfection experiments of designer minigenes demonstrated that 

the transition between intron and exon definition occurs at an intron length of approximately 250 

nts [59]. Thus, splice sites that are flanked by large introns (>250 nts) are recognized through 

exon definition, while intron-defined splice sites are associated with small flanking introns (<250 

nts). It is currently unknown how exon and intron definition influence alternative splice site 

selection.  

Understanding the relationship between the splice site strength and intron-exon 

architecture splicing determinants has been a longstanding goal in deciphering the splicing code. 

The mechanisms utilized by the spliceosome to select the correct splice site in the presence of  
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Figure 2.1 Gene architecture and database.  

(a) The two proposed modes of splice site recognition. During intron definition splice sites are 

recognized across the intron (left). Under exon definition (right) splice sites are initially 

recognized across the exon, followed by splice site juxtaposition. (b) ALTssDB categories of 

internal exons as defined by flanking intron size. S stands for short (less than 250 nts), L stands 

for long (greater than 250 nts). (c) and (d) Distribution of ALTssDB internal exon categories for 

alternative 5′ (c) and alternative 3′ (d) splice site events. 
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multiple nearby cryptic or alternative splice sites are still not completely understood. Differences 

in intron-exon architecture and splice site strength are known to be important in mediating 

alternative splice site selection [93]. A series of classical experiments demonstrated that the 

proximity between the 5′ and 3′ splice sites, across the intron, plays a crucial role in splice site 

preference [94]. Reed and Maniatis showed that the splice site closest to its intronic splicing 

partner was favoured over a distal competing splice site [94]. Thus, in the case of competing 

alternative 5′ splice sites, the downstream 5′ss was preferred because it was more proximal to the 

pairing 3′ss. Similarly, between competing 3′ splice sites, the upstream 3′ss was chosen. These 

observations suggest that in the absence of confounding factors, shorter distances between splice 

sites are favoured during intron-defined splicing. This may be because splice site pairing is more 

efficient across shorter distances. These experiments established a splice site selection proximity 

rule (for clarity referred to as the intron-centric proximity rule); however, it is unclear how 

dominant it is within the hierarchical nature of known splicing determinants.  

In this study, we carried out computational analyses to assess the impact of the intron-

centric proximity rule. We demonstrate that the intron-centric proximity rule is generally 

applicable for the intron definition mode of splice site definition. For the exon definition mode of 

splice site definition, we observe an exon-centric proximity rule that deviates from the classical 

intron-centric proximity rule. The 5′ and 3′ splice sites closest to each other across the exon are 

preferentially selected. Thus, when the unit of splice site definition is across the intron (intron 

definition), the 5′ and 3′ splice sites closest to each other across the intron preferentially pair. 

When the unit of splice site recognition is the exon (exon definition), the 5′ and 3′ splice sites 

closest to each other across the exon are preferentially selected. Our results provide evidence that 
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alternative splicing decisions are influenced by the intron and exon definition modes of splice 

site recognition. 

Results  

The influence of intron-exon architecture on 5′ splice site selection  

To determine the impact of the intron-exon architecture and splice site strength on splice 

site selection, we created a database of alternative splice sites (ALTssDB) using the Human 

Exon Splicing Event Database HEXEvent [95], the Intron DB [96] and GeneBase [97]. 

MaxEntScan, a computational tool, was used to assign splice site scores [6]. To minimize 

variability, we focused on competing alternative 5′ or 3′ splice site pairs of internal exons with 

only one alternative splice pattern. Thus, ALTssDB catalogs pairs of alternative 5′ splice sites 

competing for a common 3′ss or pairs of alternative 3′ splice sites competing for a common 5′ss. 

ALTssDB reports the location of the major splice site and its competing alternative 3′ or 5′ splice 

site, corresponding exon sizes, usage levels, splice site scores and flanking intron lengths. Using 

these filters, ALTssDB captures 4,171 human 5′ ss competition events and 6,919 human 3′ss 

competition events (Figure 2.1b-d). 

We first tested whether the intron-centric proximity rule holds true when evaluating all 

alternative 5′ss events transcriptome-wide (Figure 2.2a). In agreement with the intron-centric 

proximity rule expectation that the downstream 5′ss should be selected over a competing 

upstream 5′ss, we observed a preference for downstream 5′ss selection in ~60% (2,497) of the 

alternative 5′ss splicing events (Figure 2.2b, left bar).  

To evaluate whether the ‘intron definition’ or ‘exon definition’ mode of splice site 

selection influence adherence to the intron-centric proximity rule, we parsed the 5′ss dataset into  
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Figure 2.2 5′ ss selection preference for different internal exon categories.  

(a) Model depicting alternative 5′ss patterns. (b) Bar graph depicting the preference for 

downstream or upstream 5′ ss selection for different internal exon categories (sample size = 379 

SS, 2,747 LL, 570 LS, 475 SL). A positive log ratio represents downstream 5′ ss preference, a 

negative log ratio represents upstream 5′ ss preference. (c) Splice site selection preference for 

alternative 5′ splicing events with near equal splice-site strength scores (∆ ± 2.5 MaxEnt, sample 

size = 88 SS, 725 LL, 104 LS, 143 SL), Fisher’s exact test was performed. (b, c), **p < 0.01, * p 

< 0.05. 
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intron definition events (379 SS), exon definition events (2,747 LL), and hybrid events (570 LS, 

475 SL) (Figure 2.1b and c). For the purpose of alternative 5′ss selection analysis, the hybrid 

architectural class LS was categorized as intron defined because the 5′ss is adjacent to a short 

intron and U1 snRNP binding to the 5′ss at the exon/intron junction initiates early spliceosome 

formation [9]. By analogy, the architectural class SL was considered exon defined because the 

5′ss is contained within a long intron. Surprisingly, in all four intron architecture classes, the 

majority of events still displayed a preference for the downstream 5′ss, consistent with the 

intron-centric proximity rule, albeit to varying degrees (Figure 2.2b). For example, the 

downstream 5′ss is selected more frequently for intron definition events (represented by SS, LS) 

when compared to exon definition events (represented by LL, SL). These varying degrees of 

preference suggest that the intron definition mode of splice site selection adheres more 

stringently to the intron-centric proximity rule. 

The influence of intron-exon architecture on 5′ss selection in the absence of splice site strength 

differences 

One important determinant that may mask the influence of splice site proximity is the 

difference in the splice site strength of competing splice sites. To determine the impact of splice 

site strength on alternative 5′ss selection, we compared the splice strength of the major 5′ss 

versus the alternative 5′ss. In 86% of the events evaluated the 5′ss with a higher predicted splice 

strength was the dominant 5′ss, irrespective of whether the exon was predicted to be recognized 

through exon definition (LL, SL) (85%) or intron definition (SS, LS) (90%) events. These results 

support the notion that splice site strength is a strong determinant in alternative 5′ss selection.  

To determine how the exon and intron definition modes of splice site selection influence 

alternative splicing the impact of splice site strength differences was minimized computationally. 
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This was achieved by isolating 5′ss competition events with near equal splice site scores 

(∆MaxEnt = ±2.5), resulting in 88 SS, 725 LL, 104 LS, and 143 SL events. Interestingly, when 

this splice site strength filter was applied, we observed that the upstream 5′ss is preferentially 

selected in 60% of competition events, inconsistent with the expectations of the intron-centric 

proximity rule (Figure 2.2c, left bar). Strict intron definition events (SS category) display a 

downstream 5′ss selection preference, consistent with the intron-centric proximity rule, while 

strict exon definition events (LL) display a preference for the upstream 5′ splice site (Figure 

2.2c). The upstream preference under exon definition is inconsistent with the intron-centric 

proximity rule but consistent with an exon-centric proximity rule. These biases are heightened in 

the hybrid categories SL (upstream preference) and LS (downstream preference) (Figure 2.2c). 

These results suggest that for exon definition events the upstream 5′ss, which is proximal across 

the exon to the upstream 3′ss, is favored. By contrast, for intron definition events, the 5′ss 

proximal across the intron to the downstream 3′ss is favored. 

The influence of exon size on 5′ss selection 

It is known that exon size can influence splice site selection [53], [59]. To determine the 

influence of exon size on splice site selection, we compared splice patterns between three 

different exon size groups, exons smaller than 50 nts, exons between 50–250 nts in length, and 

exon longer than 250 nts. These cutoffs were chosen based on natural exon size distributions. We 

then calculated how frequently the major isoform contains the stronger 5′ss for the three different 

exon size classes (Table 2.1). When the major and the alternative exons are smaller than 50 nts, 

splice preference is driven almost exclusively by the stronger splice site score (Table 2.1). This 

preference weakens when the usage of the alternative 5′ss generates an exon greater than 50 nts. 

Thus, differences in exon size contribute to splice site selection, with a preference for generating  
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 Exon size generated with major splice site usage 

Exon size generated 

with minor splice site 

usage 

 Ex ≤50 nts 50< Ex ≤250 nts Ex >250 nts 

Ex ≤50 nts 98%a1  86%a 100%a 

50< Ex ≤250 nts 73%b 87%a2 88%a 

Ex >250 nts 75%b 58%b 77%b3 

 

Table 2.1. Alternative 5′ss selection and resulting exon length correlation.  

The table reports how frequently the major isoform contains the stronger splice site when the 

alternative splice site lies within one of three different exon size classes. a,bWithin a column, 

means without a common superscript differ (p<0.05) between size categories in each column. 
129% preference for the upstream 5′ss. 242% preference for the upstream 5′ss. 3 44% preference 

for the upstream 5′ss. 
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shorter exons. A similar trend is observed for alternative patterns of major exons within the 50–

250 nts range. The selection of alternative exons larger than 250 nts is much less likely to be 

driven by splice site differences. These data provide evidence that exon size contributes to splice 

site selection with a preference for defining smaller exons. 

Experimental verification of genome-wide computational analysis 

 To test whether the proposed exon-centric proximity rule can be confirmed 

experimentally, we tested five minigenes that contain an internal exon with two competing 5′ 

splice sites of identical strength (MaxEnt 10.9, CAG/guaagu) and one 3′ splice site with a 

MaxEnt of 12.56 (ugucccuuuuuuuuccacag/ CUG) (Figure 2.3a). All minigenes were designed to 

be recognized through exon definition (flanking intron size of 365 nts) and differ only in the 

resulting internal exon size. Cell transfection experiments demonstrated that for all constructs 

tested the upstream 5′ss was chosen exclusively (Figure 2.3b), consistent with the computational 

analysis demonstrating that upstream 5′ splices sites are favoured under exon definition. To test 

if this splice site preference is altered when both competing splice sites are weakened, we 

mutated both 5′ splice sites to have a MaxEnt score of −0.5 (GAG/ guguca). In the larger exon 

constructs (L and XL), this resulted in preferential internal exon skipping. In the M and S 

constructs, the upstream 5′ss maintained its preference (Figure 2.3c). These results demonstrate 

that in an isogenic exon definition context the 5′ss most proximal to the upstream 3′ss is 

favoured, supporting the computational analysis of an exon definition ‘cross-exon proximity’ 

preference. 
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Figure 2.3 Cross-exon selection of alternative 5′ alternative splice sites.  

(a) Schematic of exon-defined mini-gene constructs with identical splice site strength (CAG/ 

guaagu, MaxEnt = 10.9) used in transfection experiments. The size of the resulting internal exon 

is indicated for upstream (blue) and downstream 5′ ss selection. (b) Representative image of 

ethidium bromide stained agarose gel splicing analysis. Bands denoting upstream (red symbol) 

or downstream (blue symbol) 5′ss usage are marked to the left of the image. (c) Splicing 

outcome of minigene constructs with identical but weakened competing 5′ ss (GAG/guguca, 

MaxEnt = −0.5). Bands denoting upstream 5ʹss usage (red symbol), downstream (blue symbol) 5′ 

ss usage, or exon skipping (black symbol) are marked to the left of the image. 
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The influence of intron architecture on 3′ss selection 

 To investigate the impact of intron size and splice site strength on 3′ss selection we built 

a 3′ss dataset analogous to the 5′ss dataset described above (Figure 2.4a). For our analysis, we 

took into consideration that the 3′ss is recognized during the first and the second steps of 

splicing. Prior to the first step of splicing, the polypyrimidine tract is bound U2AF, which 

subsequently recruits U2 snRNP to the branch point. After the first step of splicing, the 3′ splice 

junction YAG/N is selected before the exons are ligated via a transesterification reaction. It has 

been demonstrated that competing 3′ splice sites in close proximity (up to 9 nts) are selected 

during the second step of splicing after identical first step definition [28]. Alternative 3′ splice 

sites further apart (greater than 1220 nts) are typically defined during initial splice site 

recognition using different polypyrimidine tract and branch points. Thus, we split the 3′ss dataset 

into ‘first step recognition’ (≥ 20 nts apart from one another, 3839 events) and ‘second step 

recognition’ events (≤ 9 nts apart from one another, 2317 events). Both 3′ss event groups show a 

preference for upstream 3′ss usage, consistent with the intron-centric proximity rule (Figure 

2.4b). This preference is particularly strong for the second step alternative 3′ss events. Filtering 

to obtain competing 3′ss pairs with comparable strengths and categorizing these events into 

intron (S/S, 69 events) or exon definition (L/L, 664) events again demonstrated the influence of 

the intron architecture on 3′ss selection (Figure 2.4c). The strong upstream 3′ss preference 

observed for intron defined events (S/S) is significantly reduced when splice sites are selected in 

the exon definition mode (L/L). Consistent with our 5′ss analysis, the hybrid classes (SL, 88 

events and LS, 147 events) display more extreme splice site preferences relative to the SS and 

LL classes, with SL mimicking intron definition and LS mimicking exon definition behaviour. 
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Figure 2.4 3′ss selection preference for different internal exon categories. 

(a) Model depicting alternative 3′ss patterns. (b) Bar graph displaying the 3′ss preference for first 

(>20 nts distance between competing 3'splice sites, 2317 events) or second (<9 nts distance 

between competing splice sites, 3839 events) step selection. A positive log ratio represents 

downstream 3′ss preference, a negative log ratio represents upstream 3′ss preference. (c) Bar 

graph depicting the preference for downstream or upstream 3′ss selection with near equal splice-

site strength scores for different internal exon categories (∆ ± 2.5 MaxEnt sample size = 69 SS, 

664 LL, 88 SL, 147 LS). Fisher’s exact test was performed. (b, c), **p < 0.01, * p < 0.05. 
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Together, our transcriptome-wide analyses demonstrate that the mode of splice site 

selection critically influences splice site choice. For intron definition, splice sites closest across 

the intron are preferentially selected. Under exon definition, the selection of splice sites closest 

across the internal exon are favoured. These results suggest that the gene architecture influences 

alternative splicing by promoting splice site recognition via the intron or exon definition 

pathway. 

Discussion 

The regulation of pre-mRNA splicing is a combinatorial process that is controlled by 

splice site sequences, cis-regulatory elements binding trans-acting factors, the intron-exon 

architecture, and RNA secondary structure among other features [9]. Two mechanisms of splice 

site recognition have been proposed within the broader concept of intron-exon architecture. It has 

been postulated that under the intron definition splice sites are recognized across the intron, 

making the intron the initial unit recognized by the spliceosome. In an alternative mode of splice 

site recognition, splice sites are postulated to be initially recognized across the exon in a process 

called exon definition. Once the exon is defined as the initial unit of splice site recognition, 

subsequent structural rearrangements are predicted to recognize and pair the upstream and 

downstream splice sites across flanking introns [56]. The mechanisms of intron and exon 

definition have been studied in the field for almost 30 years [14], [53]–[56], [62], [94], [98].  

Early evidence that the length of introns and exons is important came from size 

constraints on exon inclusion from minigenes that were transfected in cell culture. Large exons 

were efficiently spliced when flanked by short introns, consistent with an intron definition 

mechanism. However, when intron lengths were increased exons were only included efficiently 

if they were relatively short, less than ~500 nts long. The latter observation suggests that the 
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early spliceosome has a limited ‘wing-span’ when the exon is the unit of initial splice site 

recognition. Subsequently, biochemical studies demonstrated that intron definition is more 

efficient and that the rate of splicing for exon defined substrates is considerably slower. This 

study identified intron length as the primary determinant in the mode of splice site recognition 

employed by the early spliceosome and placed the transition from intron definition to exon-

definition at the point when flanking introns become longer than 200–250 nts [59].  

Another classical study used in vitro splicing assays to demonstrate that alternative splice 

site choice is influenced by the proximity between the pairing splice sites. When two splice sites 

are in competition, the splice site proximal to the intron is preferred. As a result, this proximity 

bias induces the preferential excision of the smaller intron [94]. This study and the pioneering 

study from Sterner and Berget when analysed together suggest that in the context of splice site 

competition, selection of proximal splice sites across an intron may allow the intron to be 

recognized through intron definition, while the selection of the distal splice site may lead to a 

larger unit of initial splice site recognition that may change the mode of splice site recognition all 

together [53], [94]. In broader terms, the findings by Reed and Maniatis [94] indicated that 

perhaps proximity across the initial unit of splice site recognition would drive splice site 

selection and influence alternative splicing. We set out to determine whether the proximity of 

splice sites across the proposed initial unit of splice site recognition may provide genome-wide 

evidence for the two modes of splice site recognition and elucidate their roles in alternative 

splicing.  

Our analysis of the alternative splicing events captured in ALTssDB permitted the 

derivation of several important conclusions. First, the intron-centric proximity rule observed by 

Reed and Maniatis is maintained within the context of the intron definition mode of splice site 
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recognition [94]. In the context of exon definition, we observe an exon-centric proximity rule, 

where the proximity between 5′ and 3′ splice sites across the exon dictates splice site preference. 

Alternative exons subject to the intron-centric proximity rule undergo removal of the smaller 

intron and selection of the larger exon. Conversely, alternative exons subject to the exon-centric 

proximity rule undergo removal of the larger intron and selection of the smaller exon. Initially, 

these observations may appear inconsistent with each other, yet they highlight a commonality of 

spliceosomal assembly across the smallest unit of initial splice site recognition. For the intron 

definition mode of splice site recognition this unit is the intron, meaning the spliceosome 

assembles around the 5′ and 3′ splice sites that define the intron to be excised (Figure 2.5, top 

cartoon). For the exon definition mode of splice site recognition, the unit of recognition is the 

exon, meaning that initial splice site recognition by the spliceosome occurs across the exon 

(Figure 2.5, bottom cartoon). In both modes of splice site recognition, a preference for splice site 

selection that promotes the definition of the smaller initial recognition unit (as defined by the 

number of nucleotides) is observed. Thus, the proximity of 5′ and 3′ splice sites within the unit of 

initial recognition determines preferential splice site selection (Figure 2.5). We therefore 

conclude that an additional mechanism of alternative splicing can be the proximity of splice sites 

across the initial unit of definition.  

Since the initial concepts of intron and exon definition were introduced, generating 

supporting evidence for the existence of these two proposed modes of splice site recognition has 

been challenging. Initial studies were limited to select cases where insights were gained from 

transfected designer minigenes or in vitro transcribed RNAs spliced using the nuclear extract 

system [14], [53]–[55], [59], [98]. These studies, while mechanistically enlightening, could not 

be extrapolated to the entire transcriptome.  
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Figure 2.5 Unifying model for the influence of splice site proximity in alternative exon 

definition. 

Depending on the size of flanking introns the splice sites of internal exons are initially 

recognized across the intron (top – intron definition) or across the exon (bottom – exon 

definition). In both scenarios, the 5′ and 3′ splice sites closest to each other across the unit of 

initial splice site recognition are preferentially selected. Thus, in intron definition 5′ and 3′ splice 

sites across the intron are preferentially selected. In exon definition, 5′ and 3′ splice sites across 

the exon are preferentially selected. 
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Recent analyses of in vivo splicing kinetics offer more comprehensive insights into the 

mechanisms of exon recognition. These studies lend support to the notion that exon and intron 

definition events display different global splicing kinetics. They also raise questions about the 

generality of exon definition and intron definition [49], [99], [100]. A single molecule intron 

tracking technique was used to determine the amount of splicing as a function of RNA 

polymerase II position along the gene. This technique and an orthogonal nanopore-based 

variation found splicing rates to be strikingly fast in Saccharomyces cerevisiae [49] 

demonstrating that 50% of splicing can be completed 1.4 seconds after 3′ss synthesis for the 

genes studied. The onset of splicing for a subset of the analysed genes was detected only 26 

nucleotides after transcription of the 3′ss. The observation that splicing can be completed before 

the entire exon is transcribed is consistent with an intron definition mechanism in 

Saccharomyces cerevisiae, but begs the question is exon definition possible in lower eukaryote? 

The average Saccharomyces cerevisiae exon is ~1400 bases suggesting that exon definition 

would be highly unlikely for those genes where splicing rates were calculated to occur on the 

order of several seconds [58]. However, a recently proposed unifying model provides evidence 

for exon definition in Saccharomyces cerevisiae [64]. Electron microscopy analyses suggest that 

the splicing factor Prp40 can bridge the 5ʹss bound U1 snRNP and branch point sequence bound 

BBP/Mud2 (SF1/U2AF65 homologs) either across the intron or across the exon to define E-

complex. Structural evidence for exon definition in Saccharomyces cerevisiae was supported by 

genetic and biochemical analysis, which included the circularization of single exon constructs in 

yeast splicing extracts. The latter study provides strong structural, biochemical, and in vivo 

evidence for exon definition, even in Saccharomyces cerevisiae, where most splice sites would 

be expected to be recognized through intron definition [64]. 
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Figure 2.6 The downstream 5ʹ splice site is a functional splice site.  

Cartoon and representative image of the splicing outcome of minigenes containing a mutated and 

non-functional upstream 5ʹ splice site (MaxEnt = -5.2, UCG/gucgau). Bands denoting 

downstream (purple symbol) or upstream (red symbol) 5ʹ splice site usage are marked to the left. 

Spliced products were separated using ethidium bromide-stained agarose gels. 
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Regarding the intron-exon architecture of higher eukaryotes, ligation of 3’ adapters and 

long read nanopore sequencing of nascent RNA were used to determine the splicing rates in 

Drosophila and human cells [100]. The nano-COP method determined that the majority of 

splicing in Drosophila occurs within 2 kilobases, once the 3ʹss has been transcribed. This is in 

contrast to human cells where the majority of splicing is completed ~4 kilobases past the 3ʹss 

[100]. The rate of splicing calculated from nano-COP is consistent with previous t1/2 

measurements that are ~2 minutes for Drosophila and 714 minutes for mammalian cells [99], 

[101]–[103]. Interestingly, nano-COP found that Drosophila introns less than 100 nts in length 

were spliced more quickly than introns greater than 300 nts, suggesting that intron definition is 

more efficient than exon definition [100]. These results are supported by an earlier study that 

used progressive metabolic labelling and also found a local maximum of splicing rates for 

introns that were 60–70 nts long [99]. However, the latter study also found that a subset of very 

long introns (>2944 nts) was spliced even more quickly with a t1/2 of ~1.5 minutes suggesting 

gene level and pathway-specific splicing programmes may have evolved to utilize the rapid 

splicing that very long exon-defined introns undergo. Taken together these kinetic measurements 

suggest that while exon definition is broadly less efficient and intron definition is broadly more 

efficient as was first shown by Fox-Walsh and Hertel [59], exceptions do exist.  

Recent investigations provide further support that both intron definition and exon 

definition occur in vivo [104], [105]. However, these studies present evidence that the 

mechanism by which splice sites are initially recognized is dictated by the difference in GC 

content, referred to as GC differential, between the exon and the flanking introns. Specifically, 

two architectures are described, referred to as the ‘differential architecture’ and the ‘leveled 

architecture’ [104], [105]. ‘Differential architecture’ exons have a low GC content, and their  
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Figure 2.7 GC content distribution for intron definition splice sites (SS) and exon definition 

splice sites (LL) based on the intron length-dependent classification used herein (SS<250 

nts, LL>250 nts).  

(A) The data summarized in the graphs represent all alternatively spliced SS and LL 5’ splice 

sites captured by ALTssDB. The GC content as defined by Amit et al [104] is displayed for 

intron definition (SS, forest green and black) and exon definition (LL, crimson blue and grey) 

events. GC content for each architectural class was computed for the exon and intron when the 

exon/intron junction is defined by the major 5’ splice site (SS, forest green and LL, crimson 

blue) or the minor 5’ splice site (SS, black and LL, grey) of the alternatively spliced exon. The 

comparison between SS and LL architectural definitions shows a striking GC content difference 

as was observed by Amit et al [104]. The profiles do not change significantly when the major or 

the minor 5’ splice site is used. (B) The data summarized in the graphs represent alternatively 

spliced SS and LL 5’ splice sites with near equal splice site scores (+/-2.5 MaxEnt). Bar graph 

definitions are as described in (A). Filtering the alternative 5’ splice site analysis by near equal 

splice site scores does not significantly change the outcome. The comparison between SS and LL 

architectural definitions highlights GC content difference as was observed by Amit et al [104] 

and the profiles do not change when the major or the minor 5’ splice site is used. 
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flanking introns have an even lower GC content. 'The ‘leveled architecture’ exons are 

characterized by a high GC content, less difference in the GC content of flanking introns and 

short introns. The former class of exons was demonstrated to be localized to the nuclear 

periphery and recognized through exon definition while the latter was shown to be localized to 

the nuclear centre and recognized through intron definition. Altering the GC content between 

exon and the downstream intron can be used to alter the mode splice site recognition, without 

changing the length of the intron. These observations suggest that intron length may not be the 

determining factor in the mode of splice site recognition for exon definition [104], [105]. It will 

be important for future exon definition studies to consider the GC content across the exon and 

flanking introns. For example, a recent analysis of high-throughput mutagenesis data for an 

alternatively spliced exon in the proto-oncogene RON demonstrated that the alternatively spliced 

exon is recognized through exon definition, even though it is flanked by short introns on either 

side (87 and 80 nts) [60]. Thus, splice sites of short introns can be recognized through exon 

definition, perhaps because the unique GC content that typifies exon definition splice sites. 

Finally, a recent transcriptome-wide study demonstrated that introns that undergo 

efficient co-transcriptional splicing have sharp structural transitions across the intron-exon 

boundary [47]. These introns display a peak of RNA structure downstream of the 5’ss and 

upstream of the 3’ss. Furthermore, some introns displayed enhanced co-transcriptional splicing 

under conditions where the elongation rate of RNA polymerase II was slowed down genome-

wide, a process that promotes increased RNA folding. The latter group of introns had 

significantly steeper structural transitions when transcription was slow [47]. GC content is an 

indicator of the potential to form RNA secondary structures [46]. Thus, it may be the case that 
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the differential architecture associated with exon definition is driven partially by the propensity 

for RNA secondary structure formation that can help delineate the intron-exon boundary.  

We set out to determine the degree of agreement between the intron length-dependent 

definitions of ‘intron-defined’ and ‘exon-defined’ splice sites with the ‘leveled’ and ‘differential’ 

architecture. We calculated GC content differentials between the LL and SS architectural classes 

of alternatively spliced 5’ and 3ʹss exons. Remarkably, the intron length defined LL and SS 

categories closely resemble the ‘differential’ and ‘leveled’ architectures respectively [104], [105] 

(Figure 2.7). Thus, the GC content, as defined the Amit et al. [104], of long introns (>250 nts) 

differs significantly from the GC content of short introns (<250 nts), suggesting that GC content 

or intron size definitions are comparable approaches to define exon and intron definition modes 

of splice site recognition. This notion is supported by evolutionary analyses that show the 

emergence of a distinct differential GC architecture as intron lengths increased through 

vertebrate evolution [65]. Thus, the emergence of the ‘differential architecture’ may be a co-

evolutionary adaptation to define exons in the context of expanding introns. To evaluate whether 

the use of proximal or distal splice sites changes ‘leveled’ and ‘differential’ architecture 

designations, we calculated GC content for alternatively spliced exons captured by ALTssDB. 

Interestingly, the resulting GC differential does not change significantly (Figure 2.7), suggesting 

that alternative splice site selection is not dependent on differential GC content but contingent on 

defining the smallest unit of initial recognition. 

Collectively, the results of our transcriptome-wide analysis of alternative splice site usage 

provide evidence that exon definition and intron definition do occur transcriptome-wide. When 

exons are flanked by long introns, the spliceosome tends to favour splice sites located internally 

within the exon being defined. By contrast, the spliceosome tends to move into the intron for 
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splice site definition for exons flanked by short introns. These observations suggest that the 

spliceosome can define the exon and the intron independently. 

Our computational analysis of alternative 3′ss events permitted an evaluation of 

alternative 3′ss selection in the context of first or second step recognition. Initial 3′ss selection is 

mainly driven by the strength of the polypyrimidine tract and the presence of a consensus branch 

point. Upon recruitment of U2 snRNP to the branch point and tri-snRNP incorporation, the first 

step of the splicing reaction is initiated without engaging the 3′ss junction. After spliceosome 

rearrangements, the 3′ss junction is selected during the second step of splicing as the 

spliceosome aligns the AG/N intron/ exon junction into the active site. It is well established that 

competing 3′AGs in close proximity (less than 9 nts) use the same upstream polypyrimidine tract 

and branch point and that their selection is directed during the second step of splicing [28]. 

Interestingly, our analysis of alternative 3′ss selection in close proximity demonstrated that the 

upstream AG/N junction is almost exclusively chosen over the downstream AG/N. Thus, it 

appears that aligning the closest AG/N 3′ss junction is the default pathway of second step splice 

junction selection (Figure 2.4b). 

The intron-exon architecture of genes is a major driver of splice site selection. Since the 

initial postulation of these two modes of splice site recognition, various forms of evidence have 

been presented, often in form of kinetic principles supporting intron or exon definition. However, 

measurements of splicing rates as a function of intron length do not constitute direct evidence of 

alternative spliceosomal assembly pathways. The ability of yeast E-complex to assemble across 

the intron or the exon is perhaps the strongest evidence yet for exon definition. Our study 

provides support for exon definition by demonstrating the spliceosome favours internal splice 

sites within exons when the splice site strengths of competing sites are comparable. This 
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suggests that the exon is being defined and not the intron. This study provides a unifying model 

for splice site selection, whereby the spliceosome assembles across the smallest unit of initial 

splice site recognition. In the case of intron definition, this entails removal of smaller introns and 

inclusion of larger exons. Indeed, studying the evolutionary trends in intron-exon architecture, 

lower eukaryotes tend to have larger exons and smaller introns. Upon intron expansion and a 

gradual shift towards exon defined gene architecture, the initial unit of splice site recognition 

often tends to be the exons. This may be due to the increased number of decoy splice signals 

associated with larger genome sizes. It would therefore be expected that the smaller exons would 

be favoured in higher eukaryotes. This trend is also broadly observed from yeast to humans. It is 

possible that the exon-centric proximity rule is an evolutionary adaptation to accurately 

recognize exons surrounded by long stretches of intronic sequence. Our results not only provide 

in vivo and transcriptome-wide evidence for exon definition, they also demonstrate that exon and 

intron definition influence alternative splicing in the context of alternative 5’ or 3’ splice site 

competition. 

Methods 

Construction of ALTssDB 

ALTssDB was created using EST data from the Human Exon splicing Events 

(HEXEvent) database [95]. HEXEvent contains information regarding the location of competing 

splice sites, the resulting exon sizes, alternative splice site usage levels and the gene associated 

with each mRNA. The HEXEvent data was filtered to obtain a dataset comprising of only pairs 

of competing 5’ and 3’ splice sites separately. This database was subsequently modified to 

include splice site junction information and splice site strength scores using MaxEntScan [30]. 

Although other approaches exist to evaluate the strength of 5 splice sites [25], [106], 
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MaxEntScan is the preferred tool as it also permits comparable splice site score derivation for 3 

splice sites. Using an R script and IntronDB dataset, (a database detailing eukaryotic intron 

features) flanking intron lengths were added to the database [96]. Alternative splicing events 

were further filtered to include only events that have 10 or more EST counts. The data was 

filtered into four categories according to intron length and included: both flanking introns around 

the exon of interest being short (<250 nts, SS), both flanking introns being long (>250 nts, LL), 

the upstream intron being short and downstream intron being long (SL) or the upstream intron 

being long and the downstream intron being short (LS). ALTssDB does not differentiate between 

canonical U2 introns and U12type introns. Given their rarity and limited involvement in 

alternative splicing beyond intron retention, it is anticipated that U12-type introns are not well 

represented in ALTssDB [107]. 

ALTssDB does not distinguish between isoforms that originate from a tissue specific 

splice switch or disease comparison. It lists all known splice patterns for a particular exon, 

independent of origin. EST data was used to build AltssDB to obtain high enough numbers of 

alternative splice site choices within the human genome to carry out all analyses. While datasets 

for tissue-specific splicing are available, the quantity of significant alternative splice site events 

is limiting. 

Plasmid design 

Five minigene constructs were designed containing three exons and two introns. The 

plasmid design was based primarily on previously validated constructs used to study splice site 

strength [31]. The internal exon was designed to contain two functional competing 5’ splice sites 

(CAG/guaagu), with equal MaxEnt scores MES of 10.9, separated by 52 nucleotides. The 

sequence preceding the upstream 5’ splice site was progressively shortened (Figure 2.1b). 
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Additional constructs were created where the MES of both competing 5’ splice sites were 

changed from 10.9 to −0.5 (GAG/guguca) for S, M, L, and XL plasmid. Lastly, the upstream 5’ 

splice sites were changed from MaxEnt = 10.9 to MaxEnt = −5.2 (UCG/gucgau) for the S, M, 

and XL to show that the downstream 5ʹss is viable (Figure 2.6). 

Cloning protocols to change splice site strength sequences 

To linearize the plasmids, 10 nanograms (ng) of plasmid DNA obtained by midiprep was 

amplified using divergent primers. PCR reactions were carried out with NEB® Phusion® 

polymerase in 50 μL according to NEB protocols. DH5α E.coli midiprep derived plasmids in the 

PCR reaction were digested with 40 units of DpnI according to NEB protocols. Plasmids were 

purified with Zymo DNA clean and concentrator™ kit and DNA concentrations were obtained 

using a nanodrop 2000 instrument. For each construct, 0.03 picomoles of linearized plasmid 

DNA was mixed with a 10X molar ratio of phosphorylated double stranded DNA inserts, 

purchased from IDT, in 20 μL ligation reactions. Synthetic inserts were cloned into linearized 

vectors using T4 ligase according to the standard NEB protocol and 10 μL of the ligation 

reaction was transformed using in house DH5α E.coli cells. Colonies were screened using PCR 

to detect the correct size insert. Colonies with the correct size insert were grown from 3 mL 

cultures to 20 mL cultures and underwent midiprep DNA extraction. Plasmid DNA from each 

colony was sequenced to ensure the correct orientation of inserts. 

Cell transfections and RT-PCR Analysis 

Transfection experiments were performed in triplicate using HeLa cells. 1 mL of 0.1 × 

106 cells/mL was plated into each well of 12 well plates. Cell confluency was checked 24 hours 

later and 1 μg of plasmid DNA was transfected according to Bioland Scientific’s BioT protocol. 
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Cells were harvested 48 hours post-transfection. Each well was washed two times with 

phosphate buffered saline (PBS) and subsequently RNA was extracted with the standard 

Trizol™ protocol. RNA pellets were resuspended in 50 μL water and put through ZYMO RNA 

Clean and Concentrator™ columns. Sample volumes were adjusted to 80 μL, yielding RNA 

concentrations of ≤200 ng/μL. DNase digestion was performed with Turbo™ DNase (Ambion®) 

according to Ambion’s protocol in 100 μL reactions. RNA was subsequently extracted with 100 

μL phenol: chloroform and the aqueous phase was put through ZYMO RNA Clean and 

Concentrator™ columns. DNase digested and purified RNA samples were resuspended in 25 μL. 

A nanodrop 2000 instrument was used to obtain RNA concentrations. Reverse transcription 

reactions were carried out in 20 μL using 250 ng of total RNA and 200 ng of OligodT18 primer 

according to SuperScript™ III protocol. PCR primers are as followed: first exon forward primer 

(5′cgttcgtcctcactctcttc3′) and third exon reverse primer (5′agatccccaaaggactcaaaga3′). PCR 

primers were designed that bound the flanking exons and thus would detect upstream, proximal 

or downstream, distal 5’ splice site usage.  

PCR reactions contained 5 μL cDNA (10% vol:vol), 0.2 mM dNTPs, 0.2 μM of each 

primer, 1.5 mM MgCl2 and 0.25 units taq polymerase (Apex Bioresearch). Semi-quantitative 

PCR using long extension times to limit PCR product size bias was carried out to demonstrate 

that the ratio of upstream and downstream splice site usage, or the alternative exon skipping 

pattern, remained constant throughout the dynamic linear range of the amplification reaction 

(data not shown). Based on these results 25 cycles of PCR were performed for each sample and 5 

μL was subsequently loaded onto a 2% agarose gel and stained with ethidium bromide. Agarose 

gels were run at 150 V for 1 hour in 1X Tris-Borate EDTA (TBE). 
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Calculating splice site selection preference 

5′ss selection preference was determined by calculating the log ratio of the number of splice site 

events preferring the downstream 5′ss over the upstream 5′ss. 3′ splice site selection preference 

was determined by calculating the log ratio of the number of splice site events preferring the 

downstream 3′ss over the upstream 3′ss. 
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CHAPTER 3 

Genome-wide determination of mRNA and exon half-lives 

Summary 

 Dysregulation of gene expression often associates with disease, a state that is generally 

evaluated by comparing the steady state levels of mRNA using transcriptomics. A more 

insightful approach would consider the dynamic nature of mRNA expression. The level of 

mRNA expression can be influenced by transcriptional activity, mRNA stability, or a 

combination thereof. This chapter focuses on determining the kinetics of mRNA degradation. In 

addition, this chapter considers the impact of alternative splicing on mRNA stability. We carried 

out a 24-hour 4sU pulse/chase experiment in HepG2 cells. RNA-seq was performed on the 

metabolically labeled mRNAs to derive canonical mRNA, individual exon, and mRNA isoform 

half-lives. Our analysis allowed us to identify a positive relationship between gene/exon/mRNA 

isoform length and mRNA half-life. Additionally, our 4sU seq pipeline allowed us to identify 

exons that are kinetic outliers to their neighboring exons. These outlier exons are part of unique 

mRNA isoforms most likely generated through alternative splicing; they tend to be larger in size, 

and they have less sequence and size conservation when compared to their standard exon 

counterpart. Our studies have introduced a new method pipeline to study the interconnections 

between alternative splicing and mRNA stability.  
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Introduction 

Establishing appropriate gene expression programs is crucial for proper cellular function. 

The most common approach to evaluate aberrant expression programs is by carrying out mRNA-

sequencing, comparing the steady-state expression patterns of a normal cell vs an aberrant cell. 

Such steady-state studies can be thought of as observing gene expression through a static lens or 

a snapshot. Traditional steady-state analysis can only conclude if a gene is being upregulated or 

downregulated relative to another cell line’s expression. While these studies can be insightful, 

they offer a limited amount of information on the dynamic nature of gene expression. There are 

two main contributors to mediating changes in gene expression. The first is RNA synthesis by 

RNA polymerase. Increased transcription rates lead to increased accumulation of mRNAs in the 

cell. Reduced activity of RNA polymerases decreases mRNA levels. Integrated in mRNA 

synthesis is the co-transcriptional process of pre-mRNA processing. Steady-state studies are 

unable to capture pre-mRNA processing rates. The second contributor to gene expression, often 

overlooked, is mRNA stability. A shorter mRNA half-life leads to less translation of that mRNA 

transcript, and increased mRNA stability can elicit increased protein output from a single 

mRNA. One aspect of mRNA degradation that is not well understood is the relationship between 

mRNA degradation and alternative splicing. Alternative splicing is a regulatory mechanism that 

leads to the creation of multiple mRNA isoforms from a single gene through the inclusion or 

exclusion of different exons. This can generate different mRNA isoforms with unique 5′ and 3′ 

untranslated regions (UTRs) varying in coding sequence or length. These differences can affect 

mRNA stability in many ways. For example, alternative splicing leading to a frameshift in the 

resulting mRNA often activates nonsense mediated decay (NMD). Thus, stabilizing and 
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destabilizing sequence elements can be included in the final mRNA based on which isoform is 

being expressed [108].  

Studying gene expression through a dynamic lens of an RNA from “birth to death” will 

provide a better understanding of gene expression control, thus providing insights into 

underlying expression mechanisms. The lessons learned from this dynamic view of gene 

expression can in principle be applied to other cells or disease states to understand regulatory 

circuits and to potentially devise new therapeutic approaches to combat disease. Our lab has 

recently conducted a set of RNA 4-Thio-Uridine (4sU) metabolic labeling next generation 

sequencing (NGS) experiments to capture and study transcription rates and splicing rates 

(Garibaldi et al. unpublished). Previous mRNA degradation studies used transcriptional 

inhibitors such as actinomycin-D and DRB [109], [110] to track transcribed RNAs. However, 

such global transcription arrest approaches are invasive to the cell. In addition, these inhibitors 

have been found to alter the stability of certain mRNAs [109]. While metabolic labeling methods 

such as 5-Ethynylurdine or 5-Bromo-Uridine can provide an alternative to transcription arrests, 

they have been found to be toxic over prolonged usage [109]. Thus, previous RNA degradation 

studies relied on short metabolic labeling pulsing and indirectly deriving degradation rates from 

the transcription rates. By contrast, the uridine derivative 4sU can effectively enter the cell and is 

tolerable for prolonged periods, thus allowing us to directly capture mRNA degradation rates 

[110], [111].  

This chapter establishes a method using the 4sU metabolic labeling technology to study 

mRNA degradation and the impact alternative splicing may have on mRNA stability. We 

explored the relationship between mRNA stability and sequence length and how the splicing of 
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certain exons can impact that relationship. Additionally, we investigated the relationship between 

exon sequence and length conservation with RNA stability. 

Results 

Experimental design to determine mRNA degradation rates 

To obtain transcriptome-wide mRNA half-lives we designed a pulse-chase experiment using the 

uridine analog 4-thiouridine (4sU) to metabolically label nascent RNA (Figure 3.1a). HepG2 

cells were pulsed for 24 hours in media spiked with 40 µM 4sU. This pulse period took place 

over 24 hours to reach steady-state levels of 4sU labeled mRNAs transcriptome wide. After the 

pulsing period the 4sU media was replaced with fresh cell media lacking 4sU to initiate chase 

conditions. Total RNA was extracted at time points 0hr, 1hr, 3hr, 6hr, 9hr, 12hr, 18hr, and 24hr 

after the addition of the fresh media. The labeled RNA was then isolated via thiol-specific 

biotinylation and a streptavidin column pulldown. The 4sU labeled RNA was used to create a 

poly-(A) selected cDNA library for sequencing. Each timepoint was spiked with an equal 

amount of an in vitro transcribed 4sU labeled Yeast Act1 mRNA prior to performing the 

pulldown to control for pulldown efficiencies and to permit normalization of the sequencing 

data. The sequencing data for each time point was aligned to genes or exons and the resulting 

counts were normalized to the spike-ins (Figure 3.1a). The time dependent series of read counts 

was used to create a degradation profile based on first-order decay kinetics according to [mRNA] 

= [mRNA]0-e
(kt), where [mRNA]0 is the initial abundance of the mRNA and k is the observed 

rate of mRNA degradation. Corresponding half-lives were calculated using t1/2=ln(2)/k (Figure 

3.1b). 
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Figure 3.1 Experimental Design.  

(a) 4sU pulse chase experimental design. (b) First-order decay profile and equation to derive 

mRNA degradation rates. 
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Gene and Exon Half-lives in HEPG2 Cells 

The sequencing data was separately aligned to the canonical gene sequence and to all 

known exon sequences. This allowed us to obtain the canonical gene degradation rate and the 

degradation rate of every expressed exon. The derived gene and exon degradation rates were 

passed through a filter only keeping rates whose 1-hour timepoint has at least ≥ 50 normalized 

counts and a time series regression fit of R squared value ≥ 0.60. Using these filters, 20,443 gene 

degradation profiles were captured. 65% of the genes captured are protein coding, 20% are long 

non-coding RNAs, and the remaining 15% are made up of other non-coding RNA. Our focus 

was on protein coding and long noncoding RNAs, which make up 17,404 gene degradation 

profiles. The average half-life of the mRNAs captured is 4.16 hours. Using the same filters, the 

exon analysis resulted in the capture of 264,963 exon half-lives with an average exon half-life of 

4.21 hours. These observations correspond well with the estimated half-life range from recent 

studies using a similar technique [112] (Figure 3.2a).  

We first asked if there is a difference in mRNA stability based on GENCODE transcript 

type classification [113]. The transcript types captured in the gene degradation profile include 

protein coding, non-sense mediated decay (NMD), long non-coding RNA (lncRNA), processed 

transcripts (unclassified transcripts that do not contain an ORF), and retained introns (Figure 

3.2b). As expected, the NMD transcript degradation profile displayed a slightly lower, yet 

significant, mRNA mean half-life. The same is also true for lncRNAs when compared to protein 

coding RNAs.  

To evaluate the difference between fast- and slow-degrading mRNAs, the data of all 

expressed genes and all expressed exons independent of transcript type was parsed into 5 equally 

weighted bins based on gene or exon half-lives. The bin boundaries are shown as black lines in 
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Figure 3.2 Relationship between sequence length and mRNA half-life.  

(a) Gene and exon half-life histogram. The black bars represent population-weighted bins for 

downstream analyses. (b) Mean gene half-life compared across different RNA transcript types. 

(c) Bar plot analysis correlating gene length across 5 different gene half-life bins. (d) Bar plot 

analysis correlating exon length across 5 different exon half-life bins. (e) Bar plot analysis 

correlating exon half-life with exon positions. (d) Bar plot analysis correlating exon length with 

exon positions. (****P ≤ 0.0001 & *P≤0.01) 
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Figure 3.2a. Bin 1 consists of the fastest decaying genes or exons and subsequent bins are 

progressively more stable. Using this bin data, we assessed the relationship between mRNA 

length and mRNA half-life. We found a positive correlation between gene length and mRNA 

half-life. Fast decaying RNAs are characterized by a smaller gene length (Figure 3.2c). This is 

surprising as a previous study has implied a negative correlation between mRNA length and 

mRNA half-life [114]. Next, we evaluated the relationship between exon half-life and exon 

length. As was seen for the gene analysis, a positive correlation between the average exon length 

and exon half-life is observed (Figure 3.2d).  

Published literature suggests that mRNA degradation occurs primarily 5′ to 3′ via XRN 

exoribonucleases [69]. Interestingly, our analysis shows that the first exon position is on average 

less stable when compared to the internal and last exon positions (Figure 3.2e). The last exon is 

also significantly longer than the first exon (Figure 3.2f). Together, these results support the 

notion that longer exons and transcripts are more stable.  

The first and last exons define the 5′ and 3′ UTR. These untranslated regions have been shown to 

provide binding sites for trans-acting factors involved in regulating mRNA stability [115]. To 

determine the relationship between exon length and exon half-life for each exon type, we 

performed a binning analysis of the first, internal, and terminal exons (Figure 3.3). The half-lives 

of first and last exons are more impacted by exon length than internal exons, displaying a strong 

positive relationship between exon length and exon half-life (Figure 3.3a, b, e &f). Internal exons 

do not display a meaningful correlation between exon length and exon half-life (Figure 3.3c-d). 

These results demonstrate that the length of the 5′ and 3′ UTR is important in mediating mRNA 

half-life.  
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Figure 3.3 The influence of exon length for terminal exons half-lives.  

(a) Bar plot analysis correlating exon length with binned first exon half-lives. (b) Means 

scatterplot of binned first exon half-lives as a function of exon length. (c) Bar plot analysis 

correlating exon length with binned internal exon half-lives. (d) Means scatterplot of binned 

internal exon half-lives as a function of exon length. (c) Bar plot analysis correlating exon length 

with binned terminal exon half-lives. (d) Means scatterplot of binned terminal exon half-lives as 

a function of exon length. (****P ≤ 0.0001 & not significant) 
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Outlier Exons Tend to be Larger in Size 

Alternative splicing is critical for proper gene expression. Previous transcriptome-wide studies in 

lower eukaryotes have highlighted the influence of alternative splicing on mRNA stability, 

which has yet to be explored in mammalian cells [108]. One approach to evaluate the impact of 

alternative splicing on mRNA stability is to identify exons that display significantly different 

stability kinetics when compared to the rest of the exons within a gene. Combining the data from 

the gene alignment and exon alignment allowed us to identify outlier exons by comparing the 

canonical gene degradation half-life to each individual exon half-life. An exon was defined as an 

outlier exon if the exon half-life deviates two standard deviations from its overall gene half-life. 

Exons within the two standard deviation range were considered standard exons. Of the 264,790 

exons captured we identified 22,084 outlier exons. While there is no significant difference in 

average half-life between the outlier exons and the standard exons (Figure 3.4b), their half-life is 

more widely distributed when compared to the standard exon’s half-lives (Figure 3.4a, b). A 

comparison of exon length revealed that the outlier exons are significantly larger in size than 

standard exons (Figure 3.4c). To further investigate the size difference in outlier exons, we 

parsed both exon datasets into more or less stable outlier exons when compared to its 

corresponding gene half-life (Figure 3.5a). Interestingly, outlier exons are typically larger in size 

then standard exons regardless of whether they have a faster or slower half-life (Figure 3.5b and 

Table 3.1), although more strikingly so for the more stable outlier exons. 57% of the outlier 

exons are of the more stable type, whereas 43% are of the less stable outlier type. This data 

suggests that the longer an exon is, the more likely it is to be an outlier exon at both ends of exon 

stability. 
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Figure 3.4 Comparison between standard and outlier exons.  

(a) Standard and outlier exon half-life histogram. (b) Bar plot analysis correlating standard and 

outlier exons with half-lives. (c) Bar plot analysis correlating standard and outlier exons with 

exon length. (****P ≤ 0.0001). 
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Figure 3.5 Half-life distribution of standard, more stable outlier exons, and less stable 

outlier exons. 

(a) Exon half-life histogram. (b) Exon length histogram 
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Exon Type 

Average Half-life 

(Hours) Exon Length (nts) 

Standard Exon  4.21 403.76 

Less stable Outlier 

Exons 3.18**** 421.33**** 

More stable 

Outlier Exons 5.07**** 1101.86**** 

 

Table 3.1 Outlier exons are larger in size when compared to standard exons regardless of 

outlier stability.  

Mean exon half-life and mean exon length analysis. T-test was preformed against standard exon 

half-life and length (**** P ≤ 0.0001) 
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Most efforts aimed at identifying regulatory elements affecting mRNA stability have 

focused on 3′ UTR sequence features and the length of an mRNA [50], [83], [116]. We therefore 

compared the exon half-life difference between standard and outlier exons based on exon type 

(first, internal, last). This analysis demonstrated that the average length of outlier exons is 

significantly higher than that of standard exon for every exon type (Table 3.2). We conclude that 

outlier exons are generally longer in length than standard exons.  

Isoform Analysis 

The outlier exon analysis provided some insight into the role alternative splicing plays in 

mRNA stability. A complementary analysis is an mRNA isoform quantification of the 4sU 

HepG2 dataset. This allows us to determine which mRNA isoforms are most prevalent and what 

sequence features may play a role in their stability. We used SALMON as a computational tool 

to investigate mRNA isoforms. SALMON is a fast aligner designed for full-length isoform 

quantification from bulk mRNA sequencing. Keeping the same cutoff parameters used for the 

gene and exon count, we computed the degradation profiles for 39,834 putative mRNA isoforms. 

Using the canonical gene degradation profiles as reference we identified 18,835 mRNA isoforms 

that display half-lives that fall 2 standard deviations from the gene degradation half-life (Figure 

3.6a). The outlier isoforms are characterized by a significantly lower half-life then that of a 

standard isoform (Figure 3.6a, c). In addition, the outlier isoforms have a significantly lower 

transcript length then that of the standard isoforms (Figure 3.6b). To further investigate the 

relationship between the standard isoforms and outlier isoforms, the isoform dataset was binned 

into less or more stable isoforms relative to the overall gene degradation profile. A comparison  
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Table 3.2 Outlier exons are larger in size when compared to standard exons.  

Mean positional exon half-life and mean positional exon length analysis. T-test was preformed 

against standard positional exon half-life and length (**** P ≤ 0.0001) 

 

 

 

 

 

Exon Type 

Average Half-

life (Hours) 

Exon Length 

(nts) 

Standard First Exons 4.00 295.26 

Less stable Outlier First 

Exons 3.24**** 326.98**** 

More stable Outlier First 

Exons 4.80**** 575.79**** 

      

Standard Internal Exons 4.31 190.81 

Less stable Outlier 

Internal Exons 3.11**** 243.66**** 

More stable Outlier 

Internal Exons 5.25**** 267.29**** 

      

Standard Terminal 

Exons 3.98 307.61 

Less stable Outlier 

Terminal Exons 3.16**** 738.98**** 

More stable Outlier 

Terminal Exons 5.09**** 1598.76**** 
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of the standard isoforms vs, the less stable outlier isoforms with isoform length displayed a 

positive relationship (Figure 3.6d). Additionally, the more stable isoform dataset displayed a 

negative relationship between the isoform half-life and isoform length (Figure 3.6d). In 

agreement with the observations made above, faster degrading isoforms tend to display a smaller 

sequence length. 

Evolutionarily Younger Exons Tend to be Outlier Exons 

Previous studies have demonstrated the importance of exon shuffling, the formation of 

new exons, and alternative splicing [66], [117]. One such study developed an exon size 

conservation database using 76 vertebrate sequence alignments [66]. We combined our exon 

degradation dataset with the exon size conservation database to investigate how sequence 

conservation (phyloP) impacts mRNA stability. The phyloP scores in the exon size database 

allowed us to assign a sequence conservation score, with phyloP values >3 indicating high exon 

sequence conservation [66]. The “Ultra-In” score defines exon size conservation across all 

species tested. As such, an “Ultra-In” score <10 indicates low exon length conservation, a score 

between 10 – 40 represents moderate exon length conservation, and a score of >40 represents 

high exon length conservation. The more stable exon bin (4.75-24 hours) displays a significantly 

higher phyloP  and Ultra-In score when compared to less stable exon bin (0-3.25 hours) (Figure 

3.7a&b).These results suggests that the more stable exons tend to have high sequence 

conservation, a feature common to housekeeping genes [118].  

Next, we carried out the conservation analysis for outlier exons. Outlier exons are 

characterized by significantly lower phyloP score and exon size conservation scores when 

compared to standard exons. However, the exon size conservation score is considered high for 

both groups as defined in Movassat et al. [66] (Figure 3.7c&d). This trend is also observed when  
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Figure 3.6 Correlation between mRNA isoforms and RNA length.  

(a) Standard isoform and outlier isoform half-life histogram. (b) Boxplot analysis correlating 

standard and outlier isoforms with transcript length. (c) Boxplot analysis correlating standard and 

outlier isoform with half-life. (d) Boxplot analysis correlating standard, less stable outlier, and 

more stable outlier isoforms with transcript length. (e) Boxplot analysis correlating standard, less 

stable outlier, and more stable outlier isoforms with transcript half-life. (**** P ≤ 0.0001, *** P≤ 

0.001) 
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Figure 3.7 Correlation between exon degradation kinetics and sequence conservation.  

(a) Bar plot analysis correlating PhyloP across 5 different exon half-life bins. (b) Bar plot 

analysis correlating exon size conservation (Ultra-in) across 5 different exon half-life bins vs. (c) 

Bar plot analysis correlating PhyloP across standard exon and outlier exons. (d) Bar plot analysis 

correlating exon size conservation (Ultra-in) across standard exon and outlier exons. (e) Bar plot 

analysis correlating PhyloP across standard, less stable outlier, and more stable outlier exons. (f) 

Bar plot analysis correlating exon size conservation (Ultra-in) across standard, less stable outlier, 

and more stable outlier exons. (**** P ≤ 0.0001) 
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the outlier exons are parsed into less or more stable exons. (Figure 3.7e&f) Using the arguments 

presented in Movassat et al. 2019 [66], these results suggest that exon half-life outliers tend to 

consist of evolutionarily younger exons.  

Discussion 

Investigating gene expression through a dynamic lens is crucial to better understand the 

mechanisms of gene regulation. To accomplish this, gene expression programs need to be 

studied from RNA synthesis to RNA degradation. Our lab has established a protocol and 

conducted experiments to study pre-mRNA synthesis and intron removal rates (Garibaldi et al. 

unpublished). This chapter has focused on establishing a method using pulse chase metabolic 

labeling (4sU) to investigate mRNA degradation/stability. A 24-hour 4sU pulse was established 

with the expectation of reaching steady levels of 4sU-labeled RNA expression to directly capture 

mRNA degradation rates after 4sU withdrawal. We were able to derive half-lives for canonical 

gene, exon half-lives, and mRNA isoform half-lives. Our findings demonstrated a positive 

relationship between gene length and mRNA half-life. Furthermore, our exon half-life analysis 

suggests outlier exons at both extremes of stability tend to have longer exon lengths compared to 

standard exons. This trend of longer length leads to an outlier half-life is also observed in the 

isoform analysis. Lastly, we demonstrated the outlier exons have characteristics of being 

evolutionarily younger exons when compared to standard exons.  

The gene half-life dataset demonstrated that lncRNAs and NMD transcripts are 

characterized by a lower mean half-life. This agrees with the findings of published studies 

focusing on lncRNA stability[119]. Unlike our results, a previous study suggested a negative 

correlation between mRNA length and RNA stability [114]. This discrepancy may be the 

consequence of the different assays used to derive RNA half-lives. While the previous datasets 
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were derived by following mRNA disappearance after general transcription inhibition, our 4sU 

approach did not manipulate cellular homeostasis as strongly.  

It is known that the 5′ and 3′ untranslated regions harbor binding sites for trans-acting 

factors that can play critical roles in mediating RNA stability [120]–[122]. This led us to analyze 

the exon half-life data to identify differences in observed half-lives based on exon position (first, 

internal, or last). Interestingly, first exons display a lower half-life when compared to the internal 

and terminal exons, perhaps a reflection of major mRNA degradation pathways that moves 5’ to 

3’. Our exon type results are consistent with previously published observations [69]. Clearly, the 

exon positional analysis highlighted the importance of the 5′ & 3′ UTR length in determining the 

half-life of an RNA. Importantly, our observations lend further support to the notion that longer 

UTRs provide more binding sites for destabilizing or stabilizing mRNA factors.  

With our analysis, we introduced the ability to analyze an mRNA’s half-life through an 

exonic point of view. We were able to identify outlier exons whose half-life differs from their 

respective canonical gene half-life. Once again, we observed a positive relationship between 

RNA half-life and exon length. Interestingly, the comparison between standard exons and the 

less or more stable outlier exons revealed that outlier exons are always longer. (Table 3.1). This 

correlation applies even when the exon data was parsed based on exon position. It has been 

proposed that the UTRs house landing hubs for RNA-binding proteins (RBPs) and microRNAs 

[123]. RBPs have been shown to affect alternative splicing and mRNA stability. In light of this, 

it is reasonable to speculate that larger UTRs create more potential binding sites, thus leading to 

outlier exons and consequently outlier isoforms. Keeping within the realm of alternative splicing, 

some trans-acting factors have been known to act in their capacity as a splicing factor and as a 

de/stabilizing RBP [19], [20], [21]. Both roles can impact mRNA stability directly and indirectly 
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[125]. It is also worth stating the optimal exon length for efficient splicing is proposed to be 

between 50 and 250 nts [53], [56], [66]. In addition to lower expression levels relative to 

standard exons, the outlier exons tend to fall outside this optimal exon length range.  

Creating isoform datasets from small RNA-seq is a novel approach to study the 

relationship between mRNA processing and mRNA stability. The SALMON tool used in our 

study is a bioinformatic tool with its limitations as it is considered an indirect route of calculating 

isoform counts[127]. An alternative and more direct route would be to perform a long read direct 

sequencing of the mRNA isoforms present [128]. This would provide the most accurate isoform 

profiling. 

To determine the impact of sequence conservation and length conservation we combined 

our exon data with our previously published exon size database [66]. Our analysis showed that 

the more stable exons have a more conserved length and sequence relative to the faster degrading 

exons (Figure 3.7a&b). These are features that are common to housekeeping genes. 

Housekeeping genes have been known to show very strict conservation in the evolutionary 

process [118].  We also demonstrated the exon outliers having a significantly lower sequence 

and length conservation when compared to the standard exons. This suggests the outlier exons 

are younger exons. One question that would be interesting to explore is if the emergence of these 

younger outlier exons contributed to the development of a more stable dynamic transcriptome in 

mammals. This could be explored by carrying out a similar exon half-life analysis across all 

eukaryotes along with a size and sequence conservation analysis.  

There are many mRNA stability determinants that have been identified in mammalian 

cells. In recent years several papers described mechanisms of regulating mRNA levels through 

the control of degradation. One such example is codon optimality-mediated mRNA degradation 
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through translational elongation in mammalian cells [72], [129]. Other regulatory mechanisms 

take advantage of altered RNA modifications which impact mRNA structure as to elicit changes 

in mRNA stability [130]. Known for several years is the importance of the 3′ poly(A)-tail for 

effective translation efficiency, ultimately impacting RNA stability [131]. It is important to 

uncover additional mechanistic facets regulating mRNA stability, as this knowledge can be the 

key to developing new therapeutics. While it is exciting to learn more about mRNA stability, 

many of the determinants controlling this important step in gene expression have yet to be 

confirmed in human cells. Our 4sU pulse chase approach would be best suited to explore 

expression program differences between a wild-type cell and an impaired cell line or a stem cell 

vs fully differentiated cell. Coupled with direct mRNA long read technologies metabolic labeling 

would allow to specifically and directly explore the relationship between alternative splicing and 

mRNA isoform stability. The mRNA long-read technology would provide not only reliable 

isoform quantification but also unique mRNA modification information. The resulting data 

coupled with ENCODE’s functional map of human RNA-binding proteins could open a world of 

possibilities for identifying stabilizing and destabilizing RBPs to be explored [132].  

Materials and Methods 

Cell Culture and 4sU Metabolic Labeling 

HepG2 cells were grown in High Glucose DMEM (HyClone, SH30022.01) with 10% 

FBS at 37°C in 5% C02 in a 15cm dish. For labeling of mRNA, cultured cells at 50% confluence 

were treated with 40 μM 4sU for 24 hours. After a 24-hour pulse period the cells were washed 

with PBS and the cell media was replaced with 20mM Uridine new DMEM media. Time points 

were collected at 0,1,3,6,9,12, and 24hrs after the 4sU pulse period. The cells from the 

timepoints were resuspended in TRIzol reagent, flash frozen, and stored overnight at −80°C. Cell 
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lysates were chloroform extracted once, and total RNA was extracted following RNA 

precipitation as described in Garibaldi et al. 2017 [133].   

Purification of 4sU-Labeled RNA 

Biotinylation and 4sU-RNA enrichment with HPDP-biotin were carried out based on 

protocols adapted from Garibaldi et al. (2017) using 80 ug total RNA. A 4sU Act Yeast mRNA 

spike in was introduced to each RNA timepoint at the same concentration prior to the 

streptavidin pull down. This 4sU Yeast spike-in was used for a pull-down efficiency 

normalization.  

4sU-Seq Library Preparation and Sequencing 

1 ul of 1:100 dilution of ERCC spike-in was added to each 4sU enriched sample prior to 

library preparation. cDNA libraries were prepared with a polyA selection using Illumina TruSeq 

mRNA standard protocol. 100 bp paired-end reads were sequenced on the Illumina HiSeq 4000 

platform. The samples were run on two lanes with each time point producing between                          

~ 40,000,000 to 104,000,000 uniquely mapped reads.  

Bioinformatic Analysis 

Reads were aligned with STAR aligner using the 2-pass mode, to a customized UCSC 

annotation known canonical genes GENCODE v39. Another alignment was done using 

GENCODE’s v39 annotation file with all known exons to generate the exon dataset. The 

consequent read count table was normalized to the 4sU Act Yeast spike in, in such a way where 

the spike-in was equally represented in all timepoints. Only genes or exons with a minimal count 

of ≥ 50 normalized counts in the 1-hour time point were used. The time dependent series of read 

counts was used to create a degradation profile based on first-order decay kinetics according to 
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[mRNA] = [mRNA]0e
(-kt), where [mRNA]0 is the initial abundance of the mRNA and k is the 

observed rate of mRNA degradation. Corresponding half-lives were calculated using t1/2=ln(2)/k. 

A regression analysis was performed and only those timeseries with a R squared value ≥ 0.60 

were used. R scripts and excel were used to analyze data and combine the HepG2 degradation 

data with the exon size database. Prism was used to carry out statistical tests and to illustrate 

figures.  
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CHAPTER 4 

Nutritional Control of Splicing Fidelity Contributes to Methionine Dependent 

Proliferation Defects in Cancer Cells 

Summary 

Many cancer cells depend on exogenous methionine for proliferation, whereas non-

tumorigenic cells can divide in media supplemented with the metabolic precursor homocysteine. 

This phenomenon is known as methionine dependence of cancer, or the “Hoffman effect.” The 

underlying mechanisms for this cancer-specific metabolic addiction are unknown. Using a 

splicing analysis of the methionine-dependent triple negative breast cell line MB468 and its 

revertant methionine-independent R8 cell line, we find that methionine dependence is associated 

with severe dysregulation of pre-mRNA splicing. When cultured in homocysteine medium, 

cancer cells failed to efficiently methylate the spliceosomal snRNP component SmD1, which 

resulted in reduced binding to the Survival-of-Motor-Neuron (SMN) protein leading to aberrant 

splicing. These effects were specific to cancer cells as neither Sm protein methylation nor 

splicing fidelity was affected when non-tumorigenic cells were cultured in homocysteine 

medium. Sm protein methylation is catalyzed by Protein Arginine Methyl Transferase 5 

(PRMT5) and reducing methionine concentrations in the culture medium sensitized cancer cells 

to PRMT5 inhibition. These results mechanistically connect splicing fidelity to nutrient 

availability in cancer cells. 
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Introduction 

Recent research suggests that the reprogramming of cellular metabolism is a hallmark of cancer 

[85]. Cancer metabolic reprogramming is seen as a selected feature for the promotion of 

tumorigenesis. The most common and best studied example of this energy reprogramming in 

cancer is the “Warburg effect,” which describes the increased use of inefficient glycolysis for 

ATP production despite being in the presence of an aerobic environment [84], [85]. Thus, cancer 

cells require an increased glucose uptake. A less studied cancer-specific metabolic 

reprogramming is the phenomenon known as the “Hoffman effect,” which describes the 

dependency of cancer cells on exogenous methionine for cellular proliferation. It was first 

reported in 1959 when tumor-ridden rats were fed a methionine restricted diet. The altered diet 

greatly impacted tumor growth [134]. Methionine-dependence has been observed repeatedly in 

many different cancer types [86].Methionine-addicted cancer cells can only grow in the presence 

of exogenous methionine, but not with the introduction of its precursor homocysteine. 

Importantly, normal cells can easily adjust and proliferate under methionine-depleted (MET-) 

and homocysteine-supplemented (HCY+) media. Previous research focusing on uncovering the 

mechanism behind the Hoffman effect revealed that the supplementation of exogenous s-

adenosyl methionine (SAM) in MET- HCY+ media restored the proliferation of methionine-

dependent cells [90]. In the cell, SAM is the primary methyl donor and metabolite of methionine. 

These observations suggested that cancer cells have a reduced capacity to generate SAM and 

highlighted the importance of SAM concentrations for cellular growth. Borrego et al 

demonstrated that the replacement of methionine with homocysteine resulted in a rewiring of 

metabolic pathways, with homocysteine being redirected towards glutathione rather than 

methionine synthesis [89]. This ultimately results in a lower SAM/SAH (S-
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adenosylmethionine/S-adenosylhomocysteine) ratio, a proposed indicator for the cellular 

methylation potential. As a metabolite of SAM, SAH is a competitive inhibitor of SAM-binding 

methyltransferases. The SAM concentration also plays a major role in epigenetic regulation, 

nucleotide biosynthesis, and membrane lipid homeostasis [135]. While the methionine cycle 

itself is directly tied to cancer cell proliferation, it is also connected to several pathways vital for 

cell proliferation [135], [136]. However, the mechanisms responsible for cell arrest and, 

ultimately, cell death when cancer cells are starved of methionine are not well understood. 

Protein arginine methyltransferases (PRMTs) act as writers of arginine methylation in 

histones and non-histone proteins by transferring methyl groups from SAM to a guanidine 

nitrogen of protein arginine. This reaction results in the methylarginine and SAH [91]. Several 

papers have presented evidence connecting the activities of PRMTs to the regulation of RNA 

splicing and, consequently, linking proper methylation of splicing factors to correct RNA 

splicing [80]. Other work has shown that aberrant RNA splicing is linked to the development of 

cancer [78]. The RNA splicing/cancer connection is so prevalent that it is argued to be a 

hallmark of cancer [73], [74], [78]. For example, a study of ~9000 cancer patients representing 

32 different tumor types revealed many cancer-specific alterations in alternative splicing [81]. 

Often, these cancer-specific mis-splicing events are associated with mutations/alterations in 

RNA splicing factors[137].  

In this chapter we use a methionine-dependent cell line MDA-MB-468 (MB468) along 

with its methionine-independent clone MDA-MB-468res-R8 (R8) to study gene expression 

differences in the context of methionine dependency in cancer cells. We analyze a time course 

experiment of MB468 or R8 cells incubated in methionine-depleted medium to explore whether 

differential gene expression provides novel insights into the biological processes involved in 
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methionine dependency. We also explored the potential connection between methionine stress in 

cancer and pre-mRNA splicing dysregulation. Our splicing analysis highlighted the importance 

of methionine availability for favorable splicing activity to support cancer cell growth. We show 

that the failed methylation of the splicing factor SmD1, and subsequent splicing dysregulation in 

methionine-depleted conditions, was unique to cancer cells. Our results also highlight the 

importance of PRMT5 function in the methylation of splicing factor SmD1 at methionine-

depleted conditions. This work provides a first link between the Hoffman effect and RNA 

splicing as a cellular pathway that contributes to cancer cell proliferation.  

Results 

Expression profile changes in response to methionine stress 

 Our collaborator, the Kaiser lab at the University of California Irvine, has previously 

developed a method to derive methionine-independent clones from a methionine-dependent cell 

line. They achieved this using a methionine-dependent triple-negative breast cancer cell line, 

MDA-MB-468, to develop MDA-MB-468res-R8 [89], [138] (Figure 4.1A). Using these cell 

lines the Kaiser lab performed a time course experiment over 12 hours in MET– HCY+ medium, 

carried out in triplicates, to examine and identify molecular characteristics that may be associated 

with methionine dependency of cancer cells. The time course experiment started with 

transferring MB468 cells and R8 cells from MET+ medium to MET- HCY+ medium, followed 

up by capturing timepoints at 30 and 720 mins into methionine depletion. These time points 

allow us to evaluate any initial transcriptional changes (30 min) after the cell lines were 

introduced to the MET- environment or steady-state expression changes due to prolonged 

methionine starvation (720 min). Cells were harvested at each time point and RNA-seq was 

carried out from total RNA.   
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Figure 4.1 Methionine-dependent cells (MB468) experience the highest impact of 

methionine stress at 720 min in MET- HCY+ medium.  

(a) MB468 and R8 cells were cultured in MET+ or MET- HCY+ medium for 6 days and cell 

proliferation was measured. (b) A principal component analysis plot indicates MB468 and R8 

cells lines have distinct expression profiles but respond in a similar way to methionine stress. (c) 

Volcano plots of differential expression analysis of MB468 0min vs 30 or 720 min into 

methionine stress medium conditions. The highest-level differential expression is seen at the 720 

min timepoint. (d) Volcano plots of differential expression analysis of R8 0min vs 30 or 720 min 

into methionine stress medium conditions. MB468 experiences the most gene differential 

expression. (e) Ven diagrams illustrating common differentially expressed genes across cell lines 

at the same time point into methionine stress. (f) Ven diagrams illustrating common differentially 

expressed genes within cell lines at different time points into methionine stress. MB468 720 min 

into MET- HCY+ medium results in the highest number of unique differentially expressed genes. 

(g) Bar plot displaying GO analysis of differentially expressed genes in MB468 720 min after 

methionine withdrawal. 
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A principal component analysis (PCA) demonstrated little to no variability between the 

replicates (Figure 4.1b) and only minor differences in gene expression between the 0 and 30 min 

timepoints. A more drastic change in gene expression is observed at the 720 min timepoint, as is 

highlighted by volcano plots (Fig 4.1c, d). After 30 mins into methionine starvation 285 genes 

change expression in MB468 cells. After 720 min this number increases to 1667 differential 

expressed genes (Figure 4.1c). A similar trend is seen for the methionine independent R8 cell 

line, however, to a lesser extent with 324 differential expressed genes at the 30 min timepoint 

and 806 genes at the 720 min timepoint (Figure 4.1d). A gene overlap analysis was carried out to 

identify genes that change expression upon MET- HCY+ medium shift in both cell lines (Figure 

4.1e&f). The initial comparison of 0 vs 30mins post methionine withdrawal displayed the highest 

relative frequency of gene overlap between the two cell lines (Figure 4.1e). Gene ontology of 

differentially expressed genes in the two cell lines did not reveal any distinct biological processes 

responsible for the difference in metabolic needs at the early 30 min timepoint. When analyzing 

the late timepoint, gene ontology analyses linked uniquely differentially expressed genes in 

MB468 to fatty acid biosynthetic processes (Figure 4.1g). This is consistent with a system-wide 

lipid profiling study that associated changes in lipid metabolism to ER stress and the Hoffman 

effect [138]. At late time points of methionine withdrawal, the overlap between MB468 and R8 

differential expressed genes is relatively small (20%). These results demonstrate that methionine 

dependent MB468’s gene expression is more impacted by exogenous methionine availability, 

with 1667 differential expressed genes, of which 80% are uniquely expressed.  

Methionine stress impacts splicing fidelity in cancer cells  

The differential gene expression analysis did provide insights into the biological processes that 

are impacted by methionine stress. However, no obvious link to cell proliferation and, ultimately, 
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a molecular mechanism to methionine dependency was identified. A literature review revealed 

the importance of protein arginine methyltransferases in splicing, more specifically the 

methylation of spliceosome proteins by PRMT5 and PRMT7 [91]. For example,PRMT5 

inhibition has been shown to disrupt splicing and stemness in glioblastoma [139]. Given that 

PRMTs use SAM to carry out protein methylation, we explored whether methionine dependency 

of cancer cells is linked to changes in pre-mRNA splicing.  

 To determine if the shift from MET+ to MET- HCY+ media resulted in alternative 

splicing we performed an rMATs analysis of the methionine depletion time course. rMATs is a 

computational tool designed to detect differential alternative splicing events from bulk RNA-seq 

data. Given that the largest number of differentially expressed genes in both cell lines occurred 

720 min into methionine depletion, our splicing analysis focused only on differences between the 

0 and 720 min timepoints (for nomenclature referred to as the ‘MET-‘ analysis). The MET- 

analysis identified 2,429 AS events in MB468 cells and 1,069 AS events in R8 cells (Figure 

4.2a). Interestingly, alternative exon inclusion is the most common MB468 MET- AS event 

(1,616, FDR <0.05, inclusion level difference +-0.10), of which ~75% are associated with 

reduced exon inclusion (Figure 4.2b). These observations suggest that upon methionine stress the 

recognition of alternative exons is reduced in methionine-dependent cancer cells. The analogous 

analysis of methionine independent R8 cells identified 773 statistically significant exon inclusion 

events (Figure 4.2c). The R8 MET- analysis demonstrated that alternative exon inclusion is more 

evenly distributed between (58% exon skipping, 42% exon inclusion). To determine the splicing 

changes related to methionine dependency we compared splicing patterns between methionine-

dependent MB468 and methionine-independent R8 cells after prolonged methionine withdrawal. 

Consistent with the notion that the withdrawal of methionine leads to exon skipping, 60% of the 
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Figure 4.2 Methionine stress in MB468 impacts splicing fidelity. (a) A stacked bar graph 

displaying MDA-MB468 and R8 alternative splicing event distributions 12 hours into M-H+ 

medium shift. (b and c) Volcano plots displaying the difference in percent spliced in (PSI) of 

skipped exon events in MDA-MB468 (b) or R8 (c) cells upon methionine restriction. Blue 

indicates higher exon inclusion levels before methionine restriction. Red indicates higher 

inclusion levels after methionine restriction. (d) Volcano plot displaying PSI of skipped exon 

events in MDA-MB468 and R8 cells after 12 hours of methionine restriction.  
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 differential splicing events detected are characterized by higher exon skipping in MB468 when 

compared to R8 (Figure 4.2d).  

ShinyGO was used to perform a GO analysis to determine what biological process might 

be impacted by MB468 methionine dependence [140]. Genes characterized by exon skipping 

upon methionine withdrawal in MB468 fall into general categories of cell cycle, mitotic cell 

cycle, regulation of cell cycle, DNA repair, and positive regulation of DNA metabolic processes 

(Figure 4.3a). These terms indicate an association between pre-mRNA splicing changes and cell 

division. Interestingly, genes characterized by increased exon inclusion during methionine 

withdrawal are categorized into RNA splicing and regulation of RNA splicing processes (Figure 

4.3b). These observations suggest that alternative splicing of RNA processing-related factors 

mediate reduced inclusion of exons within cell cycle control genes, thereby inhibiting 

proliferation. 

If methionine dependence is a major driving force in splicing differences, it is likely that specific 

exons skipped in MB468 are retained at higher rates in R8 cells upon methionine stress. This is 

indeed the case. Figure 4.4a illustrates the inclusion level difference of two rMATS comparisons 

merged on top of each other based on shared differentially included exon events. The MET- 

analysis for MB468 (‘MB468 0 mins vs 720 mins’) and methionine withdrawal analysis across 

both cell lines (‘MB468 720 mins vs R8 720 mins’) displayed 645 shared differential exon 

splicing events. Interestingly, the same events that resulted in reduced exon inclusion in 

MB468’s MET- analysis resulted in increased exon retention in the methionine withdrawal 

across both cell lines (Figure 4.4a). The inverse correlation is also observed for exons that 

displayed increased exon inclusion levels in MB468 upon methionine removal. 
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Figure 4.3 Gene ontology analysis of alternatively spliced genes upon methionine stress in 

MB468 cells.  

(a) Significantly enriched biological processes of genes associated with increased exon skipping 

upon methionine withdrawal in MDA-MB468 cells. (b) Significantly enriched biological 

processes of genes associated with decreased exon skipping upon methionine withdrawal in 

MDA-MB468 cells. The numbers in the bars represent the number of genes hits in each 

category. The colors indicate statistical significance. 
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A gene ontology analysis of these overlap events focusing on increased skipped exons in MB468 

linked the affected genes to RNA processing (Figure 4.4c) while the overlap events focusing on 

increased exon retention were linked to cell cycle processes (Figure 4.4d). These results provide 

evidence to suggest that methionine stress in MB468 results in different mRNA isoform 

expression of genes that regulate pre-mRNA splicing and genes associated with cell division.  

 A complementary rMATs analysis was carried out analyzing intron retention events in 

MB468 upon methionine withdrawal, also highlighting genes associated with RNA processing, 

RNA splicing, and the regulation of RNA processing. These observations further support the 

notion that methionine stress leads to AS in genes involved in pre-mRNA splicing, potentially 

contributing to aberrant splicing antagonistic to cell proliferation. Remarkably, as was observed 

in the exon skipping analysis, splicing events with increased intron retention upon MB468 

methionine withdrawal overlapped with decreased intron retention events in the methionine 

withdrawal analysis across both cell lines. Thus, the same splicing events that result in increased 

intron retention post methionine withdrawal in MB468 cells are more efficient in methionine- 

independent R8 cells post methionine withdrawal. The inverse relationship is also observed with 

decreased intron retention events (Figure 4.4b). Gene ontology analyses of overlapping intron 

splicing events link associated genes with RNA splicing, as was seen in the exon splicing overlap 

analysis. Similar relationships were observed to a lesser extent in analyses carried out on 

overlapping alternative 5′ss, alternative 3′ss, and mutually exclusive splicing events.  The results 

from the overlap comparisons provide evidence that methionine dependency in cancer cells leads 

to pre-mRNA dysregulation, which may be detrimental for cell proliferation. 
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Figure 4.4 Inverse relationship between overlapping skipped exon and intron retention 

events in MB468 and R8 cells.  

(a) Each dot in the graph represents an overlapping exon inclusion or exclusion event, organized 

by the inclusion difference observed in the MET- analysis (MB468 0 min - MB468 720 min) in 

MB468 cells (red dots). The blue dots represent the difference observed in identical exon 

inclusion events when MB468 are compared with R8 cells after prolonged methionine 

withdrawal (MB468 720 min - R8 720 min). The y-axis displays the event inclusion level 

difference or. The x-axis displays an overlapping differential alternative splicing event. (b) Plot 

displaying overlapping alternatively retained intron events for the same datasets as described in 

(a). (c) Gene ontology analysis of overlapping alternative splicing events (a) that display 

increased exon skipping in MB468 post methionine withdrawal. (d) Gene ontology analysis of 

alternative splicing events (a) that display increased exon retention in MB468 post methionine 

withdrawal. The numbers displayed in the bar graphs represent the number of gene hits in each 

category. The colors indicate statistical significance.  
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Methionine-dependent cancer cells fail to efficiently methylate Sm proteins.  

The splicing analysis of methionine-dependent MB468 cells and methionine-independent 

R8 cells showed that the splicing fidelity is sensitive to changes in exogenous methionine supply. 

This sensitivity was more apparent in MB468 cells post methionine withdrawal (Figure 4.2a). 

Our collaborators have previously shown that a key aspect of the Hoffman effect is the stability 

of the cellular methylation potential during metabolic changes [89], [90]. The methylation 

potential is measured by the SAM/SAH ratio [86], [135]. Metabolomic profiling demonstrated a 

significant reduction in the SAM/SAH ratio in MB468 but not in R8 cells when presented with 

methionine withdrawal [89]. PRMT5 and PRMT7 play important roles in catalyzing arginine 

methylation of splicing factors [91], [139], [141]. To probe for changes in the symmetric 

dimethylarginine (SDMA) modification during methionine stress, the Kaiser lab used a PAN 

dimethyl-arginine antibody. Relatively few changes were observed in the dimethyl-arginine 

methylation patterns upon shifting cells into MET- HCY+ medium. However, one prominent 

band corresponding to the methylated form of the spliceosomal core component SmD1 

disappeared in methionine-dependent MB468, but not in methionine-independent R8 cells 

(Figure 4.5a). Overexpression by PRMT5 delayed the demethylation of SmD1in MB468 cells, 

consistent with SmD1 being a substrate of PRMT5 (Figure 4.5a) [141]. Dimethylation of SmD1 

catalyzed by PRMT5 increases SmD1 binding to the Survival of Motor Neuron (SMN) complex. 

The SMN complex functions as a facilitator of snRNP biogenesis by promoting interactions 

between Sm proteins, like SmD1, and the snRNAs [86]. Our collaborators therefore tested 

whether methionine stress in MB468 and R8 cells leads to decreased binding between SMN and 

SmD1 upon methionine stress. A SMN immunoprecipitation demonstrated decreased 

interactions between SMN and SmD1 in MB468 upon a shift to MET- HCY+ medium while 
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Figure 4.5 Methionine stress in MB468 cells leads to loss in SmD1 methylation and loss of 

splicing fidelity.  

(a) Western blot using anti-SDMA (symmetrical dimethylarginines) antibodies (left) in MB468, 

MB468 with PRMT5 overexpression, and R8 cell lysate post methionine depletion (M-) and 

homocysteine supplemented (H+) medium shift. (b) SMN immunoprecipitation of SmD1 in 

MB468, R8 in methionine supplemented (M+), and M- H+ media. The bar graph (right) 

represents quantification of SmD1 band intensities in MB468, R8 in M+, and M- H+ media 

(***P ≤ 0.001). (c) Luciferase splicing reporter scheme. Luc refers to the intronless luciferase 

reporter and Luc-I refers to the intron-containing reporter. (d) A bar graph displaying relative 

luciferase activity in different media conditions in cell lines defined by the x-axis.  
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methionine-independent R8 cells displayed a continued SMN SmD1 interaction despite the 

media shift (Figure 4.5b). These results provide further evidence that methionine stress impacts 

factors important for splicing fidelity.  

Methionine stress results in reduced splicing activity  

 To measure the effect of exogenous methionine on the general splicing activity the Kaiser 

lab used a luciferase splicing reporter (Figure 4.5c) [142]. Methionine-dependent cell lines 

(MB468 and HEK293T) and -independent cell lines (MDA-MB231 and PANC1) were shifted 

from MET+ HCY- to MET- HCY + medium and the splicing efficiency was monitored by 

luciferase production, normalized to the same cells expressing intronless luciferase. Upon 

methionine stress methionine-dependent cells displayed a significant reduction in completely 

spliced luciferase (Figure 4.5d) while the production of methionine remained unchanged for 

methionine-independent cells. These results suggest that in methionine-dependent cells the 

splicing activity is directly affected by the availability of exogenous methionine.  

Reduced methylation activity of PRMT5 contributes to methionine-dependence of cancer 

Our results link a cancer-specific requirement for exogenous methionine with the 

modulation of spliceosome activity through PRMT5-mediated methylation of SmD1. Whether 

this nutritional effect on splicing efficiency contributes to the Hoffman effect remains unclear. 

This is an important question as other metabolic effects that are closely associated with 

methionine dependence did not contribute to cell apoptosis seen in methionine-dependent cells 

[89], [138]. To test whether PRMT5 effects on cell proliferation defects associates with the 

Hoffman effect our collaborators used the PRMT5 inhibitor EPZ015666 [143].  

 



98 

 

 

 

 

 

 

 

 

 

 

  

 

Figure 4.6 Decreased methionine availability coupled with PRMT5 inhibition promotes cell 

death.  

(a) Relative number of viable MB468 cells upon treatment with increased PRMT5 inhibitor 

(EPZ015666) concentrations, coupled with variable concentrations of exogenous methionine. (b) 

Same as in (a) except the cell line R8 was used. (c) Cell proliferation assay in MB468 and 

MB468 overexpressing PRMT5 in MET+(M+) and MET- HCY+ (M-H+) media. (d) Alternative 

splicing event overlap between MB468 MET- analysis and an alternative splicing analysis of 

patient-derived glioblastoma cancer stem cell lines treated with PRMT5 inhibitor [139].  
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Synergistic effects of PRMT5 inhibition and the availability of exogenous methionine in 

methionine-dependent cells would strongly suggest a link between PRMT5 and the Hoffman 

effect. Interestingly, restricting exogenous methionine to 5 and 2.5µM sensitized MB468 cells to 

PRMT5 inhibition and ultimately led to cell proliferation defects (Figure 4.6a). By contrast, R8 

cells were largely unaffected by the decreasing concentration of exogenous methionine coupled 

with increasing concentration of PRMT5 inhibitor (Figure 4.6b). These results support the notion 

that nutrient-impaired methionine metabolism contributes to cell proliferation defects that cause 

methionine dependency. Overexpression of PRMT5 in MB468 cells initially suppressed the 

Hoffman effect proliferation defects (day 1 into the media shift, Figure 4.6c). However, cell 

proliferation in PRMT5-overexpressing cell could not be sustained, indicating that PRMT5 

overexpression is not sufficient to overcome the Hoffman effect (Figure 4.6c). The initial 

suppression of the Hoffman effect is consistent with the sustained SmD1 methylation seen in the 

overexpressed PRMT5 cells and SmD1/SMN co-immunoprecipitation results (Figure 4.5a), 

further highlighting the importance of splicing fidelity in the Hoffman effect. 

If decreased exogenous methionine concentration leads to higher sensitivity towards 

PRMT5 inhibition and cell proliferation defects, it is possible that the alternative splicing events 

triggered by methionine stress are the same alternative splicing events observed upon PRMT5 

inhibition. Taking advantage of a previously published RNA-seq dataset evaluating the splicing 

outcome of PRMT5 inhibition in a patient-derived glioblastoma cell culture system [139], we 

carried out a splicing event overlap analyses with our RNA-seq datasets (‘PRMT5 inhibition’ 

and ‘MB468 -MET’ analysis) [139]. Despite the differences in cell lines, growth conditions, and 

library generation, a statistically significant overlap of 69 events between the two datasets was 

observed (P value < 3.80E-33) (Figure 4.6d). This overlap is also seen in ‘PRMT5 inhibition’ 
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analysis and the methionine withdrawal analysis across both cell lines, with 64 overlapping 

events (P value < 9.60E-31). The highly significant alternative splicing event overlap between 

the datasets suggests that PRMT5 inhibition and methionine withdrawal impact the same gene 

pathways and splicing factors that promote cell proliferation defects.  

Discussion  

Methionine dependence of cancer has been known for over 40 years, yet the cellular pathways or 

molecular mechanisms by which cell proliferation defects occur under methionine stress have 

not been identified[86]. Metabolic profiling and metabolite supplementation experiments 

suggested that methionine-dependent cancer cells experience reduced methylation potential due 

to decreased SAM/SAH ratios when cultured in MET- HCY+ medium [89], [90]. Tracer 

experiments with labeled homocysteine revealed a redirect of homocysteine toward the 

transsulfuration pathway and away from the methionine cycle where SAM formation occurs 

[89]. This study also demonstrated that a reduction in SAM/SAH ratios correlated well with a 

cell’s methionine dependence while cells with continued growth in HCY+ medium maintained 

unchanged SAM/SAH levels [89]. Furthermore, SAM supplementation was shown to be enough 

to overcome methionine dependence in MET- HCY+ media [90]. These experiments suggest that 

the methionine dependence of cancer is caused by the dysregulation of cellular pathways that 

depend on efficient methylation steps. Our alternative splicing analysis revealed that the splicing 

fidelity is severely affected when methionine-dependent cancer cells are cultured in 

homocysteine medium, whereas methionine-independent cells maintain their faithful splicing 

pattern. Efficient spliceosome assembly, and more specifically snRNP biogenesis, depend on the 

methylation of Sm proteins. We found that unlike most other arginine methylation events, Sm 

methylation is hypersensitive to the relatively small reduction in SAM/SAH ratios that are 
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associated with the Hoffman effect. In agreement with the notion that the loss of Sm methylation 

reduces the efficiency of the splicing reaction, we observed reduced inclusion of alternative 

exons in methionine-dependent MB468 cells. This reduced splicing efficiency in methionine-

dependent cells was further demonstrated using a luciferase splicing reporter. Interestingly, 5′-

deoxy-5′-methylthioadenosine phosphorylase (MTAP), a critical enzyme in the methionine 

salvage pathway, is hemizygously co-deleted in 80-90% of cancer cells. MTAP leads to the 

regeneration of methionine by cleaving 5′-methylthioadenosine (MTA), a polyamine synthesis 

byproduct and a methyl transferase antagonist [144]. The loss of MTAP triggers a buildup of 

MTA, which has been shown to impact the ability of PRMT5 to carry out symmetric 

dimethylarginine (SDMA) methylation [144], as is characteristic for Sm methylation. However, 

there is no correlation between methionine dependence of cancer and the MTAP status [86], and 

MTAP deletion has no significant effect on intracellular SAM concentrations [144]. 

Nevertheless, MTAP deletion can indirectly affect the cellular methylation potential through its 

MTA inhibitor properties. MTAP deletion renders cancer cells vulnerable to PRMT5 inhibition 

by synergizing with genetic mutations or small molecule inhibitors [145]. Similarly, we 

demonstrated that methionine-dependent cells are hypersensitive to PRMT5 inhibition. Our 

results show that the PRMT5 inhibitor EPZ01566 in the context of decreasing exogenous 

methionine reduced MB468 growth and induced cell death. This sensitization to the PRMT5 

inhibitor was not observed for the methionine-independent cell line R8. The importance of 

PRMT5 in cancer proliferation was recently highlighted in a study that deciphered the 

methylome of PRMT4/5/7 and their influences on RNA splicing and cancer growth [10]. This 

study also demonstrated the importance of methylating hnRNPA1, a snRNP and splicing 
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regulator. Similarly, our study demonstrated the importance of PRMT5-driven SmD1 

methylation in snRNP biogenesis.  

Establishing a relationship between exogenous methionine starvation, splicing 

dysregulation, and defects in cancer cell proliferation is important to understand the mechanisms 

involved in the Hoffman effect. The mechanistic insights gained from such studies could also be 

exploited to formulate alternative cancer treatments. Current therapeutic approaches already 

utilize a low-methionine diet to improve the efficacy of chemotherapy. However, this 

relationship could be further exploited to develop a more targeted treatment. A recent study 

showed that the pharmacological inhibition of type 1 PRMTs led to the generation of splicing-

derived neoepitopes [146]. Because methionine stress can also induce drastic changes in splicing 

fidelity, it is possible that novel tumor neoantigens can arise from reduced methionine diets, thus 

potentially enhancing anti-tumor immunity. If so, methionine starvation might allow for a more 

targeted cancer treatment [146].  

Methods 

Bioinformatic Analysis 

Gene expression analysis was done following a similar bioinformatic pipeline to Borrego 2021 

et. al. [138]. Raw reads were aligned to a custom human genome, GRCh38/hg38, using the 

UCSC Genome Browser and the ERCC spikein sequences 

(http://tools.invitrogen.com/downloads/ ERCC92.fa) using HISAT2 and STAR alignment 

software[147], [148]. Number of reads mapped to each gene feature was quantified by 

featureCounts in the Rsubread package, and unwanted sample variation was determined by 

RUVSeq [149], [150]. Differential gene expression analysis was performed using DESeq2 [151]. 
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Pathway enrichment analysis was conducted using the Shiny GO Enrichment analysis tool [140]. 

PCA plots and venn diagrams were made using a custom R script. Alternative splicing analysis 

was carried out using rMATS [152]. Volcano plots were conducted using the R tool 

“EnhancedVolcano” (https://github.com/kevinblighe/EnhancedVolcano).  
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CHAPTER 5 

Perspectives 

Introduction  

The excision of introns followed by the ligation of exons in pre-mRNA, commonly 

referred to as pre-mRNA splicing, is a central feature of gene expression in all eukaryotes. This 

RNA processing event has been shown to be fundamental to organismal complexity 

characteristic for higher eukaryotes by promoting proteome expansion and by regulating gene 

expression [16].  This expansion by alternative splicing is highlighted through the human 

genome’s ability to express >90,000 different proteins from only ~25,000 protein-coding genes 

[3]. Therefore, splicing fidelity is important for cell proliferation, tissue identity, organ 

development and cellular homeostasis [16]. Additionally, many studies highlight the importance 

of alternative splicing in various diseases [153].  

Alternative splicing decisions are impacted by different modes of exon recognition  

The results from Chapter 2 highlight the importance of the intron and exon definition 

modes during splice site recognition. It has been shown repeatedly that splice site recognition is a 

combinatorial process influenced by many exon recognition determinants [9], [93].  These 

determinants include splice site strength, exonic and intronic splicing regulatory sequences, RNA 

secondary structures, pre-mRNA synthesis, and the exon/intron architecture. Chapter 2 focuses 

on exon/intron architecture and splice site strength and expands on previous landmark studies. 

One of these previous studies demonstrated that the proximity of competing splice sites across 

the intron dictates splice site usage, when exons are recognized by intron definition [94]. This 

established what the field refers to as the intronic-centric proximity rule. Chapter 2 provides 
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further evidence for the existence of exon definition and ultimately demonstrates that alternative 

splicing decisions are influenced by both modes of splice site recognition.  

Creating and using the ALTssDB we can confirm that the human genome primarily 

consists of exons flanked by two long (>250 nts) introns. The splice site selection for these exons 

is thought to occur via exon definition. Using genome-wide approaches we demonstrated 

adherence to the intronic centric proximity rule for small introns, where the 5′ss most proximal to 

its intronic 3′ss or the downstream 5′ss is chosen over the distal 5’ss. Thus, the building block of 

the spliceosome forms across the intron. This preference was most strongly observed for exons 

flanked by short introns. However, proximity preferences switched in favor of the upstream 5′ss 

for exons flanked by long introns when differences in splice site strength between competing 5′ss 

are mitigated. These data highlight the importance of splice site strength and the exon/intron 

architecture during splice site selection. These in-silco results were further corroborated with an 

in-cellulo experiment using minigenes splicing constructs in Hela cells. The results provided 

further evidence for the exon centric proximity rule when an exon of varying length is flanked by 

large introns. Lastly, we also demonstrated that the intron architecture also impacts 3′ss selection 

but to a lesser extent. This is probably due to the more complex nature of 3′ss recognition that 

includes features from the polypyrimidine tract and the branch point. These results from Chapter 

2 provide the basis for a unifying model of splice site proximity based on intron and exon 

definition modes of splice site recognition (Figure 2.5). 

The findings of an exon defined proximity rule in this chapter highlight the complexity of 

splice recognition and ultimate alternative splicing. They provide additional evidence in support 

of Sterner and Berget’s groundbreaking study introducing the concepts of intron and exon 

definition, and they add context to the Reed and Maniatis study introducing the concept of splice 
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site proximity preferences [53], [94]. While previous studies have provided insights into the 

intron and exon definition modes of splice site recognition, they were limited by the use of 

designer minigenes in cell free experiments [14], [54], [55], [154], making it hard to extrapolate 

splicing trends to the entire transcriptome. Chapter 2 tackles this limitation by using NGS 

genome-wide data to evaluate the splicing behavior of the whole transcriptome. It also sets the 

stage to determine how well this model fares in lower eukaryotes whose genomes primarily 

consist of small introns, thus presumably operating in the intron definition mode of splice site 

selection. Equivalent analyses in lower eukaryotes will in turn provide more insights into the role 

of intron architecture when splicing occurs much quicker, thus, potentially uncovering the 

hierarchy of importance of splice site selection determinants. Together, these insights have 

provided new information on what splicing determinants to consider when developing new 

splicing computational models or splicing predictors.  

The influence of alternative splicing on mRNA degradation 

An often-overlooked aspect of gene expression studies is the fact that RNA is constantly 

synthesized, processed, and degraded. Studying gene expression with a dynamic viewpoint 

allows one to better understand how expression profiles are established in organismal 

development, tissue identity, and diseased states. In doing so we may be able to leverage the 

lessons learned from such dynamic expression studies to develop new therapeutics. Our lab has 

previously established a method to study the birth of mRNA by measuring the rates of RNA 

transcription and pre-mRNA splicing using the uridine analog 4sU (Garibaldi et al. unpublished). 

In Chapter 3 we established a method to study the turnover of an mRNA by measuring the rate of 

degradation and the impact alternative splicing may have on mRNA stability. We carried out a 

24-hour pulse-chase experiment using HepG2 cells that permitted us to obtain transcriptome-
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wide mRNA half-lives and individual exon half-lives.  Our analysis demonstrated a positive 

relationship between sequence length and mRNA stability. The analysis of exon half-lives 

demonstrated the importance of the 5′ and 3′ UTR, which also displayed a positive relationship 

with exon length. Analyzing mRNA degradation at the canonical exon level is novel. 

Interestingly, our dataset contained many exons displaying degradation kinetics significantly 

different from mRNA degradation kinetics, a group of exons we identify as outlier exons. This 

kind of analysis can infer the impact alternative splicing can have on mRNA stability. Outlier 

exons are significantly larger than the standard exon, regardless of whether they were first, 

internal, or last exons. Using the computational tool SALMON we were also able to capture 

mRNA isoform half-lives [127]. From an evolutionary point of view, we determined that the 

fastest degrading exons are the most conserved. Perhaps less surprising is the finding that outlier 

exons are less conserved than standard exons, suggesting that outlier exons are mostly like newer 

exons on an evolutionary time scale. The rise of these newer or less conserved exons often 

translates into new alternative splicing events, potentially giving rise to new protein isoforms that 

contribute to organismal phenotypic diversity and evolutionary fitness. Overall, this chapter 

establishes a methodology to study mRNA degradation and the impact of alternative splicing on 

mRNA degradation. It also sets up the stage for future studies. Coupling our methodology with 

long read direct RNA sequencing could generate dataset to be mined for a wealth of knowledge. 

For example, recent studies have shown that mRNA degradation can be driven by m6A 

modification differences [14]. One could adapt our methodology to directly capture mRNA 

isoform half-lives to evaluate degradation differences that may arise from mRNA methylation 

modification. One could also study the impact of splicing factors on mRNA stability. This could 

be done via a knockdown experiment of a splicing factor like SRSF1. SRSF1 is a splicing factor 
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and known protooncogene, known to influence RNA transcription, nuclear export, miRNA 

processing, NMD, and mRNA translation. In other words, SRSF1 plays a role in mRNA birth, 

life, and death. Using the methods and analysis established in this chapter in the context of 

SRSF1 knockdown can provide crucial insights into an important proto-oncogene, the influence 

of alternative splicing on mRNA kinetics, and how cellular homeostasis is established.  

Splicing fidelity is linked to nutrient availability in cancer cells and contributes to 

methionine dependence in cancer.  

In Chapter 4 we demonstrated the impact of exogenous methionine on splicing fidelity in 

cancer cells. Like the Warburg effect (increased glucose uptake in cancer cells), cancer cells 

have been shown to have a metabolic dependency of exogenous methionine. This phenomenon, 

known as the Hoffman effect, demonstrates that most cancer cells can only proliferate in the 

presence of exogenous methionine. Insights into molecular mechanisms tying methionine 

dependence to proliferation in cancer cells is limited. Aberrant pre-mRNA splicing has 

increasingly been linked to cancer biology [78], [155]. It could even be considered a new 

hallmark of cancer [73], [74].  In chapter 4 we present results that connect changes to pre-mRNA 

splicing fidelity to exogenous methionine dependence. The Kaiser lab used a methionine-

dependent breast cancer cell line (MDA-MB-468) along with it revertant methionine-

independent clone (MDA-MB-468res-R8) to study the molecular differences that arise when 

exogenous methionine is depleted [138]. A time course RNAseq experiment allowed us to 

capture gene expression changes upon methionine withdrawal. Our results showed the highest 

expression difference between the two cell lines 720 mins after methionine depletion, with the 

MB468 experiencing the highest impact of methionine stress. Performing a genome-wide 

alternative splicing analysis on the datasets allowed us to demonstrate that methionine stress in 

MB468 severely impacts splicing fidelity. GO analyses revealed that most of the genes impacted 
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by this splicing dysregulation are connected to the cell cycle and RNA processing pathways. We 

also observed an inverse relationship between overlapping exon skipping and intron retention 

events when compared between the two cell lines. These observations provided evidence that 

methionine dependency in cancer cells leads to splicing dysregulation which may be detrimental 

to cell proliferation. To measure the effect of exogenous methionine depletion on general 

splicing the Kaiser lab used a luciferase splicing reporter. This assay demonstrated methionine 

stress indeed results in a significant reduction of splicing fidelity across different cancer cell 

lines. Lastly, using a PRMT5 inhibitor, an important methylation factor for the SmD1 splicing 

factor, the Kaiser lab demonstrated methionine depletion coupled with PRMT5 inhibition leads 

to cell death in methionine-dependent cancer cell lines. Together, and described in Chapter 4, 

these findings link a molecular mechanism to the Hoffman effect. They also set up the stage for 

future studies. We need to further explore the enhanced effect of cancer cell death that occurs 

when a PRMT5 inhibitor is coupled with methionine depletion. A potential mouse study would 

involve feeding a cancer ridden mouse with a methionine restricted diet coupled with PRMT5 

inhibitor drugs. This could potentially lead to new and improved cancer therapeutics. In addition, 

recent findings indicate splicing alterations and PRMT inhibition lead to the formation of 

neoantigens [146]. One could implement a methionine restricted diet coupled with PRMT 

inhibition to induce cancer specific neoantigens to develop targeted cancer treatments.  
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