
UC Berkeley
UC Berkeley Electronic Theses and Dissertations

Title
On Light Scattering from Photoexcitations: Making Movies of Nanoscale Energy Transport in 
Emerging Semiconductors

Permalink
https://escholarship.org/uc/item/1bv7m5j0

Author
Weaver, Hannah

Publication Date
2023
 
Peer reviewed|Thesis/dissertation

eScholarship.org Powered by the California Digital Library
University of California

https://escholarship.org/uc/item/1bv7m5j0
https://escholarship.org
http://www.cdlib.org/


On Light Scattering from Photoexcitations: Making Movies of Nanoscale Energy Transport
in Emerging Semiconductors

by

Hannah Leigh Weaver

A dissertation submitted in partial satisfaction of the

requirements for the degree of

Doctor of Philosophy

in

Physics

in the

Graduate Division

of the

University of California, Berkeley

Committee in charge:

Professor Naomi Ginsberg, Chair
Professor Feng Wang

Professor Kwabena Bediako

Spring 2023



On Light Scattering from Photoexcitations: Making Movies of Nanoscale Energy Transport
in Emerging Semiconductors

Copyright 2023
by

Hannah Leigh Weaver



1

Abstract

On Light Scattering from Photoexcitations: Making Movies of Nanoscale Energy Transport
in Emerging Semiconductors

by

Hannah Leigh Weaver

Doctor of Philosophy in Physics

University of California, Berkeley

Professor Naomi Ginsberg, Chair

There are many types of excitations that may coexist and interact after light illumination in
a semiconductor. In emerging semiconductors like low-dimensional and solution-processed
materials, these excitations often encounter nanoscale disorder over their lifetime, including
point defects, different crystalline phases, boundaries, interfaces and dielectric disorder. In
addition, distinguishing between different types of excitations is vital for teasing out the
intrinsic material properties so that they may be tuned and optimized for optoelectronic
device applications. Optical scattering is a sensitive probe that, when incorporated into a
time-resolved pump-probe microscope, correlates sample morphology to nanoscale energy
transport. The unique spectrally-dependent scattering contrast from different photoexcita-
tions and their spatiotemporal evolution together permit the distinction between coexisting
excitations. We call this approach stroboscopic scattering microscopy (stroboSCAT) and
demonstrate its versatility across a range of organic, organic–inorganic, and inorganic semi-
conductors, enabling model-free structure-function correlations with few-nanometer precision
in all spatial dimensions.

Chapter 1 provides an introduction to the two classes of materials that are explored in this
dissertation with an emphasis on the 2D material archetype, molybdenum disulfide (MoS2).
Next, we introduce the playing field of energy flow microscopies well-suited to study the
energy transport and transduction in emerging semiconductors.

Chapter 2 explores the theoretical underpinnings and practical operation of the stroboSCAT
microscope. We provide background on two approaches for understanding the optical prop-
erties of materials: scattering and frequency-dependent complex dielectric functions. We
describe the photoinduced changes to the optical response and how they may be probed
with transient scattering approaches in transmission or reflection. After a crash course in
basic microscopy principles, the nuts and bolts of the stroboSCAT setup are described in
detail, including its timing control, resolution limits, and stability.
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Chapter 3 illustrates how stroboSCAT is a versatile technique that directly correlates mi-
croscopic structural motifs and macroscopic function across a broad range of materials. In
TIPS-Pentacene, a molecular crystal, exciton transport is hindered by material interfaces.
In a thin film halide perovskite, charge carriers find their way around resistive morphological
boundaries using 3D trajectories. Finally, in silicon, oppositely signed contrast for charge
carriers and heat, along with a separation in time scales, enables isolating the dynamics of
each population even though they overlap.

Chapter 4 takes stroboSCAT into the 2D realm in several layered architectures and an
in-depth exploration of exciton and heat transport and transduction in four-layer MoS2.
We combine near- and far-from resonant stroboSCAT measurements with temperature-
dependent reflectance contrast spectroscopy to isolate overlapping exciton and heat distri-
butions. This study demonstrates the importance of access to spatially resolved information
and tunable contrast for directly discerning photoinduced heat from charge without complex
models or assumptions.

As summarized in Chapter 5, this dissertation illustrates the advantages of using transient
light scattering to probe photoinduced changes in the optical response of a wide range of
novel semiconducting materials. With high spatiotemporal resolution and sensitivity, tunable
imaging contrast and direct structure-function correlation, stroboSCAT is a powerful tool
for uncovering the intricacies of energy flow on relevant length- and time scales without
averaging over heterogeneous energetic landscapes or misinterpreting the emergent dynamics
when different excitations coexist.
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Chapter 1

Introduction

The energy transport and transduction processes that occur in next-generation semiconduc-
tors following photoexcitation are important to understand on a mechanistic level in order to
illuminate the emergent properties of the materials of import to optimize for optoelectronic
applications (e.g., light-emitting diodes, sensors and detectors, lasers, solar cells). A power-
ful tool to observe energy transport is time-resolved optical scattering microscopy. Imaging
with high spatial resolution ensures that material heterogeneities may be explored instead
of averaged over. Combining this spatial- with temporal resolution allows characterization
of the nature of the transport and how it deviates from being diffusive. The first part of this
Chapter introduces two classes of emergent semiconducting materials: (1) low-dimensional
materials with layer-dependent properties and an optical response that is dominated by
excitons in Section 1.2, and (2) solution-processed materials in Section 1.3 including flex-
ible molecular solids like pentacene derivatives and metal halide perovskites with chemically
tunable optical properties and high defect tolerance. Section 1.4 introduces the transient
optical techniques that are most relevant for studying energy transport and transduction
in these materials on relevant nanometer and picosecond scales. The Chapter concludes in
Section 1.5 with a summary of the remaining chapters.

1.1 The basics of semiconductor physics

Semiconducting materials are most useful when they act as highways for transporting energy
stored as elementary excitations. We may alternatively refer to these excitations throughout
this thesis as “photoexcitations” when they are generated via light absorption, “energy
carriers” since they are the vehicles by which absorbed or injected energy in the material is
transported, or just “carriers” for short. Elementary excitations are the states that emerge
when a condensed matter system is not in its ground state [1]. These include quasiparticles,
fermionic elementary excitations that typically look like the non-interacting real particles in
the ground state material, like quasielectrons (“electrons” for short) and quasiholes (“holes”
for short) with fundamental charge +|e| and −|e|, respectively, and effective masses that
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conduction
band

valence
band

en
er

gy
 E
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Figure 1.1: Near the band edge, the conduction and valence band may be approximated
as parabolas separated by an energy gap given by EG. Absorption of a photon promotes
“direct” excitation of an electron from the valence band to the conduction band, leaving
behind a quasiparticle “hole” in its absence.

are typically larger than the free electron mass, m∗ > m0, due to interactions with their
environment. Although some would also consider them to be quasiparticles, the other class
of elementary excitations is that of collective excitations that are bosonic and usually do
not resemble their constituent particles but represent aggregate behavior of the system,
including phonons (collective lattice vibrations), plasmons (collective motion of the electronic
charge density), polarons (quasiparticles with an associated lattice deformation) and excitons
(bound or quasibound electrons and holes). All of these elementary excitations may interact
with one another when they coexist in a material and may be externally probed by photons,
electrons, neutrons, and atoms, just to name a few. This thesis considers the case in which
the excitations are generated and externally probed with light.

Just as electrons in an atom may occupy discrete quantum energy levels and move be-
tween them by light absorption or emission that follows optical selection rules, a macroscopic
crystalline material has allowed energy bands comprised of overlapping atomic or molecular
orbitals that determine the range of energy levels electrons may occupy. Energy bandgaps
correspond to where no electronic states exist. Typically in a semiconductor, the bandgap
(≲ 2 eV) refers to the energy difference between the top of the valence band, where the lowest-
energy hole would reside, and the bottom of the conduction band, where the lowest-energy
electron would reside following excitation. Vertical (∆k = 0) transitions from one band to
another are optically allowed (“direct” transitions) whereas horizontal or diagonal movement
between bands requires inelastic scattering with phonons or defects (“indirect” transitions).
Near the band edge, the valence and conduction band are approximately parabolic with
curvature inversely proportional to the effective mass [1]. An optically-allowed transition
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may be excited across a direct bandgap, EG, as shown in Figure 1.1, promoting an electron
into the conduction band and leaving behind a positively-charged hole. Electronic band
structures feature bands increasing in energy as a function of crystal wavevector, k, typically
with labeled high symmetry points like “Γ” at the center of the Brillouin zone or “K” at the
edge of the first Brillouin zone in a hexagonal lattice. The Brillouin zone is the real-space
primitive cell mapped into reciprocal- or k−space instead [2]. These more intricate concepts
of symmetry points and the Brillouin zone arise infrequently in the rest of the text. For our
intents and purposes, it is sufficient to know that from the band structure, the nature and
size of the bandgap are readily discerned.

1.2 2D materials: a glimpse into flatland

Materials with reduced dimensionality exhibit drastically different, and often tunable, prop-
erties compared to their 3D counterparts and therefore serve as test beds for understanding
new physics and as building blocks for new device applications. Whereas quasi-0D and
quasi-1D systems were realized experimentally in the early 1990s [3, 4], for many decades
it was thought that atomically thin 2D materials could not exist due to thermodynamic
instabilities at room temperature [5, 6]. Still, theorists studied toy model systems such as
graphene, a single layer honeycomb network of carbon atoms, to understand carbon-based
materials [7, 8] and later as an analogue for (2+1)-dimensional quantum electrodynamics
[9]. The unexpected synthesis of individual crystal planes of graphene in 2004 ushered in a
new era of exploration into the novel optoelectronic and transport properties of atomically
thin 2D materials [10, 11].

Since graphene behaves as a zero-gap semiconductor, its applications in optoelectronic
devices are limited. Fortunately, there are other layered van der Waals coupled materials that
can be mechanically exfoliated down to single layers lifted from bulk crystals in the same way
as graphene by using adhesive tape. One such class of materials that has stimulated broad
interest across the research community is the transition metal dichalcogenides (TMDCs) [11,
13]. A single layer of the form MX2 is composed of three atomic layers, typically formed
by a transition metal layer (M=Mo, W, Ta, etc.) sandwiched between two chalcogen layers
(X=S, Se, Te, etc.). The monolayer arrangement for the hexagonal lattice of molybdenum
disulfide (MoS2), an archetypal TMDC, is shown in Figure 1.2.

1.2.1 Excitons dominate the optical response in TMDCs

In atomically thin TMDCs, excitons or bound electron-hole pairs dominate their optical
response [16]. Because their wave function extends over several lattice constants, they may
be described with the Wannier-Mott exciton model. Owing to the sizable binding energy,
EB, of these quasiparticles, larger than room temperature thermal fluctuations (25 meV)
even in the few-layer limit, excitons persist up to temperatures of around T ∝ EB/kB [17].
For example, the exciton binding energy in monolayer MoS2 is ∼500 meV, about 20× room
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Figure 1.2: MoS2 lattice. (a) Ball and stick model of the optimized geometry of single-
layer MoS2 in supercells with hexagonal and orthorhombic symmetries (top view), (b) side
view of the layered structure and (c) optimized geometry parameters for orthorhombic and
hexagonal supercells. Reprinted with permission from Reference [12].

a b

Figure 1.3: Excitons in 2D materials. (a) Bound electron-hole pairs form excitons in
TMDCs that are well-screened in the bulk (3D) by the surrounding material with ε3D but
are poorly screened in the monolayer (2D) limit, where the vacuum permittivity, ε0 < ε2D,
forms most of the dielectric environment. Reprinted with permission from Reference [14].
(b) Schematic of the optical absorption of an ideal 2D semiconductor with a Rydberg se-
ries of excitonic transitions below the quasiparticle bandgap, EG. The enhanced Coulomb
interaction also increases the absorption in the continuum above EG. The inset shows the
hydrogen-like energy level scheme of the exciton states labeled according to their principle
quantum number n = 1, 2, 3, ... with the binding energy of the ground state exciton n = 1
given by EB = EG−Eopt where Eopt is the optical bandgap. Reprinted with permission from
[15].
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Figure 1.4: Energy level diagram and layer-dependent optical response in MoS2. (a) The
A and B direct intravalley excitons and the intervalley indirect (ID) exciton are the most
relevant excitons in few-layer MoS2. Time scales for thermalization, intervalley scattering
(IVS), radiative (R) recombination and nonradiative (NR) recombination are labeled. The
pump energy is the same as is used in the experiments in Chapter 4. (b) Real (top) and
imaginary (bottom) parts of the refractive index of monolayer MoS2. The A, B and C exciton
peaks are labeled. Adapted from data in Reference [24].

temperature. The stability of these neutral quasiparticles arises for several reasons. When
the electron and hole wavefunctions are confined to a dimension of only several angstroms in
the 2D limit, their close proximity alone leads to a fourfold increase in the exciton binding
energy compared to 3D [18]. Because the material is an effective two-dimensional sheet, most
electric field lines connecting an electron and hole pass through empty space (Figure 1.3a).
Therefore, the Coulomb interaction between the electron and hole is only weakly screened
[19, 20] and also highly sensitive to the surrounding dielectric environment, including the
substrate and encapsulant roughness [21]. In addition, the effective masses of the electron
and hole are relatively large compared to other semiconductors (µTMDC ≈ 0.25m0 compared
to µGaAs ≈ 0.06m0 where µi is the reduced mass) [15]. All of these effects taken together
can be described in a 2D hydrogen-like Rydberg framework to estimate the ground state
exciton binding energy [14, 22, 23]: EB ∝ 4Ryµ/m0εeff where Ry is the Rydberg constant of
13.6 eV and εeff is the effective dielectric constant of the TMDC and its surroundings. This
model predicts a series of exciton states extending up to the quasiparticle bandgap (Figure
1.3b). The difference between the quasiparticle bandgap, EG, and exciton resonance energy
or optical bandgap, Eopt, defines the exciton binding energy: EB = EG − Eopt.

There are a variety of excitations, interactions and decay pathways that occur after
photoexcitation in TMDCs. Taking MoS2 as an example, there are several “flavors” of
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The electronic properties of ultrathin crystals of molybdenum disulfide consisting of N ¼ 1; 2; . . . ; 6

S-Mo-S monolayers have been investigated by optical spectroscopy. Through characterization by

absorption, photoluminescence, and photoconductivity spectroscopy, we trace the effect of quantum

confinement on the material’s electronic structure. With decreasing thickness, the indirect band gap,

which lies below the direct gap in the bulk material, shifts upwards in energy by more than 0.6 eV. This

leads to a crossover to a direct-gap material in the limit of the single monolayer. Unlike the bulk material,

the MoS2 monolayer emits light strongly. The freestanding monolayer exhibits an increase in lumines-

cence quantum efficiency by more than a factor of 104 compared with the bulk material.

DOI: 10.1103/PhysRevLett.105.136805 PACS numbers: 73.21.Ac, 71.20.Nr, 78.20.Ci, 78.30.Hv

The transition-metal dichalcogenide semiconductor
MoS2 has attracted great interest because of its distinctive
electronic, optical, and catalytic properties, as well as its
importance for dry lubrication [1–19]. The bulk MoS2
crystal, an indirect-gap semiconductor with a band gap of
1.29 eV [20], is built up of van der Waals bonded S-Mo-S
units [2,5,6,11]. Each of these stable units (referred to as a
MoS2 monolayer) consists of two hexagonal planes of S
atoms and an intermediate hexagonal plane of Mo atoms
coordinated through ionic-covalent interactions with the S
atoms in a trigonal prismatic arrangement (Fig. 1). Because
of the relatively weak interactions between these layers and
the strong intralayer interactions, the formation of ultrathin
crystals of MoS2 by the micromechanical cleavage tech-
nique is possible, as demonstrated by Novoselov et al. [21].

In this Letter, we report a systematic study of the evo-
lution of the optical properties and electronic structure of
ultrathinMoS2 crystals as a function of layer number N ¼
1; 2; 3; . . . ; 6. We have investigated samples prepared both
on solid surfaces and as freestanding films, entirely un-
perturbed by substrate interactions. The properties of the
films were examined by using three complementary spec-
troscopic techniques: optical absorption, photolumines-
cence (PL), and photoconductivity, with additional sample
characterization provided by atomic-force microscopy.
The combination of these spectroscopic methods allowed
us to trace the evolution of both the indirect and direct band
gaps of the material as a function of layer thickness N.
With decreasing N, the experiments reveal a progressive
confinement-induced shift in the indirect gap from the bulk
value of 1.29 eV to over 1.90 eV [22]. The change in the
indirect-gap energy was found to be significantly larger
than that of the direct gap, which increased by only 0.1 eV.

As a consequence of these different scaling properties and
as suggested by previous calculations [8,9], the MoS2
crystals exhibit a crossover from an indirect- to a direct-
gap semiconductor in the monolayer limit. In addition to
the signatures of this effect in the absorption and photo-
conductivity spectra, the PL quantum yield (QY) showed a
dramatic enhancement in going from the dark, indirect-gap
bulk crystal to the bright, direct-gap monolayer [23]. For
our suspended samples, we observed an increase of the PL
QY by more than a factor of 104 for the monolayer com-
pared with the bulk crystal.
We prepared mono- and few-layer MoS2 samples from

bulk MoS2 (SPI Supplies) by using a mechanical exfolia-
tion technique similar to that employed for graphene [21].
Typical samples ranged from 25 to 200 �m2 in size.
Suspended samples were obtained by depositing the
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FIG. 1 (color online). Lattice structure of MoS2 in both the in-
and out-of-plane directions and simplified band structure of bulk
MoS2, showing the lowest conduction band c1 and the highest
split valence bands v1 and v2. A and B are the direct-gap
transitions, and I is the indirect-gap transition. E0

g is the indirect

gap for the bulk, and Eg is the direct gap for the monolayer.
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Figure 1.5: Band structure of MoS2 showing the lowest conduction band (c1), direct
bandgap (Eg) for the monolayer and indirect bandgap (Eg’) for the bulk, as well as the
A and B excitons from the spin-orbit-split valence band (v1, v2). Reprinted with permission
from Reference [25].

excitons that may be generated after above-bandgap excitation and subsequent relaxation
processes that occur over ps-ns (Figure 1.4a). Each exciton generates a resonance peak
in the optical response, measured in Figure 1.4b as variations in the complex refractive
index. Figure 1.5 shows the band structure of MoS2 with two intravalley excitons at the K-
point in the Brillouin zone that arise from the spin-orbit-split valence band. The A exciton
is “bright” with radiative recombination occurring ∼ 1 − 3 ns, while the B exciton, ∼160
meV higher in energy, is “dark,” meaning its relaxation is optically forbidden [25]. The
indirect intervalley Γ − K exciton (I in Figure 1.5) is also “dark” with phonon-assisted
∼several ns recombination [25, 26]. If the excitation energy is high enough, a hot electron-
hole pair forms the C exciton in the “band nesting” region near 3 eV, where the valence and
conduction band have parallel slopes [17, 27, 28]. After sub-ps thermalization to the band
edge, the electron and hole may undergo intervalley scattering to the lowest energy indirect
exciton in the bilayer-to-bulk limit [29, 30]. In addition, because MoS2 has a native doping
electron background of 1010 − 1013 cm−2 from intrinsic sulfur vacancies [31], excitons may
associate with free carriers, forming trions. Excitons may also interact with one another
forming biexcitons. These three- and four-body states tend to have smaller binding energies,
∼20-50 meV, and are short-lived, ≲ 50 ps, with nonradiative recombination being their
primary relaxation pathway [32, 33]. The overall photoluminescence quantum yield (PLQY)
and radiative lifetimes may be enhanced by treating the MoS2 surface with superacid to
neutralize the charged sulfur defects [34–36].

Exciton-exciton annihilation or Auger-Meitner (A-M) recombination is a nearly inescapable
nonradiative channel in low-dimensional TMDCs [37]. In this diffusion-limited and density-
dependent interaction, two excitons meet and one undergoes nonradiative interband recom-
bination as its energy is transferred to the other exciton which sheds its excess energy in
a cascade of optical phonons as it relaxes back to the band edge [38, 39]. The kinetics in
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power-dependent transient optical absorption spectra that measure this phenomenon can be
described by a bimolecular recombination model:

dNx(t)

dt
= −kA-MN

2
x(t), (1.1)

where Nx(t) is the exciton density at time t and kA-M is the rate constant for the A-M
annihilation process. The solution to Equation 1.1 is given by:

Nx(t) =
N0

1 + kA-MN0(t)
, (1.2)

and when fit to the spectroscopic data, the annihilation rate can be extracted: kA-M =
4.3 × 10−2 cm2/s for monolayer MoS2 [40]. This many-body interaction is important to
understand not only because it may complicate experimental interpretations, for example,
when charge and lattice heating both contribute to the transient response, but also because it
sets a limit on the carrier density that the material can sustain, an important parameter for
device design. And yet, it is possible to reach even high carrier density regimes (> 1014cm−2)
in these materials in which the excitons mutually screen one another and undergo a Mott
transition from an insulating excitonic regime to an electron–hole plasma. While this effect is
short lived, only manifesting for ∼ps, it drastically alters the optical response of the material
[41, 42].

Since there are a host of radiative and nonradiative processes in TMDCs that occur after
photoexcitation involving a range of different excitonic species, it can be difficult to intuit
exciton dynamics from time-resolved spectroscopy experiments alone. Comparing results
between different studies becomes especially challenging in the few- to monolayer limit where
defects and dielectric environment can vary substantially from sample to sample, obscuring
the intrinsic material properties. In the monolayer limit in which all of the atoms are at or
very near to the surface, the number of surface and interfacial defects is enhanced, increasing
the probability for defect scattering processes. The transient microscopies described below
are well-suited for teasing out the intrinsic material properties from the host of coexisting
excitations (see, for example, Chapter 4) and their excited state interactions.

1.2.2 Monolayer versus multilayer TMDCs

One of the tunable properties of TMDCs is their thickness-dependent bandgap. The lowest
energy transition in bulk, few-layer and bilayer MoS2 is indirect with weak phonon-assisted
PL. In the monolayer limit, MoS2 is a direct-gap semiconductor and exhibits high PLQY,
enhanced by a factor of 104 compared to its bilayer counterpart, as shown in Figure 1.6
[25, 43]. This indirect-to-direct bandgap crossover is due to an increase in the indirect gap
energy as a function of decreasing layer thickness while the direct gap energy remains nearly
unchanged. Neighboring layers in multilayer samples screen the delocalized orbitals at the
Γ −K transition of the indirect bandgap which becomes a higher energy transition as the
layer number is reduced and confinement is increased. In comparison, the direct transition
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(from a negligible value) by about 3 orders of magnitude.
This dramatic rise corresponds to the onset of optical
absorption from the direct band edge [28].

In the following simplified treatment of the spectral
dependence of the photoconductivity, we neglect both ex-
citonic effects and the variation of matrix elements with
energy, factors that should be included in a more compre-
hensive theory. The absorbance Að@!Þ at photon energy
@! near a direct band edge of energy Eg is then determined

by the joint density of states. For a two-dimensional (2D)
material like our atomically thin layers of MoS2, this is
described by a step function, �ð@!� EgÞ [1,29]. After

including a phenomenological broadening of 30 meV to
account for finite temperature and scattering rates, we find
that the photoconductivity spectrum of the monolayer
samples can be fit well to this simple model [Fig. 4(b)].
This indicates that monolayer MoS2 is indeed a direct-gap
material [28]. On the other hand, the photoconductivity
spectrum for bilayer MoS2 cannot be described by the

step-function response. We need to include the effect of
an indirect transition. Near an indirect band edge, the
corresponding absorbance can be represented by [1,29]

Að@!Þ / P
�½ @!�@���E0

g

1�expð�@��=kTÞ þ
@!þ@���E0

g

expð@��=kTÞ�1� / @!� E0
g.

Here E0
g and @�� denote, respectively, the indirect-gap

energy and that of the �th phonon mode, and kT is the
thermal energy. By taking this term into account, the
experimental bilayer MoS2 spectrum can be fit well by
an indirect transition at 1.6 eV, combined with a direct
transition at 1.88 eV [Fig. 4(b)].
The indirect-direct-gap crossover as a function of MoS2

thickness N is the result of a significant upshift of E0
g

induced by perpendicular quantum confinement. To under-
stand this, let us examine the electronic band structure of
bulk MoS2 (Fig. 1). The direct gap of �1:8 eV occurs
between c1 and v1 at the K point of the Brillouin zone
(transitions A) [3–5,7,12]. On the other hand, the maximum
of v1 and minimum of c1 are located at the � point and
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FIG. 3 (color online). (a) PL spectra for mono- and bilayer MoS2 samples in the photon energy range from 1.3 to 2.2 eV. Inset: PL
QYof thin layers for N ¼ 1–6. (b) Normalized PL spectra by the intensity of peak A of thin layers ofMoS2 for N ¼ 1–6. Feature I for
N ¼ 4–6 is magnified and the spectra are displaced for clarity. (c) Band-gap energy of thin layers ofMoS2, inferred from the energy of
the PL feature I for N ¼ 2–6 and from the energy of the PL peak A for N ¼ 1. The dashed line represents the (indirect) band-gap
energy of bulk MoS2.

FIG. 4 (color online). (a) Absorption spectra (left axis, normalized by N) and the corresponding PL spectra (right axis, normalized by
the intensity of the peak A). The spectra are displaced along the vertical axis for clarity. (b) Photoconductivity spectra for mono- (red
dots) and bilayer (green dots) samples [27]. The data are compared with the 2D model described in the text (blue lines). Eg and E0

g

inferred from the PL measurements, indicated by arrows, are included for comparison.
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Figure 1.6: Layer-dependent photoluminescence in MoS2. First experimental evidence of a
direct bandgap in monolayer MoS2 showing PL spectra for mono- and bilayer MoS2 samples.
Inset: Layer-dependent PLQY for layer thicknesses N = 1 − 6. Reprinted with permission
from Reference [25].

at the zone edge (K-point), where the orbitals are very localized on the Mo atoms, is not
affected by layer thickness [26].

TMDC monolayers are said to have “efficient” light-matter interactions due to their
intrinsic large radiative decay rate and high oscillator strength (from an effectively reduced
Böhr radius, a0, in 2D) which leads to impressive absorption coefficients with the potential
to reach 50% under optimal conditions [44]. They are therefore attractive candidates for
many optoelectronic applications including in solar cells, phototransistors, photodiodes, and
LEDs [45–48].

Multilayer TMDCs fill their own technological niche. They tend to have higher carrier
mobilities due to interlayer screening, and their longer carrier lifetimes make them attrac-
tive candidates for fast photosensing applications [49–51]. Furthermore, the low out-of-plane
thermal conductivity in multilayer TMDCs is an intrinsic design handle that may be lever-
aged for thermoelectric applications [50, 52].



CHAPTER 1. INTRODUCTION 9

Figure 1.7: Solution-processed materials are synthesized from colloidal semiconductor
“inks” that can be deposited and assembled in solid films using spray coating or spin coating,
or manufacturing techniques such as inkjet printing, doctor blading or roll-to-roll printing.
Reprinted with permission from Reference [56].

1.3 Solution processed semiconductors: silicon, we’re

coming for you!

Another class of emerging semiconductors is solution-processed semiconductors, including
organic molecular crystals and metal halide perovskites. Devices made with these materials
combine the ease of processing, tailored optoelectronic properties, and compatibility with
flexible and comformable substrates. They may also be semi- or fully-transparent, and some
organic materials are compatible with living cells, an important requirement for biomedical
applications [53–55]. Their fabrication process can occur at room temperature under ambient
conditions by depositing a precursor solution on a large-area substrate with readily available
manufacturing techniques like spin coating, roll-to-roll printing, spray coating or doctor
blading as shown in Figure 1.7 [56]. Even a graduate student who has never held a pipette
in her life can mix a few chemicals in a vial and spin coat a decent polycrystalline thin film
[personal experience]!

In addition to being cost-effective, energy-efficient, and easy to fabricate, the optoelec-
tronic properties of solution-processed semiconductors are tunable. Being able to control the
bandgap, for example, is important for harnessing more of the solar spectrum in a photo-
voltaic cell. In organic semiconductors, the bandgap can be tuned by varying the molecular
structure or by guiding the solid-sate assembly process to control the final sample morphol-
ogy. Metal halide perovskite bandgaps may be tuned across the visible spectrum by changing
their chemical composition [57–59].
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1.3.1 Small-molecule organic semiconductors

Small-molecule organic semiconductors are considered “soft” materials. The weaker bonding
between the molecules, associated by van der Waals forces as opposed to the covalent or ionic
bonds found in most inorganic semiconductors, lends the solid state film its manipulatability.
This means that external factors can readily influence molecular packing so that within the
same film, amorphous and crystalline regions may form, sometimes with multiple crystalline
polymorphs [60–62]. This variety can lead to a disordered microstructure with a tangled
landscape of interfaces, defects, and regions of varying crystallinity that ultimately hinders
the mobility of excitons and free carriers. That said, if the formation of nanoscale features can
be controlled, they may be a design handle for directing charge transport. To understand the
mechanisms by which the heterogeneity in organic semiconductors affects energy transport,
it becomes necessary to perform characterizations with high spatial resolution in order to
observe the impact of nanoscale structural disorder on the emergent transport properties
[63–65]. We perform such a correlated structure-function measurement in Section 3.2 in
which exciton transport is impeded by domain interfaces.

Excitons in these materials are stable at room temperature because they are Frenkel-like
and have a similar EB to low-dimensional TMDCs, although the reason for their stability
is due to the low dielectric constant in bulk organic semiconductors compared to inorganic
ones. Because these materials are also often used for thin film transistors, it is important
to also distinguish excitons from the charge carriers that are the energy currency in the
transistors: excitons are photoexcited and tend to be stable over their lifetime, whereas free
charge carriers occur in the same material when injected electrically, which is why they do
not form excitons.

Devices made with organic semiconducting thin films will have to tolerate some level of
disorder [66], however in the single crystal form, transport can be very efficient. For example,
the hole mobility of a rubrene single crystal can reach 40 cm2/Vs [67]. This efficient charge
transport is due in part to the π-stacking that occurs in pentacene derivatives, where the
out-of-plane delocalized p-orbitals overlap between neighboring molecules [68]. The result
is a more stable crystal structure with preferred transport along the π-stacking direction
[69–72].

1.3.2 Metal halide perovskites

In general, metal halide perovskites have a chemical formula of ABX3 where A and B are
cations, (A = Cs+, methylammonium (MA+) and/or formamidinium (FA+) and B = Pb2+,
Sn2+ or Bi3+), and X is a halide, (Br−, Cl−, or I−), or halide mixture. They exhibit long
charge carrier diffusion lengths [73–75], high PLQY [76, 77] and high defect tolerance [78–81],
making them popular candidates for active layers in photovoltaic and light-emitting device
applications. The power conversion efficiencies of perovskite solar cells have increased rapidly
from 3.8% in 2009 [82] to 26% [83–87] today as fabrication protocols improve and integration
with existing platforms is streamlined. Their performance is also enabled by several intrinsic
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properties, including a sharp absorption onset [88] and large polaron formation, which screens
carriers from defect recombination, although this is a current hot topic of debate [89].

Polycrystalline perovskite thin films exhibit a rich nanoscale structure that is important
to characterize and correlate with electron and hole migration. Crystal grain sizes can
range from ∼100 nm up to a few microns depending on the preparation protocol (Section
3.3). Within a given grain, subgrain features act as nonradiative recombination sites even
though they do not appear as grooves like traditional grain boundaries in surface morphology
characterization [90]. These features may be due to crystal twinning where neighboring
crystal domains share lattice points at their common interface but grow in different directions.
The twin domains can be quite large, similar in thickness to a typical halide perovskite
layer in a photovoltaic device, ∼300 nm, although they may not ultimately impact device
performance [91, 92]. In Section 3.3, we explore the impact of a different set of nanoscale
features, morphological boundaries, that impact the lateral and axial transport of charge
carriers finding the path of least resistance through a disordered energetic landscape.

The perovskite world is booming with creative scientists designing bespoke band struc-
tures by, for example, substituting the B-site cation with different metals or combinations
of metals to form lead-free expanded perovskites [81, 93–95]. Perovskites have also been
synthesized with reduced dimensionality as perovskite nanocrystals and quantum dots [96,
97], nanowires [98, 99], 2D sheets [100], and stacks of 2D layers [101–105]. While their in-
stability and degradation in atmospheric conditions, especially under illumination and high
temperatures, pose significant challenges for device longevity, used in combination with ex-
isting silicon-based platforms and with proper encapsulation, they are already making waves
in the solar cell industry. And they will likely be light-emitting arrays in our cell phone
displays before long.

Since the binding energy in metal halide perovskites is only a few millielectronvolts at
room temperature [106], free charge carriers are the predominate type of energy carrier. The
charge excitation is often accompanied by a stabilizing local lattice deformation, forming
a polaron [107]. Due to the liquid-like polarizability of the material, a high static dielec-
tric constant and a moderate Young’s modulus lending the ionic lattice its relative softness,
strong electron-phonon coupling generates quite large polarons that potentially reduce scat-
tering with charged defects and with other charge carriers and enable photoinduced phase
separation in mixed halide hybrid perovskites [89, 108, 109], though as mentioned above, the
role of the polaronic nature in the defect tolerance of halide perovskites remains a topic of
investigation.

1.4 Tracking nanoscale energy transport with

transient scattering microscopies

We next consider the topic of tracking photoexcitations as a function of space and time both
in the materials we have thus far introduced and also more broadly in new high-performance
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semiconductors, where gaining a fundamental understanding of why some materials outper-
form others is vital for informing rational materials design. The difficulty in gaining such
predictive power is compounded by nanoscale spatioenergetic disorder, manifested in defects,
impurities and interfaces, that gives rise to spatiotemporally heterogeneous energy transport.
Elucidating how the microscopic details of a material relate to its emergent optoelectronic
properties therefore requires the ability to individually and systematically correlate nanoscale
structure with energy flow across a wide range of systems.

Resolving how energy flow is affected by spatioenergetic disorder requires tracking energy
carriers over a wide spatiotemporal range – nanometers to micrometers and picoseconds to
milliseconds – and directly correlating the measurements with material morphology. This
correlation notwithstanding, powerful spatiotemporally resolved scattering approaches have
recently been developed to visualize nanoscale energy flow using photoluminescence, e.g.
micro-time-resolved photoluminescence (microTRPL) which observes a carrier-specific sig-
nal due to radiative recombination [72, 110, 111], or transient absorption, e.g. transient
absorption microscopy (TAM) which targets a specific excited state [112–115], as contrast
mechanisms that rely on different light-matter interactions. They achieve femtosecond time
resolution [114, 116], large dynamic range [72], chemical specificity [72, 110, 111, 114] and
excellent spatial sensitivity [72, 110, 111]. In this thesis, we add to the toolbox of transient
pump-probe microscopies stroboscopic scattering microscopy (stroboSCAT), which observes
changes in the local refractive index through elastic scattering [117].

Each transient scattering technique spatiotemporally resolves photoexcited transport by
using pulsed optical light to image energy flow in materials. All use a similar photoexcitation
method, focusing a pump pulse through an objective to excite a small population of energy
carriers (Figure 1.8a), and all observe the mean squared expansion of the distribution of
energy carriers through what may be a heterogeneous energetic landscape using different col-
lection methods that leverage different light-matter interactions (Figure 1.8b). The power
of these approaches is that the observed transport behavior does not always appear diffusive.
Material heterogeneity can affect electronic transport on the ∼nm-µm scale through grain
boundaries, material interfaces and intergrain variation, and also on the atomic sub-nm scale
through vacancies and impurities that are intrinsic to the material. Different scattering in-
teractions – carrier-carrier, carrier-phonon, carrier-defect – also affect the way energy carriers
ricochet through a material.

Transient absorption- and photoluminescence-based techniques track only a subset of en-
ergy carrier types and rely on samples that have specific optical or electronic properties, such
as being absorbing yet having low optical density [114] or having large Stokes shifts [110]
and appreciable emission [72, 111]. They also measure energy flow in only two dimensions,
and most acquire a single image pixel at a time. These constraints limit the breadth of
samples and fundamental processes that can be studied. On the other hand, stroboSCAT
leverages elastic scattering, a universal optical interaction, to track evolving distributions
of any type of energy carrier in three spatial dimensions, irrespective of their optical prop-
erties, as they move through any material on picosecond to millisecond time scales. This
approach enables simultaneous imaging of the nano- to microscale morphological features
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Figure 2

Similarities and differences among the three main approaches to spatiotemporally resolve energy migration.
(a) Each is initiated by illuminating a small region of a semiconductor sample with an ultrashort, focused
laser pulse to photogenerate energy carriers. (b) Each also produces a data sequence of spatial maps of the
photoexcitation distribution expansion at a series of time delays. (c) The three approaches differ in the
manner in which an individual image is collected: transient absorption approaches image with a rastering,
coherent ultrafast probe light pulse; the time-resolved photoluminescence approaches described here
measure arrival times of spontaneous emission at a rastering detector; and transient scattering approaches
measure interference of elastically scattered light with a reflected reference beam in wide field. Note that
microscope components such as the objective lenses, mirrors, and filters are not shown for each of the
approaches to emphasize conceptual clarity.

of the photoexciting light pulse is generally limited to some fraction of the wavelength of visible
light (hundreds of nanometers), but importantly, one can resolve changes in the spatial distribu-
tion of energy carriers (down to a few nanometers) from one time point to another.We distinguish
three different types of detected signals, or forms of imaging contrast, that report the evolving
footprint of transiting photoexcitations (Figure 2).
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Figure 1.8: Comparison of three approaches to transient optical microscopy. (a) Each
technique focuses a pump pulse through an objective to excite a small population of en-
ergy carriers then (b) leverages a light-matter interaction to produce image contrast that
generates a spatial map of the photoexcited distribution. Reprinted with permission from
Reference [117].

that define the spatioenergetic landscape of the material, providing much-sought-after in
situ structure–function correlations. Chapter 2 details the intricacies of the stroboSCAT
setup in addition to the optical scattering response that underlies its contrast mechanism.
In the rest of this Chapter we, however, introduce several mechanisms of diffusive and non-
diffusive transport and how they might manifest in plots of the mean squared expansion as
a function of time.

1.4.1 Diffusive and non-diffusive behavior

In normal isotropic diffusion, a distribution of photogenerated energy carriers undergoes
a random walk driven by its concentration gradient, ∇N . The evolution of the carrier
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distribution is governed by the diffusion equation:

∂N(r, t)

∂t
= D∇2N(r, t) (1.3)

for constant diffusion coefficient or diffusivity, D, and spatiotemporally varying carrier con-
centration, N(r, t). When the initial carrier concentration profile is Gaussian, the solution
to the diffusion equation is also Gaussian:

N(r, t) =
1√
4πDt

e−(x−x0)2/4Dt. (1.4)

In addition to diffusing, the carriers also decay over their lifetime so the amplitude may be
modified to reflect this loss, for example, by inserting a time-dependent prefactor, A(t), that
has some exponentially decaying behavior. The mean squared expansion (MSE) is given by:

MSE = ⟨x(t)2⟩ − ⟨x(0)2⟩ = σ2(t)− σ2(0) = 2Dt, (1.5)

where σ(0) is the initial size of the distribution, characterized by its standard deviation.
Importantly, for normal diffusion, a plot of the MSE versus time is a straight line with a
slope of 2D. As a general comment, we note that the concentration gradient created by
a spatially-finite excitation does not influence the intrinsic energy carrier diffusivity. The
only effect of a spatially-finite excitation is to allow the observation of diffusion due to a
net flux of carriers that ultimately erases the concentration gradient. Each carrier acts the
same way that it would if there were only a single excitation in the material and undergoes
a random walk, which over time leads to a net flux out of the initial excitation spot. This
treatment assumes that the injected carrier density is in the linear regime where many
particle interactions may be ignored.

After an energy carrier is photogenerated, there are several mechanisms by which it may
take incremental steps that, summed up over its lifetime, yield long-range energy transport.
At the one extreme is band-like coherent transport, which is common in crystalline semicon-
ductors. The energy carrier spends most of its time in ballistic motion traveling with average
velocity, v, before it is interrupted by a scattering event with another carrier or phonon or
the lattice that changes its momentum. The diffusivity in 1D in this case is given by:

Dcoherent = 1/3vλp, (1.6)

where λp is the mean free path between collisions.
At the opposite extreme, incoherent or hopping transport occurs in systems with localized

excitations that undergo energy transfer between sites, e.g., molecules, via hopping. The
energy carrier spends most of its time sitting on a particular site, waiting for a thermal
fluctuation that might allow it to move. The diffusivity in 1D in this case is given by:

Dincoherent = kETd
2, (1.7)
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Figure 1.9: Diffusion mechanisms may be encoded in the mean squared expansion of the
initial excitation distribution as a function of time. Deviations from normal diffusive behavior
include (left) ballistic transport (∝ t2), subdiffusive transport, (right) piecewise transport,
where diffusion slows after some characteristic time and terraced transport where diffusion
pauses, then resumes. Diffusive transport may also be suppressed by increased scattering,
e.g., carrier-carrier or carrier-lattice scattering (left).

where kET is the transition probability per unit time to hop to a neighboring energy site and
d is the distance between sites. Broadly speaking, the mechanism of transport depends on
the delocalization of the excitation. In photosynthetic light harvesting systems, excitations
are highly localized Frenkel excitons that reside on chromophores and hop from protein to
protein [118]. (Within proteins, energy transfer is excitonic, i.e., due to wavefunction overlap
rather than hopping [118–120].) In TMDCs, the excitations are excitons delocalized over
many lattice sites, extending over 1 nm in real space [121]. In molecular crystals, the picture
is more complicated, both for injected charge carriers and excitons, because the mean free
path is short, but hopping alone cannot explain the high exciton and carrier mobilities that
are observed. Other frameworks take into account the material’s soft, dynamically disordered
lattice that supports large fluctuations and transient exciton delocalization [122–125].

The diffusion length, LD, characterizes the average distance that an energy carrier travels
before it recombines, radiatively or nonradiatively:

LD =
√
2Dτ (1.8)

for carrier lifetime, τ . This quantity is an important device metric because if most energy
carriers recombine before they reach an electrode or charge extraction layer, they cannot be
used to generate work. In the literature, it is conventional to neglect the

√
2 and use instead

LD ∼
√
Dτ , however in this thesis, we will use the full definition of LD as in Equation 1.8.

We have thus far discussed diffusion in which energy transport is due to a spatially-
varying distribution of energy carriers. However, standard bulk characterizations of energy
transport typically measure a drift current driven by the force of an electric field, e.g.,
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Hall effect measurements. In semiconductor devices, both forms of transport are present.
A helpful conversion between the two types of measurements is the Einstein relation that
connects the electrical mobility, µ, to the diffusion coefficient:

D =
µkBT

q
(1.9)

for charge q and temperature T .
Everything up to this point has considered normal diffusive behavior. What might non-

diffusive behavior look like? Some of the possibilities are plotted in Figure 1.9. Equation
1.5 may be expressed more generally as:

MSE = 2Dtα, (1.10)

where α > 0. In the case of ballistic transport, α = 2. In general for superdiffusive transport,
α > 1, which arises due to various anomalous phenomena including hot carriers driven by
pressure gradients [126], light propagation in dilute atomic vapours [127, 128] and the reduced
dimensionality of 1D metals [129]. For subdiffusive transport, 0 < α < 1, which is common
for systems with high energetic disorder, as energy carriers migrate energetically downhill due
to spatial heterogeneity in the energetic landscape (the energy that an excitation must carry
differs at different spatial locations), and hopping to subsequent sites becomes less likely.
Subdiffusion may also be due to nanoscale porous interstices in disordered films where the
energy flow takes a tortuous path through contiguous regions of material [130]. Increased
overall scattering with other charge carriers or with lattice impurities can decrease the overall
slope (diffusion coefficient) of the MSE. A host of other trends may appear in an MSE
plot that deviate from straight-line normal diffusion. For example, the trend may appear
piecewise when initially the charge carrier density saturates the trap state density, then at
later times crosses into a regime where carriers have spread out and on average encounter
more traps that slow or halt their diffusion [81]. A similar piecewise trend could appear due
to partially-confined transport as in Section 3.2. Or, the trend may appear terraced as
energy carriers encounter regions of high and low impedance in the energetic landscape as in
Section 3.3. It may even appear to expand, stagnate, then contract over longer time scales
due to the distinct energetic distribution of trapping sites in the material [131]. Clearly, the
MSE plot contains a wealth of information with insights about the underlying mechanisms
of energy transport that are specific to the material and its nanoscale heterogeneity.

For isotropic diffusive behavior, Gaussian functions fit to image line cuts may be used
to extract MSE vs. time plots. For anisotropic diffusion, as for TIPS-Pn in Section 3.2,
the same strategy can be used for both long and short diffusion axes. For heterogeneous,
anisotropic diffusion, one possibility is to plot a radial profile averaged over all angles and
fit it with a half-Gaussian to obtain an average distribution. To obtain plots like in Figure
1.10, discussed further in Section 3.3.4, the radial distribution is instead split into 10-30◦

slices and the intensity distribution of each slice is measured. (The intensity at any given
distance from the central point is the integrated intensity of the pixels over the arc bounded
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Figure 1.10: Quantifying spatial and temporal carrier transport heterogeneity in poly-
crystalline MAPbI3(Cl). (a) Angle-dependent diffusivities averaged over the first 2 ns for
the PbCl2 precursor data shown in Figure 3.10a. (b) Time-dependent diffusion for four
representative azimuthal angles color-coded in panel (a). Error bars represent the standard
deviation of the fits to several experimental datasets taken at the same location in the films.
Curves represent a spline interpolation of the data points.

by the slice.) However, when trapping occurs, for example at grain boundaries, the carrier
distribution is not normally distributed and thus cannot be accurately fit with a Gaussian
function. In these circumstances, we measure the distance from the center of the radial
distribution at which the population drops to 1/e, then convert the extracted half-width
at the 1/e value (w) to a Gaussian standard deviation using the relationship σ = w√

−2 ln IT
,

where IT is the chosen Gaussian intensity threshold, i.e., 1/e in this case, assuming a normal
distribution.

1.5 Remaining chapters overview

Chapter 2 describes the inner workings of the stroboSCAT home-built microscope including
its stability, resolution limits and timing control. This chapter also provides a basic introduc-
tion to optical scattering and optical properties of materials that are relevant for understand-
ing how image contrast in transient scattering measurements are related to changes in the
optical response of excitations in a material. With a connection to principles in microscopy,
stroboSCAT is contextualized as a powerful interferometric, time-resolved, label-free, non-
invasive, high-throughput, universal approach to visualize how energy navigates intrinsically
disordered landscapes in 3D in complex semiconducting materials with high sensitivity, large
dynamic range, and in situ correlation to underlying sample morphology.

Chapter 3 discusses three stroboSCAT case studies that demonstrate the capability
to measure energy transport over four orders of magnitude in space and time, on both
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neutral and charged excitations migrating through organic, organic–inorganic and inorganic
semiconductors. These findings highlight the importance of moving beyond averaged metrics
in disordered materials to characterize the impact, (not always detrimental, as it turns out),
of nanoscale interfaces on energy transport with in situ structure-function correlation.

Chapter 4 investigates energy transport and transduction in several TMDC architec-
tures with a special focus on exciton and heat dynamics in four-layer MoS2. Temperature-
dependent reflectance spectroscopy calibrates the contribution from photoinduced heating
to the differential image contrast at two imaging wavelengths near- and far-from electronic
resonances, enabling distinction of exciton and heat populations when they overlap.

Differential image contrast is an important player in Chapters 3 and 4, distinguishing
between different types of energy carriers in some cases (silicon, MoS2, black phosphorus)
while, in others, reporting on the axial position of the carrier distribution (thin film per-
ovskites and potentially a metal-contacted TMDC).

In combination, these chapters demonstrate that optical scattering is a sensitive probe of
excitations in a host of emergent semiconducting materials and illuminates the intricacies of
energy transport and transduction at the nanoscale, even when there is structural disorder
or coexisting excitations. We envision that the fundamental insights and predictive power
enabled by approaches such as stroboscopic optical scattering microscopy will continue to be
an integral part of the important feedback loop between structure and emergent function in
designing semiconducting materials to meet the needs of a world with a quickly expanding
human population and changing climate.
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Chapter 2

Stroboscopic scattering microscopy
(stroboSCAT): its theoretical
underpinnings and practical operation

This Chapter provides an overview of the theory behind and detailed operation of the stro-
boSCAT microscope. Section 2.1 considers the phenomenon of light scattering from small
particles, the fundamental light-matter interaction in any optical scattering microscopy. Sec-
tion 2.2 describes several well-understood excited-state phenomena that modify the tran-
sient optical properties of materials following light absorption and that may be applied to
transient scattering microscopy and spectroscopy, both in reflection and transmission mea-
surements. After an interlude including a microscopy crash course (Section 2.3) and a brief
explanation of interferometric scattering microscopy (Section 2.4), the Chapter concludes in
Section 2.5 with a comprehensive description of the physical setup and operational details
of the stroboSCAT microscope.

2.1 Light scattering from small particles and

collections of small particles

Sunsets are red on Earth and blue on Mars because of elastic light scattering, a ubiquitous
physical process in which the discrete electric charges that comprise matter are set into
oscillatory motion by an incident electromagnetic wave [132]. The accelerated charges re-
radiate or scatter electromagnetic energy in all directions. Everything except vacuum scatters
light. We see the world around us because of diffuse light scattering from objects illuminated
by sunlight, computer screens, and candles. Scattering is often accompanied by absorption
when the excited charges transform some of the incident energy into other forms of energy
(e.g., thermal, chemical) [133]. For example, a sunflower appears yellow because it contains
a pigment that absorbs all visible light rays except yellow ones. Absorption can also be
viewed as a byproduct of scattering since it can be described as destructive interference



CHAPTER 2. STROBOSCOPIC SCATTERING MICROSCOPY: ITS THEORETICAL
UNDERPINNINGS AND PRACTICAL OPERATION 20

between incident and forward scattered light. Both scattering and absorption attenuate a
light wave traveling through a medium. This attenuation is called extinction. One statement
of the optical theorem is extinction = scattering + absorption [133–137]. Many phenomena
may be described with a scattering treatment including diffuse reflection by rough surfaces,
diffraction by slits, gratings and edges, and specular reflection and refraction at optically
smooth surfaces, to name a few [132].

Mie Theory gives the exact solution for scattering of electromagnetic plane waves from a
homogeneous sphere of any size embedded in a non-absorbing homogeneous infinite medium.
It is the exact solution to Maxwell’s equations for the boundary conditions of this geometry.
In this picture, scattering naturally arises from a particle-medium dielectric mismatch due to
the boundary conditions enforced by Maxwell’s equations. As far as the field is concerned,
a particle disappears as npart/nmed approaches 1, where npart and nmed are the complex
refractive indices of the spherical particle and surrounding medium, respectively; without
a refractive index mismatch, there is no particle. When absorption is negligible, the ratio
may be calculated using the real part of the refractive index, a dimensionless number that
describes the speed of light in a medium with respect to the speed of light in vacuum
(Sections 2.1.1 and 2.3.1). The incident plane wave and the scattered field are expanded
into radiating vector spherical harmonics. The internal field is expanded into regular vector
spherical harmonics. By enforcing the boundary condition on the spherical surface, the
expansion coefficients of the scattered field can be computed. The formalism calculates the
electric and magnetic fields inside and outside of an isolated spherical object and is generally
used to calculate either how much light is scattered (the total optical cross section) or where
it goes (the form factor). The theory predicts the relative intensity of scattered light as
a function of particle size, angle of observation, and wavelength and polarization of the
incident beam. It also generates the extinction, scattering, backscattering, and absorption
cross sections. (See Chapter 5 in Reference [132] for complete derivations.)

Mie Theory is complete and is particularly essential for objects that have a size similar
to the incident wavelength, a ∼ λ, although it describes the scattering irrespective of the
relationship between a and λ. It is not, however, the most insightful physical picture nor is it
practical to use. Raleigh scattering is an approximation in the limit that the particle is small
compared to the wavelength: |m|a/λ ≪ 1 where m ≡ npart/nmed is the relative refractive
index. In this limit, the scattered intensity, Is, is given by [132]

Is = I0
8π4Na6

λ4r2

∣∣∣∣m2 − 1

m2 + 1

∣∣∣∣2 (1 + cos2 θ), (2.1)

where I0 is the incident intensity, N is the number density of scattering particles, r is
the distance between the scatterer and the point of observation, and 0 < θ < π is the
polar angle in spherical coordinates measured from the z−axis. When the refractive indices
depend weakly on λ, the Rayleigh limit yields the familiar 1/λ4 dependence that lends the
sky its blue color [138]. The same inverse-wavelength-dependence occurs for the intensity of
a radiating dipole. Mie scattering, on the other hand, is not strongly wavelength-dependent
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Figure 2.1: Rayleigh, Mie and geometric scattering regimes. (a) Scattered radiation pat-
terns from particles of increasing size. Source: [139] (b) Scattering cross section as a function
of size parameter, x. Adapted from Reference [140]. (c) Size parameter and scattering regime
as a function of radiation wavelength and particle radius. Adapted from Reference [141].

unless it is applied in the Rayleigh limit. Averaging the intensity in Equation 2.1 over all
angles θ, gives the Rayleigh scattering and absorption cross section

σs =
8

3

(
2πanmed

λ

)4
a6

λ4

∣∣∣∣ εpart − εmed

εpart + 2εmed

∣∣∣∣2 (2.2)

σabs =
8aπnmed

λ
Im

[
εpart − εmed

εpart + 2εmed

]
, (2.3)

where εpart and εmed are the permittivity of the particle and the surrounding medium, re-
spectively.

Figure 2.1a shows the scattered intensity distribution as a function of particle size
for a given wavelength. The intensity of scattered radiation from a Rayleigh scatterer is
symmetrically distributed and behaves like a spherical wave in the far-field limit with the
familiar cos2 θ radiation pattern of an oscillating point dipole. For larger particles, there are
no approximations that can be made, and Mie scattering produces a pattern like an antenna
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lobe, with a sharper and more intense forward lobe but suppressed backscattering due to
interference with the unscattered incident field. This effect is enhanced with increasing
particle size.

One way to distinguish between scattering regimes is to define a size parameter:

x =
2πa

λ
. (2.4)

The Rayleigh scattering approximation is strictly valid for x ≪ 1 but is used in practice
for x ≲ 0.2. Mie scattering is valid for all x but is used in practice for x ≲ 2000. For size
parameters beyond this limit, geometric optics is valid (Section 2.3). Atmospheric scientists
are well versed in mapping particle radius and regions of the electromagnetic spectrum to
appropriate scattering regimes as in Figure 2.1b.

The scattering cross section as a function of size parameter is another way to visual-
ize scattering regimes. The Rayleigh approximation predicts a scattering cross section that
grows indefinitely with frequency (red diagonal line in Figure 2.1c). The scattering ef-
ficiency reaches a maximum for particles roughly equal in size to the wavelength of light,
x ∼ 2π. In the high-frequency limit, the scattering cross section converges to the geometric
cross section, πa2. In between these extremes, the cross section is oscillatory due to inter-
ference between the incident and scattered light waves. Mie Theory (black curve in Figure
2.1c) provides the correct solution across the frequency spectrum.

One very important caveat of this section on light scattering is that Mie Theory is valid
for single, independent scattering events when the number of particles is sufficiently small
and their separation sufficiently large that the scattered field from other particles around
each particle is small compared to the external field. Under this assumption, the total
scattered intensity is just the incoherent sum of the individual scattered intensities. In
contrast, coherent scattering in a collection of dense particles would need to account for
the interference and phase relations between the waves scattered by neighboring particles
and also for ‘multiple scattering’ – the scattering of the scattered light. In the experiments
described in this thesis, thousands to millions of excitations may by generated in a single
light pulse, resulting in an average carrier separation ≲ 1 nm, although this can be tuned by
lowering the incoming photon density. On the one hand, the entire distribution of excitations
could be treated as a single Mie scatterer with an effective εpart, although there is the
complication that the “particle” changes in size with time and does not have rigid boundaries.
Alternatively, the approaches of condensed matter physics may be used to understand the
photoinduced changes to the optical material properties, as we explore below in Section
2.2.

2.1.1 Optical properties of materials

We set aside the scattering picture for now to gain some intuition for the optical proper-
ties of solids, first at the atomic level, next zooming out to more macroscopic effects, and
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finally connecting the two regimes. In the presence of a static electric field, E, the electron
distribution of an atom is displaced, giving rise to a dipole moment, p [142]

p = αE, (2.5)

where α, is the atomic polarizability and depends on the detailed structure of the atom in
question. In bulk solids, α is a polarizability tensor, and the electric field induces a macro-
scopic polarization, P, which is defined as the dipole moment per unit volume. Provided
that the field is not too strong, the polarization is linearly proportional to the total field

P = ε0χeE, (2.6)

where χe is the electric susceptibility – a dimensionless quantity. Since this work concerns
nonmagnetic materials, we drop the subscript moving forward. The value of χ depends on
the microscopic structure of the material. Materials that obey Equation 2.6 are called linear
dielectrics. Since the total field E may be due either to free charges in the material or to
the polarization itself, it is helpful to define a new quantity called the electric displacement
that can be deduced directly from the free charge distribution

D = ε0E+P = ε0(1 + χ)E = εE, (2.7)

with a new constant of proportionality, the permittivity ε ≡ ε0(1+χ). Dividing by ε0 leaves
behind a useful dimensionless quantity called the relative permittivity: εr ≡ 1 + χ = ε/ε0.

Just so that we can have all of the optical constants in once place, we take a brief detour
to consider light propagation in a material. For electromagnetic waves traveling through a
linear, homogeneous medium, Maxwell’s equations predict a propagation speed of

v =
1√
εµ

=
c

n
, (2.8)

where µ is the magnetic permeability in the material, n ≡
√

εµ
ε0µ0

is the refractive index, and

µ0 is the magnetic permeability in free space. In empty space, light travels unimpeded at
the familiar constant c = (ε0µ0)

−1/2 = 3× 108 m/s. When light travels through a material,
it interacts with the particles that comprise it – mostly electrons but also nuclei. Generally
speaking, the denser the material and the more electrons per unit volume it contains, the
higher its refractive index, and the more it will slow light down. For most materials, µ ≈ µ0

so n ≈ √
εr.

The relationship between the atomic polarizability and the susceptibility is known as
the Clausius-Mossotti formula or the Lorentz-Lorenz equation when relating the refractive
index to the atomic polarizability. It can also be derived from Mie Theory or from a neat
connection to the electrostatics problem of a sphere embedded in a uniform static field [132].
There are a few nuances in the derivation. First, the field in Equation 2.5 is the field due
to everything except the isolated atom, Eext, whereas the field in Equation 2.6 is the total
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macroscopic field in the medium, Eext + Edipoles. We may rewrite the polarization in terms
of the atomic density, N = 1

(4/3)πr3
, and the atomic dipole moment, p:

P = Np = NαEext. (2.9)

The total field for the atomic dipole in an external field is given by:

Etotal = Edipole + Eext = − 1

4πε0

p

r3
+ Eext. (2.10)

Using the definition of the dipole moment in Equation 2.5 and the definition of the atomic
density yields:

Etotal = − 1

4πr3
α

ε0
Eext + Eext (2.11)

= −N
3

α

ε0
Eext + Eext (2.12)

= (1− Nα

3ε0
)Eext (2.13)

⇒ Eext =
Etotal

(1− Nα
3ε0

)
. (2.14)

Substituting Eext from Equation 2.14 into Equation 2.9, we arrive at

P =
NαEtotal

(1− Nα
3ε0

)
= ε0χEtotal, (2.15)

using the definition of χ from Equation 2.6 in the last step. By solving for α, we arrive at a
result which relates α to χ, ε and n:

α =
3ε0
N

χ

χ+ 2
=

3ε0
N

εr − 1

εr + 1
=

3ε0
N

n2 − 1

n2 + 1
. (2.16)

This important equation connects the microscopic properties like atomic polarizability and
scattering from deeply sub-wavelength particles to the macroscopic description of continuous
solid materials.

2.1.2 Light scattering near a resonance

The optical “constants” so far introduced – α, χ, ε, n – are complex-valued (indicated by
‘∼’) and take on a frequency dependence in the presence of an oscillating field: α → α̃(ω),
χ→ χ̃(ω), ε→ ε̃(ω), n→ ñ(ω). If we consider the resonant material response as a function
of frequency, the polarization of the material originates from a number of sources that are
active at different frequencies (Figure 2.2):
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Figure 2.2: Over a wide range of frequencies, the dielectric function exhibits resonances
that arise from the resonant response of different polarization processes. ε1 and ε2 denote the
real and imaginary parts of the dielectric function, respectively. Reprinted with permission
from [143].

• electronic: electron clouds displaced relative to the nucleus,

• atomic: relative displacement or reorientation of charged ion cores,

• dipolar: the alignment of permanent or induced dipoles in an electric field, and

• ionic: the movement of ionic charges, including interfacial and space charge relaxation.

The frequency of the external field determines which resonant modes will respond to the
field. At the optical frequencies used in this work, electronic motion dominates the optical
response. To probe the bending or stretching of bonds in an atom or molecule, lower infrared
frequencies are ideal since heavier atoms have lower characteristic resonant frequencies, al-
though collective nuclear displacements can also affect electronic resonances, as emphasized
in Section 3.4 and Chapter 4.

The resonance features in the imaginary part of the dielectric function, ε2, exhibit absorp-
tive lineshapes whereas the real part, ε1, exhibits dispersive lineshapes where ε̃ = ε1 − iε2.
To gain some intuition for these features, we follow Feynman’s treatment for the field due to
oscillating charges in a material probed with optical light, also known as the Drude-Lorentz
oscillator model [144]. Bound electrons in an atom can be approximated as damped springs.
The equation of motion for the driven displacement of the electrons from equilibrium is

m
d2x̃

dt2
+mγ

dx̃

dt
+mω2

0x̃ = qE0e
−iωt (2.17)
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𝒏(𝝎)

𝒂(𝝎)

Figure 2.3: (left) An oscillator acquires a π phase lag going through its natural resonant
frequency ω = ω0. (right) The real and imaginary parts of the motion of an oscillator near
resonance. In drawing the analogy to resonating electrons in a material, the imaginary part,
a(ω), takes on an absorptive lineshape (green) while the real part, n(ω), takes on a dispersive
lineshape (purple).

where m is the mass of the electron, γ is the damping coefficient, ω0 is the natural frequency
of the oscillator, q is the charge of the electron, and ω is the frequency of light driving the
electron. At steady state the solution is given by

x̃(t) = x̃0e
−iωt (2.18)

with

x̃0 =
q

m

E0

ω2
0 − ω2 − iγω

. (2.19)

The oscillating dipole moment created by the field is simply the real part of p̃(t) = qx̃(t).
Note that the dipole oscillates at the same frequency as the field, but has a phase lag of
tan−1[−γω/(ω2

0 − ω2)], which is small when ω ≪ ω0 and rises to π when ω ≫ ω0 (left
panel in Figure 2.3). If there are several different kinds of oscillators within a material,
each electron may have a different natural frequency and damping coefficient. For j unique
oscillator modes and number fj electrons with frequency ωj and damping coefficient γj, the
complex polarization is given by:

P̃(ω) =
Nq2

m

∑
j

fj
ω2
j − ω2 − iγjω

Ẽ. (2.20)

Note that the physical polarization, P(ω), is the real part of P̃(ω). P̃(ω) resembles the
original relationship between polarization and the electric field in Equation 2.6, where we
can now identify an expression for the complex susceptibility
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χ̃(ω) =
Nq2

ε0m

∑
j

fj
ω2
j − ω2 − iγjω

, (2.21)

and a corresponding expression for the complex refractive index:

ñ2(ω) = 1 +
Nq2

ε0m

∑
j

fj
ω2
j − ω2 + iγjω

. (2.22)

Usually the imaginary part of ñ(ω) is negligible except when ω ∼ ωj and it plays a
significant role, as we will now see. The electric field that propagates through a medium
of driven oscillating electrons with complex refractive index is attenuated near resonance
since the damping is the dissipation of absorbed energy. The wave equation in a dispersive
medium is given by

∇2Ẽ = ε̃µ
∂2Ẽ

∂t2
(2.23)

with plane wave solutions

Ẽ(z, t) = Ẽ0e
i(k̃z−ωt) (2.24)

and complex wave number

k̃ = k + iκ, (2.25)

where in Equation 2.25, we separate k̃ into its real and imaginary parts. The electric field
in Equation 2.24 may now be written as

Ẽ(z, t) = Ẽ0e
−κzei(kz−ωt) (2.26)

where 1/2κ is the attenuation length or penetration depth and the absorption coefficient is
defined as a ≡ 2κ since the intensity is proportional to E2 ∝ e−2κz. Note that an extension
of Equation 2.8 is v = ω/k such that k̃ = (ω/c)ñ. Typically the second term in Equation
2.22 is small and ñ may be approximated by the first term in a binomial expansion as√
1 + x ∼= 1 + 1

2
x where x = (Nq2)/(ε0m)

∑ fj
ω2
j−ω2+iγjω

. Then,

k̃(ω) =
ω

c
ñ ≈ ω

c

[
1 +

Nq2

2ε0m

∑
j

1

ω2
0 − ω2 + iγω

]
, (2.27)

from which we can readily extract the real part of the refractive index and the absorption
coefficient:
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n(ω) =
c

ω
Re[k̃] ≈ 1 +

Nq2

2ε0m

∑
j

ω2
0 − ω2

(ω2
0 − ω2)2 + γ2ω2

(2.28)

a(ω) = 2Im[k̃] ≈ Nq2ω2

mε0c

∑
j

γ

(ω2
0 − ω2)2 + γ2ω2

. (2.29)

These equations near one of the resonances are plotted in the right panel of Figure 2.3 and
exhibit the same absorptive (∼ 1/detuning2) and dispersive (∼ 1/detuning) lineshapes that
also appeared in the resonances for the dielectric function in Figure 2.2, where “detuning”
refers to the distance between the specified frequency, ω, and the resonant frequency, ω0.
Between resonances, spectrally, the real part of the refractive index usually increases grad-
ually with increasing frequency, but near a resonance there are rapid variations, including
a large drop with increasing frequency around the peak of the absorption. This behavior is
called anomalous dispersion. In terms of the damped electron-on-a-spring model, electrons
are being driven at their natural frequency, so the amplitude of the oscillation is large and
a large amount of energy is being dissipated by the damping mechanism. Note that contri-
butions from other terms in the sum add a background that usually keeps n > 1, but even
in cases where n < 1 it is only the phase velocity, vp = ω/k that travels faster than c while
energy travels at the group velocity, vg = dω/dk.

2.2 Excited-state phenomena in semiconducting

materials

There are several well-understood microscopic effects that change the optical response of a
semiconductor in the excited state when it is probed by an external optical field following
photoexcitation, typically quantified by changes in the absorption coefficient, a, or refractive
index, n (Figure 2.4). (The late Millie Dresselhaus has an excellent set of lecture notes that
summarize the same phenomena far more eloquently than I can [145].) The first is called
Pauli blocking, band/state filling, or the Burnstein-Moss effect. After electrons are excited
into the conduction band, they fill the states near the band edge, preventing further excitation
into those same states, which can each only be occupied by one spin up and one spin down
electron due to Pauli exclusion. With the lowest energy states in the conduction band
filled, electrons from the valence band require energies greater than the nominal bandgap to
be optically excited into the conduction band. This causes an apparent bandgap increase
commensurate with the absorption edge being pushed to higher energies. If parabolic bands
are assumed, the interband absorption coefficient is given by [146]:
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Figure 2.4: Photoinduced excited state phenomena that modify the optical response in
semiconductors include Pauli blocking (also called band or state filling), bandgap renormal-
ization (typically shrinkage), free carrier absorption, and temperature-induced changes (e.g.,
heating). Inspired by a presentation figure from Cora Went.

a0(E) = 0 E < EG, (2.30)

a0(E) ∝
1

E

√
E − EG E ≥ EG, (2.31)

where E = ℏω is the photon energy and EG is the original bandgap energy. This is a standard
result for direct interband transitions derived using Fermi’s golden rule [147, 148]. Knowing
the Fermi-Dirac distributions and densities of states for the electrons and holes, the band-
filling induced change in the absorption coefficient may be calculated as ∆a(ne, nh, E) =
a(ne, nh, E)− a0(E) for free electron and hole concentrations, ne and nh, respectively.

The second carrier-induced change to the optical response is bandgap renormalization,
typically bandgap shrinkage [149]. When electrons are injected into the conduction band at
sufficiently high concentrations, their wavefunctions may overlap, forming a gas of interacting
particles. The electrons repel one another because they have the same charge, and the
separation between electrons with the same spin is furthermore larger than it would be if
there were no Pauli exclusion due to Fermi exchange effects [150]. The net result of these
electron-electron interactions is to reduce the probability of finding two electrons close to one
another, which in turn decreases the Coulomb repulsion between the electrons, lowering their
self-energies and therefore also lowering the conduction band energy. A similar correlation
effect for holes increases the energy of the valence band edge, and overall, the bandgap
shrinks in proportion to the density of the free electron-hole gas [146, 151]:

∆EG = −
(

q

2πε0εm

)
3

π

1/3

n
1/3
i , (2.32)
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where ni for i = e, h is the concentration of free electrons or holes and εm is the dielectric
constant of the material. The estimated bandgap shrinkage is inversely proportional to the
average interparticle spacing. The screening effects become significant when the interparticle
spacing is on the order of the Böhr radius. Typically, bandgap shrinkage induces opposite
changes in n on either side of the band edge, which may be calculated using the Kramers-
Kronig relations that relate ∆a to ∆n (Section 2.2.1): ∆n > 0 for E ≤ EG and ∆n < 0
for E > EG.

In TMDCs, the band filling and bandgap renormalization effects roughly cancel [152–155].
In the presence of finite exciton densities, the screened Coulomb interaction between charge
carriers decreases the strength of the electron-hole attraction, reducing the exciton binding
energy. In addition, the photoinduced screening induces renormalization of the quasiparticle
bandgap to lower energies. The decrease in exciton binding energy and bandgap shrinkage
tend to be of similar magnitude but offset one another, leaving the optical bandgap relatively
unchanged, shifting several tens of meV even though the underlying changes in EB and EG

are hundreds of meV.
The third photoinduced effect on the optical response is free carrier absorption. An

electron in the conduction band can absorb an incident photon and be promoted to a higher
energy state within the band. This intraband absorption process may be described with
the Drude model [156, 157], similar to the treatment of electrons as damped oscillators in

Section 2.1.2 but with no restoring force (ω0 = 0), yielding n2(ω) ∼= 1 − Nq2

mε0
1

ω2−iωγ
[158,

159]. The free carrier absorption coefficient for ω ≫ γ is given by [160–164]:

aFCA(ω) =
q2

cε0

1

n(ω)ω2

(
∆Ne

meτe
+

∆Nh

mhτh

)
, (2.33)

where n(ω) is the refractive index at photon frequency ω, Ne andNh are the number density of
electrons or holes, respectively,me andmh are the effective electron or hole mass, respectively,
and 1/γi = τi for i = e, h are the mean free time between collisions for electrons or holes,
respectively. The Drude model treats conducting electrons as particles on a damped spring
driven by an optical field without a restoring force since the electrons are “free.” It assumes
that between collisions with the lattice, electrons move in straight lines and do not interact
with one another. Because of the 1/ω2 dependence, the free-carrier absorption increases as
the probe photon energy is decreased, producing a broad absorption spectrum that extends
from the band-to-band absorption edge into the infrared spectral region [159], although when
γ is frequency-dependent, it may exhibit a different scaling, (e.g., in InAs, aFCA ∝ ω−3) [157].
In contrast, both Pauli blocking and bandgap renormalization effects are largest near the
bandgap and approach zero for E ≪ EG.

The last photoinduced effect is a change in temperature, which has a more complicated
effect on the optical response that results from thermal expansion, shear strain from thermal
expansion against the substrate, broadening of the Fermi level, electron-phonon interac-
tions, and Fermi level shifts [165]. The Varshni relation is an empirical expression for the
temperature dependence of the bandgap [166, 167]:
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Figure 2.5: Modeled changes in the absorption coefficient and refractive index in the excited
state near the bandgap energy, EG, for the four often implicated phenomena discussed in this
section. In the top row, the ground state (blue) and photoinduced or excited state (salmon)
absorption coefficients are plotted as a function of energy. In the bottom row, the change
in absorption coefficient, ∆a (light green), is shown with the change in refractive index, ∆n
(dark green), calculated using a Kramers-Kronig transformation. Plots generated with code
adapted from Cora Went [168].

EG(T ) = E0 −
ζT 2

T + ψ
, (2.34)

where ζ and ψ are fitting parameters characteristic of a given material. For small changes in
temperature, it is reasonable to assume that changes in the refractive index are linear with
changes in temperature [162]:

∆n =
dn

dTL
∆TL, (2.35)

where TL is the lattice temperature.
The ground- and excited state absorption coefficient and changes in the real and imag-

inary parts of the refractive index for each of these effects are summarized in Figure 2.5,
with thermal broadening representing one common temperature-induced effect. Changes in
the absorption coefficient can be calculated from changes in the real part of the refractive
index and vice versa using the Kramers-Kronig relations that we explore next.
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2.2.1 Connection between the real and imaginary parts of the
refractive index

The Kramers–Kronig relations are bidirectional mathematical relations, connecting the real
and imaginary parts of any complex function that satisfies causality, linear response, and
conservation of energy. These relations are often used to calculate the real part from the
imaginary part (or vice versa) of response functions in physical systems. The complex
refractive index is one such response function that satisfies these criteria. Lorentz derived
the following expression for the real and imaginary parts of the refractive index, similar to
Equations 2.28 and 2.29 [169]:

Re[ñ(ω)] = 1 +
2πc2

ω2
NRe[f(ω)] (2.36)

Im[ñ(ω)] =
2πc2

ω2
NIm[f(ω)] (2.37)

where f(ω) is the forward scattering amplitude and N is the density of scatterers. Kramers
and Kronig inferred from this formula that the real part of the refractive index approaches
unity in the high-frequency limit and then applied a Hilbert Transform [170]:

Re[ñ(ω)] = 1 +
2

π
P

∫ ∞

0

ω′ Im[ñ(ω′)]

ω′2 − ω2
dω′ (2.38)

Im[ñ(ω)] =
−2ω

π
P

∫ ∞

0

ω′ Re[ñ(ω′)]− 1

ω′2 − ω2
dω′ (2.39)

where P denotes the Cauchy principal value of the integral. Further, if one invokes the
optical theorem [133–137], σtot =

4πc
ω
Im[f(ω)], then the real part of the forward scattering

amplitude and the total cross section are related by:

Re[f(ω)] =
ω2

2π2c
P

∫ ∞

0

σtot(ω
′)

ω′2 − ω2
dω′. (2.40)

Even though the upper integral limit goes to infinity, it turns out that these transforma-
tions work on a finite frequency range on actual measured data [171]. For example, taking a
known change in refractive index, the transient absorption spectrum can be calculated. This
connection is important because scattering can also induce changes in the transient trans-
mission that are separate from changes in absorption, as explored further below in Section
2.2.3. For the work discussed in this thesis, the Kramers-Kronig relations are mostly useful
for comparing spectra collected in reflection in the stroboSCAT microscope to those collected
in transmission, which, depending on the material, may be more common in the literature.
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𝑬𝑹

Figure 2.6: Spherical wavelets from scatterers at an interface interfere to create an overall
normally reflected field.

2.2.2 Transient transmission and reflection measure changes in
the excited state optical response

One way to experimentally measure the change in the absorption coefficient or refractive
index is to measure the change in reflectivity, R, or transmittance, T , in the excited state
(ES) compared to the ground state (GS) and to construct differential signals ∆R/R =
(RES−RGS)/RGS and ∆T/T = (TES−TGS)/TGS. These are commonly called “pump-probe”
experiments (e.g., the transient scattering microscopies introduced in Section 1.4) since an
impulsive pump pulse generates excitations in the material that are probed by a second,
temporally delayed pulse. To find an expression for ∆R/R or the transient reflectance, we
invoke a geometric scattering approach (Section 2.3) to describe normal reflection from
an interface between two index-mismatched materials. This approximation is connected
to the small-particle scattering picture described in Section 2.1. An interface is made
up of closely-spaced small scatterers, which according to Huygens, act as point sources for
spherical wavelets. The wavelets interfere with one another, canceling out in the transverse
direction, except for at the edges, and coherently summing in the normal direction, yielding
a net reflected field (Figure 2.6). Although the scattering picture is more complete, the
geometric optics approximation for the reflected field is a decent one, especially when the
density of scatterers is high, such as in a solid state material. The Fresnel equation for
normal reflection from an interface between two materials with different refractive indices is
given by [172]:

R ≡ |r|2 =
∣∣∣∣ ñi − ñt

ñi + ñt

∣∣∣∣2 = (
ñi − ñt

ñi + ñt

)(
ñi − ñt

ñi + ñt

)∗

(2.41)

where ñi = ni + iki, ñt = nt + ikt are the complex refractive indices of the incident medium
and transmitting medium, respectively. After cranking through some algebra and using the
definition of the complex conjugate, (for z = a + ib, z∗ = a − ib), the reflectance may be
expressed as:

R =
(ni − nt)

2 + (ki − kt)
2

(ni + nt)2 + (ki + kt)2
(2.42)

Let’s assume that the substrate or incident medium is transparent, ki = 0, and that it does
not respond to the pump light, ni = constant. The pump may, however, induce changes
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in the complex refractive index of the transmitting material: nt → n′
t, kt → k′t. For small

changes in nt and kt (∆nt ≪ nt and ∆kt ≪ kt), the transient reflectance response may be
approximated by a first order Taylor expansion:

∆R

R
≊

1

R

[(
∂R

∂nt

)
kt

∆nt +

(
∂R

∂kt

)
nt

∆kt

]
(2.43)

with

1

R

(
∂R

∂nt

)
kt

=
−4ni (n

2
i − n2

t + k2t )[
(ni + nt)

2 + k2t
] [

(ni − nt)
2 + k2t

] and (2.44)

1

R

(
∂R

∂kt

)
nt

=
8nintkt[

(ni + nt)
2 + k2t

] [
(ni − nt)

2 + k2t
] . (2.45)

For off-resonant probing conditions, ∆kt ≈ 0 and kt ≈ 0, Equation 2.43 simplifies to:

∆R

R
≈ 4ni

n2
t − n2

i

∆nt. (2.46)

It might be tempting to use a similar procedure to estimate ∆T/T from the transmittance.
The Fresnel equations, however, only describe the reflected or transmitted field amplitudes
or power right at either side of the interface. The incident light is further attenuated as
it transmits through the material, being scattered and absorbed as it goes along. It is
customary to relate the change in optical density, OD, (Appendix B) to the change in
transmission:

−∆OD =
∆T

T
(2.47)

where the transmittance is defined using the Beer-Lambert law as

T ≡ I

I0
= e−OD (2.48)

Techniques that measure ∆T/T are commonly called transient “absorption” since the ab-
sorbance, A, is given by A = 1 − T . In practice, scattering (∆n) also contributes to the
attenuation of the probe light as it transmits through the material, so this is really an ap-
proximation and a misnomer. Transient “extinction” would be a more descriptive label.
There are ways to model photoinduced refractive index changes in thin films measured in
transmission to account for ∆n using, e.g., the Fresnel equations or a full transfer-matrix
calculation [173–175].
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2.2.3 Additional thoughts on transient scattering in reflection
versus transmission

Although both absorption and reflection share a common origin in the scattered probe field,
absorption is associated with the imaginary part of the refractive index (k), whereas reflec-
tion arises from changes to both k and the real part of the refractive index n. For high-index
materials, such as metal halide perovskites and the vast majority of inorganic semiconduc-
tors, n is typically ∼10-20 times larger than k across the visible spectrum, so that to a
good approximation, reflectivity is dominated by n [173, 174]. In the high n/k limit, excited
state reflectance is also dominated by changes to n [173, 174, 176, 177]. The pure tran-
sient absorption spectrum (not transient transmission, which contains contributions from
both absorption and reflectance) then corresponds to the Kramers-Kronig transform of the
transient reflectance spectrum [178–180].

There are several advantages to probing in a reflection geometry. It is more generalizable
than measurements in transmissive geometries since it does not require thin or optically
transparent samples. The reference field, sometimes called the local oscillator, refers to the
unscattered part of the field that interferes with the scattered field to give rise to absorption
or reflection. The reference field is much weaker in reflection than in transmission, since
only a small fraction, typically 1-10%, of the forward propagating field is reflected. This
results in a higher signal-to-background ratio, i.e., higher contrast, at the expense of lower
photon counts, i.e., higher shot noise. Nevertheless, photoinduced changes to n (∆n) display
a relatively weak dependence on spectral detuning from the main absorption change at the
band edge (∆n ∼ 1/detuning, ∆k ∼ 1/detuning2). The probe field can therefore be tuned
away from absorptive wavelengths and into the transparency region of the semiconductor.
Large probe powers at non-absorptive wavelengths are relatively benign and allow filling the
well depth of the detector used, thus simultaneously maximizing contrast and minimizing
relative fluctuations due to shot noise.

In transmission-based geometries such as transient absorption, the co-propagating ref-
erence and signal fields that traverse the entire sample preclude extracting phase (depth)
information over axial distances much smaller than the Rayleigh range without more so-
phisticated interferometric techniques such as off-axis holography or models that take into
account changes to the complex refractive index in combination with experimental access
to imaging different axial sample planes [181]. In contrast, a reflection-based geometry uses
a spatially well-defined interfacial reflection as the reference field, which can provide up to
∼20-nm sensitivity to depth, depending on the refractive index of the material.

When measuring in dense samples with appreciable dispersion and absorption, forward-
scattered light may undergo multiple scattering or re-absorption events prior to interfering
with the local oscillator, quickly scrambling phase information. In transient reflectance,
by focusing on back-scattered light near the refractive index interface on the illuminated
side, and remaining spectrally far away from large photoinduced absorption changes, phase
scrambling is minimized.

Deeply subwavelength-sized objects have equal backscattering and forward-scattering
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contributions, whereas larger objects have much larger forward-scattering contributions [182,
183]. In collinear pump-probe experiments, where the signal field is necessarily emitted in the
same direction as the reference field, detecting in an backscattering geometry significantly
enhances the ratio of signals arising from small objects near the refractive index interface,
the signal of interest in transient reflectance, versus bulk contributions that can arise from
birefringence, bulk heating, or sample inhomogeneities.

Taken together, these fundamental differences give transient reflectance a set of unique
capabilities that are highly complementary to those of transient absorption: (1) the ability
to apply the same instrument to a vast range of different materials and track energy flow in
a rapid, benign fashion in dense or opaque environments without changing wavelengths or
detection geometry, (2) the unique opportunity to extract 3D information through preserved
phase sensitivity and (3) the potential to extract the full dielectric response of a material to
photoexcitation without propagating assumptions through Kramers-Kronig transformations.

2.3 Microscopy crash course

In order to probe dynamics in heterogeneous, microstructured materials with diffraction-
limited spatial resolution, it is essential to couple the pump and probe light sources into
a microscope. We now introduce a few basic microscopy concepts that are relevant for
understanding the imaging process involved in transient scattering microscopies including
stroboSCAT.

2.3.1 Ray tracing in geometric optics

The simplest treatment of light wave propagation is called geometric optics. It defines a
ray of light as any path for which the total optical path length (OPL) is minimized, where
OPL =

∫
path

n(r)ds for spatially varying index of refraction n along spatial coordinate s

(Figure 2.7a). This definition is based on Fermat’s Principle that states that to get from
point ‘a’ to point ‘b,’ a light ray travels the path of least time, ta→b = OPL/c, where
c is the speed of light in vacuum. An immediate consequence of this premise is that in a
homogeneous medium, light travels in a straight line. Rays are normal to the local wavefront
and point along the direction of energy flow. Rays can be absorbed and reflected and even
bend at interfaces between two materials. But at this level of abstraction, phenomena such as
diffraction and interference cannot be explained. (These effects are treated in wave optics.)

The equation that governs ray tracing is Snell’s Law, n1 sin θ1 = n2 sin θ2, which describes
how the direction of a light ray changes as it travels across an interface between two materials
with different refractive indices where the propagation angle is measured relative to the
surface normal (Figure 2.7b). The larger the angle when the ray hits the index mismatched
interface, the more the ray will be deflected. This principle explains why lenses with curved
surfaces can focus incident collimated, or, plane wave, light to a point since every ray in the
wavefront hits the curved surface at a different incident angle relative to the normal (Figure
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Figure 2.7: (a) A light ray travels through a material with variable optical density or
refractive index, n(r), by taking the path of least time (solid line) over other paths (dashed
line). (b) A light ray travels through homogeneous material 1 with n1 at angle of incidence
θ1 and bends towards the surface normal traveling at θ2 through homogeneous material 2
with n2 > n1. The indices of refraction and angles are related by Snell’s Law. (c) Snell’s
Law applied when ray tracing an incident plane wave through a plano-convex lens. The
curvature of the lens bends the incident light rays to a focal point.

2.7c). The optical axis of a lens is the line that passes through its center of curvature. Out
of Snell’s Law falls a few useful ray tracing rules for imaging objects through lenses:

• A ray parallel to the optical axis, normally incident on a lens, passes through the focus.

• A ray that passes through the center of a lens is not diverted.

• A ray that passes through the focus emerges parallel to the optical axis.

• A ray will follow the same path if its direction of travel is reversed.

Images form where rays that emerge from the same point in the object plane cross again.
With these rules, one can trace rays emerging from an object through a convex lens to its
image formation on the other side as in the top of Figure 2.8. Taking these all together, it
seems as though lenses map lines (collimated light) to points (focused light) and vice versa,
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Figure 2.8: (top) 2f imaging through a single lens, like a magnifying glass. Using ray
tracing rules, the rays emerging from one point on an object cross again on the other side of
the converging lenses, forming an inverted image. (bottom) A 4f imaging system consists
of two lens separated by the sum of their focal lengths. An object placed one focal length
in front of L1 is imaged onto the conjugate image plane one focal length away on the other
side of L2 with a magnification of f2/f1. The Fourier plane of both lenses sits between the
lenses, shown in green.

which sounds suspiciously like a Fourier transform. And indeed it is! In the far-field, or
Fraunhofer regime, a lens performs an optical Fourier transform on its input. This property
is utilized in Fourier-plane imaging to measure momentum-resolved dispersion relations [184]
and transition dipole moment orientations [185], for example.

2.3.2 4f imaging systems

The heart of a real-space imaging system is a 4f lens arrangement that performs two Fourier
transforms, mapping the plane a distance f1 in front of the first lens to a plane “4f” away (or
more generally “2(f1+f2)” away) with adjustable (de-)magnification as shown in the bottom
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Figure 2.9: An illumination source is expanded through a 4f lens arrangement consisting
of L1 and L2 with spatial filtering through a pinhole in the Fourier plane. A confocal lens
focuses the light onto the sample plane, which is imaged through a second 4f system. When
L3 is an objective, the tube lens, L4, is placed one tube length away from the back focal
plane of the objective to mitigate aberrations from vignetting.

of Figure 2.8. It consists of two lenses separated by the sum of their focal lengths. Lenses
in this configuration are said to be confocal since they share the same focus. The ratio of the
focal length of the downstream lens to that of the upstream lens sets the (de-)magnification
of the imaging system: M = f2/f1. Planes in the imaging system that are simultaneously
in focus are called “conjugate planes,” in this case the object and image plane. In between
the lenses, one focal length away from each, is the Fourier, or pupil, plane. The second lens
brings the image back to real space, although it is inverted. 4f imaging systems are useful
because they are telecentric: their magnification does not depend on defocus, i.e., an object
or detector displaced from focus will produce a blurred image, but the image magnification
will not change. This property has several associated advantages including reduced paraxial
error and large depth of field with symmetrical blurring on either side of the focus that result
in overall lower image distortions.

Consider an example of an imaging system that includes an illumination source that
must be spatially filtered and enlarged before imaging a single point of a sample onto a
detector (Figure 2.9). Spatial filtering refers to removal of selected “spatial frequencies”
from an optical beam. If a beam mode is Fourier transformed, (which is accomplished
in optics by appropriate use of a lens, in this case, L1 of Figure 2.9), the frequencies
of amplitude fluctuations that create the beam’s original transverse profile are explicitly
displayed. In the context of homogenizing what are intended to be transverse Gaussian
beams, blocking light further away from the beam axis in this Fourier plane, for example
with a pinhole of appropriate diameter, allows one to remove undesired imperfections in the
spatial beam profile to produce a smooth, transverse intensity profile once the beam has
passed through another, Fourier transforming, lens (L2 in Figure 2.9). The resulting low-
pass-filtered beam also has increased spatial coherence, meaning that the phases of a given
wavefront at different points in space are correlated with one another. The light source,
let’s say a laser, first passes through a 4f lens arrangement to enlarge the beam size by a
factor of f2/f1. The first lens, L1, focuses the beam onto a pinhole to clean up the beam
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mode using the spatial filtering approach described above. At the focus where the pinhole
is placed, the incident beam’s transverse intensity distribution is Fourier-transformed such
that only the lowest order spatial frequency corresponding to the desired Gaussian mode is
transmitted, resulting in a (more) spatially coherent Gaussian beam mode. The second lens,
L2, recollimates the beam. Another way to improve the beam mode is to couple the light
into a single-mode optical fiber, however, this strategy tends to result in more power losses
than using a pinhole, depending on the size of the pinhole. In the stroboSCAT microscope,
we use 25 µm and 50 µm pinholes for the pump and probe beams, respectively. A smaller
pinhole diameter produces a cleaner beam mode since more of the higher spatial Fourier
components are removed but at the expense of power throughput. Therefore, a diameter is
chosen to balance the competing requirements for photon densities exciting or imaging the
sample and spatial filtering. Next, the light is focused onto the object plane with a focusing
or confocal lens to illuminate a single spot. (Without this lens, the object could be imaged
all at once with widefield illumination, as is done with our stroboSCAT probe beam – see
Section 2.5.) The light that scatters from this point in the object is imaged through a
second 4f lens arrangement, where the image is magnified by f4/f3. By scanning the light
over the object plane, a full image may be reconstructed at the image plane. When L3 is an
objective lens, L4 is called the “tube lens” since it is placed one “tube length” away from the
back focal plane of the objective, (the plane located behind the objective which, in general,
is not the same as the front focal plane), to minimize vignetting, where slightly off-axis rays
from imperfectly collimated light are clipped and result in a distorted image that is darker
at the periphery. While the diagram in Figure 2.9 seems specific to transmission imaging,
it is also an unfolded diagram of a reflectance microscope. In this case, the confocal lens and
L3 would be the same focusing element, often an objective.

2.3.3 Spatial resolution

The spatial resolution of an imaging system is an important metric that depends on the
numerical aperture (NA ≡ n sin θ, where n is the refractive index between the objective
and sample, not of the objective itself) and illumination wavelength. The NA describes the
range of angles that can be collected in an imaging system at the limiting aperture, the
diameter that most severely restricts the collected angular range, typically the objective lens
(Figure 2.10a). The NA defines the resolving power of a microscope since collecting light
that scatters at high angles corresponds to high spatial frequency information and therefore
the ability to resolve finer details. Air objectives (n = 1) can have an NA as high as 0.95,
while oil-immersion objectives (n = 1.5) can reach an NA of up to 1.4. The depth of field
(DOF), the range of object distances for which the object is in focus in the image plane,
is inversely related to the NA: DOF ∝ 1

NA2 . Therefore, high-NA objectives integrate over
less sample depth (are more sensitive to the surface of the sample) than low-NA objectives.
Optical microscopes have a spatial resolution that is limited physically by the wavelength of
the imaging or imaged light in what is known as the diffraction limit, ∼ λ/2, analogous to a
Nyquist frequency. Ernst Abbe and Lord Rayleigh derived more rigorous definitions for the
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Figure 2.10: (a) The numerical aperture (NA = n sin θ) is the range of angles (2θ) that can
be collected by an imaging system at the aperture stop (AS). (b,c) The optical diffraction
limit can be defined in two ways: by the Rayleigh criterion (b) and the Abbe criterion (c),
where point objects are represented by Airy functions with solid curves and the sum of their
intensity patterns by a dashed line.

diffraciton limit that take into account the interference of Airy disk wavefronts emanating
from an intricate structure of point sources in the object plane. Abbe declared two objects
“resolved” when they are separated by a minimum distance, d, equal to the radius of the
diffraction Airy disk [186]:

dAbbe =
λ

2NA
. (2.49)

Rayleigh’s modification was to say that two point sources are readily distinguished when
the principal diffraction maximum of one coincides with the first minimum of the other, a
slightly more stringent criterion [187]:

dRayleigh =
0.61λ

NA
. (2.50)

The two definitions are compared in Figure 2.10b,c.
The property that ultimately sets a microscope’s spatial resolution is the width of its

point spread function (PSF), also known as the impulse response because it characterizes
the microscope’s response to a spatially impulsive input like a point source or a deeply sub-
wavelength particle. The PSF maps points in the object plane to blurred points in the image
plane. The PSF in a diffraction-limited system is well approximated by a Gaussian function
with a full width at half maximum (FWHM) given by the Abbe criterion. (See Sections
2.5.4 and 4.3.4.) Although light rays are subject to many operations as they propagate
through an imaging system, the entire process of imaging an input object through a “black
box” imaging system may be reduced to a convolution operation (Figure 2.11). This result
falls out of a Fourier optics treatment [188–190]. Briefly, an imaging system may be treated
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imaging system

Figure 2.11: A microscope can be described as a linear system with object inputs (like
two points, gin) that are transformed into image outputs by convolution with the microscope
point spread function (PSF) that blurs every point in the input plane to a blob when imaged
or mapped to the output plane, as in gout.

as a linear shift-invariant system in which any linear combination of “solutions” (outputs) is
also a solution and every point in the input object has the same impulse response (PSF). If
we know how the system responds to a delta function impulse (a point source input object),
then we know its response to any arbitrary input (spinach leaf, butterfly wing, silicon wafer)
which may be constructed from a linear superposition of impulse responses across the input
object plane. The overall response, a sum of scaled and shifted copies of the system’s impulse
response or PSF, turns out, in the continuous limit, to be a convolution.

iBiology, MicroscopyU from Nikon, ThorLabs and the MIT course on Optics taught by
Barbastathis, Sheppard and Oh (available on MIT OpenCourseWare) are all great places to
learn more about microscopy basics.

2.4 Interferometric scattering microscopy

Interferometric scattering microscopy (iSCAT) is an ultrasensitive label-free probe of nano-
objects [191–193]. In a typical inverted microscope setup, a focused or plane wave laser
beam is coupled into a high-NA objective and undergoes reflection at the interface between
the sample (e.g., metal nanoparticles, dye molecules, or proteins each in a medium with a
different refractive index than glass) and glass substrate. The reflected field also acquires a π
phase shift when the material has a higher refractive index than glass. Some of the incident
light elastically scatters from the sample and, for deeply sub-wavelength objects, propagates
as a spherical wave (Section 2.1) that is collimated by the objective. The reflected and
scattered fields interfere (left panel in Figure 2.12), and the light intensity reaching the
detector can be described as [194]:

IiSCAT =
cnε0
2

|Er + Es|2 ∝ |Er + Es|2 = |Ei|2[r2 + s2 + 2rs cosϕ], (2.51)

where n is the refractive index, c is the speed of light in vacuum, ε0 is the vacuum permittivity,
Ei is the incident electric field, Er = Eire

iϕr is the reflected field with reflection coefficient
r, Es = Eise

iϕs is the scattered field with real scattering amplitude s, and ϕ = ϕr − ϕs is
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Figure 2.12: (left) In iSCAT, plane wave light incident on a nano-object is reflected at
the substrate-sample interface and scattered by the nano-object. The interference between
the backscattered and reflected field dominates the image contrast. (right) iSCAT is used
as a widefield probe in stroboSCAT. The experimental sequence involves (1) collecting a
ground state iSCAT image, (2) photoexciting the material with a focused pump pulse, (3)
collecting an excited state iSCAT image after a controllable time delay and (4) calculating
the differential image with contrast induced by the presence of photoexcitations.

the phase difference between the scattered and reflected field. The scattering amplitude is
proportional to the polarizability [132] which, from the Clausius-Mossotti relation (Equation
2.16), scales with the particle volume:

s ∝ α = εmed
πD3

2

εpart − εmed

εpart + 2εmed

(2.52)

for particle diameter, D. The term of Equation 2.51 proportional to s2 is the pure scattering
signal, which drops as D6. The scattering from a 5-nm particle is one million times smaller
than the scattering from a 50 nm particle. This term dominates the signal reaching the
detector in darkfield microscopy. Even with excellent background suppression, scattering due
to sample imperfections sets a lower bound of about 40 nm on the smallest observable particle
from pure scattering alone [195]. The interferometric cross term, however, scales with s rather
than s2, and is amplified by the reflected field amplitude r. If the reflected background field is
explicitly collected, as in iSCAT, this interferometric crossterm dominates for small particles
and allows for extremely high sensitivity measurements to be made by simply increasing the
incident electric field strength. Note that when imaging macroscale materials and objects
like solutions, thin films or crystals, as opposed to nano-objects like localized excitations or
gold beads, the modality is referred to as interference reflection microscopy (IRM), where
imaging contrast arises from the change in reflectance at a refractive index boundary [196,
197].

The overall phase ϕ can be expanded into [195, 198]:

ϕ = ϕGouy + ϕscat + 4πnz/λ, (2.53)
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where ϕGouy is the Gouy focusing phase difference between the scattered and reflected light,
which is constant for a fixed objective-sample distance (and typically tuned to −π ≤ ϕGouy <
−π/2 for maximum contrast [199]), ϕscat is the scattering phase (related to the material’s
complex refractive index; ϕscat ≃ 0 for off-resonant probing), z is the object-interface dis-
tance, n is the refractive index of the medium, and λ is the illumination wavelength. Each
time a beam propagates into or out of a focus, it acquires a −π/2 phase shift. Gouy made
the first experimental observation of this effect in 1890 when he interfered two plane waves
reflected from a planar and concave mirror. He noticed that the central disk in the interfer-
ence pattern changed from dark to bright or vice versa if he moved the observation plane to
just before or after the focus. A modern version of Gouy’s experiment in a Mach-Zehnder in-
terferometer is shown in Figure 2.13a,b [200]. The on-axis phase shift is given by (Figure
2.13c):

ψ(z) = tan−1(z/z0) (2.54)

where z is the propagation direction and z0 is the Rayleigh range, the distance from the
beam waist at which the area of the beam doubles. This principle thus far applies to the
focusing phase of the reflected field, but what about the scattered field? Babinet’s principle
states that if plane wave light passes over an object and diffracts, then the accumulated
phase must be opposite to the same beam’s accumulated phase passing through an aperture
of similar profile because the sum of the waves passing through these opposite profiles must
add to that of a plane wave [201]. Therefore the phase shift acquired by diverging light
from a point source that is collimated is +π/2. Since Gouy’s original experiment, there have
been many theoretical descriptions and experiments demonstrating this phase anomaly with
origin stories ranging from Heisenberg’s uncertainty relations [202] to geometrical properties
of Gaussian beams [203]. For me, it is one of many optics magic tricks I may never fully
grasp.

The relationship ϕ ∝ z in Equation 2.53 allows for three dimensional image contrast that
converts phase delays into amplitude contrast with complete signal inversion observed for
scatterers that are z = λ/4n above the interface. For the MAPbI3 films in Figure 3.10,
n(635 nm) = 2.6, leading to a π phase flip every 60 nm, which is similar to the pump and
probe 1/e penetration depths (50-70 nm), as further illustrated in Section 3.3.

The iSCAT signal contrast, or signal-to-background ratio, can be expressed as:

contrast =
iSCAT signal

background
=
Iparticle − Ibackground

Ibackground

=
|Er + Es|2

|Er|2
− 1 =

|Ei|2[r2 + s2 + 2rs cosϕ]

|Ei|2r2
− 1

≈ 1 +
2rs cosϕ

r2
− 1 =

2s cosϕ

r
,

(2.55)

where we assume that s2 is negligible for s ≪ r, as for small particles, the cross term,
2|Ei|2rs cosϕ, dominates over the second pure scattering term. Note that the image contrast



CHAPTER 2. STROBOSCOPIC SCATTERING MICROSCOPY: ITS THEORETICAL
UNDERPINNINGS AND PRACTICAL OPERATION 45

-4z0 -3z0 -2z0 -z0 z0 2z0 3z0 4z0

-π/2

-π/4

π/4

π/2

ψ(z)

z0

c

Figure 2.13: (a,b) A collimated beam interferes with a focusing beam in a Mach-Zehnder
interferometer. On one side of the focus, the central lobe is bright (a) while on the other side
it is dark (b), exhibiting a full π phase shift through the focus. Reprinted with permission
from [200]. (c) The Gouy focusing phase ψ(z) represents the phase delay of a Gaussian
beam through focus (at z = 0) along the the beam axis. At the Rayleigh range, z0, the
accumulated phase shift is π/4.

scales linearly with the scattering amplitude, and therefore also with particle volume, making
it possible to detect <5 nm particles [204, 205] and to track proteins very sensitively, even
performing quantitative mass imaging on proteins as small as 20 kDa [206–210].

Next, we explore the signal-to-noise ratio (SNR) in the detection scheme. Laser intensity
fluctuations (shot noise) and beam pointing instability are the most prominent sources of
noise in iSCAT. For the ideal shot-noise-limited case, the SNR may be expressed as [195]:

SNR =
iSCAT signal

background
× background

background fluctuations

= iSCAT contrast × background

background fluctuations

=
2s cosϕ

r
× N√

N
∝

√
N

(2.56)

where N ∝ r2 is the number of photoelectrons detected by the camera (Section 2.5.4).
Note that since N scales with the incident intensity, the SNR for a given exposure time
can be improved at will, one of the characteristic features of sensitive shot-noise limited
measurements. In practice, the photon flux is limited by the amount of power from the
illumination source.
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2.4.1 Extension of iSCAT into the pump-probe domain:
stroboSCAT

We employ iSCAT as a probe in a time-resolved pump-probe experiment (right panel in
Figure 2.12). In our approach, we first introduce a diffraction-limited, short pump light
pulse to generate a localized collection of energy carriers. These carriers act as point scat-
terers in the sample by modifying the local material electric polarizability, although due to
the small inter-particle spacing, typically <1 nm, the entire distribution of scatterers may be
thought of as one sub-wavelength scattering object, as discussed at the end of Section 2.1
and further below in this Section. We subsequently probe the pump-induced changes to the
elastic scattering profile of the material at controllable time delays over a large sample area
in which the energy carriers diffuse, thus imaging the evolving carrier distribution in space
and time. In principle, any photoexcitation – e.g., charge carriers, excitons, phonons – may
be detected in this way since the measurement observable, elastically backscattered light,
does not rely on the material absorbing or emitting light at a particular frequency. A large
probe area considerably reduces acquisition time by acquiring a snapshot of the sample’s
scattering profile in a single image exposure, obviating the need for sample, beam, or de-
tector scanning and providing morphological correlation with diffraction-limited resolution.
The signal can also be spectrally resolved in the same instrument (see Sections 2.5.5 and
3.3.2), a technique known as spectral interferometry [211–213].

Inspired by advances in scattering-based interferometric and photothermal microscopies
[194, 195, 204, 209, 214–217] that achieve extremely sensitive detection of tiny scatterers
down to single molecules, we call our approach stroboscopic scattering microscopy (stro-
boSCAT), where “stroboscopic” refers to the use of strobing or flashing laser pulses to
capture rapid and precisely-timed image exposures that are not possible with electronically-
controlled camera shutters. Whereas iSCAT allows single-particle tracking of nanoparticles
and biomolecules, stroboSCAT opens a new range of possibilities for tracking the spatiotem-
poral evolution of distributions of photogenerated energy carriers. We use iSCAT’s formalism
to treat the pump-induced contrast changes; a similar formalism based on the optical theo-
rem has been used for transient spectral interferometry of quantum dots [211, 212]. All of
the treatment we have thus far developed in this chapter for light scattering and photoin-
duced changes to optical properties applies. Microscopically, both absorption and reflection
originate from scattering. Macroscopically, however, most semiconductors possess refractive
indices in the visible range that are dominated by their relatively wavelength-independent
real part (n) rather than by their imaginary part (k), which is responsible for absorption.
For these high n/k ratios, stroboSCAT is primarily sensitive to changes in n [173, 174, 176].
The physical process is similar to transient reflectance spectroscopy, except that it takes
place in a microscope with a high-NA objective that collects the light scattered at oblique
angles from the distribution of photoexcitations. Overall, stroboSCAT is a high-throughput
method to track time-evolving carrier distributions in 3D with high spatiotemporal resolu-
tion and in situ morphological correlation in a wide range of materials (for example, opaque
or transparent, emissive or not emissive, composite or uniform). We show in Chapter 3 that
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these distinctive attributes enable detailed and model-free structure–function correlations in
a broad range of materials, precisely pinpointing the origin of functional heterogeneity in
disordered semiconductors.

Similar to in other differential pump-probe measurements, in stroboSCAT, the pump-
probe differential contrast is defined as:

IstroboSCAT =
IpumpON − IpumpOFF

IpumpON

(2.57)

=
|Ei|2[(r2 + s2 + 2rs cosϕ)pumpON − (r2 + s2 + 2rs cosϕ)pumpOFF]

|Ei|2[(r2 + s2 + 2rs cosϕ)pumpOFF]
. (2.58)

We make the following assumptions to simplify the equation further: (1) s ≪ r, which is
valid for deeply sub-wavelength scatterers, certainly applicable for each individual excitation
but also for particles – or in this case, a collection of particles – with a diameter up to
∼50 nm [195], (2) r does not change significantly between pump-on and pump-off images
(confirmed using a variable aperture in Section 2.5.6) and (3) the ∼ −π Gouy phase
difference between the scattered and reflected field dominates the phase contribution to ϕ
such that the cosϕ term is virtually identical for the pump-on and pump-off measurements
and is approximately equal to -1 for scatterers at the substrate-sample interface (Figure
2.14). With these assumptions, Equation 2.58 becomes

IstroboSCAT
∼= 2 cosϕ(spumpON − spumpOFF)

r + 2spumpOFF cosϕ
≈ 2 cosϕ(spumpON − spumpOFF)

r
. (2.59)

When carriers channel deeper into the sample, however, the depth-dependent pump-on
contribution to the relative phase, cos (4πnz/λ), modulates the first term in the differential
contrast expression in Equation 2.58, enabling retrieval of depth-dependent information. As
shown, the denominator can further be simplified to r, since r ≫ spumpOFF cosϕ. Thus, the
contrast is proportional to the change in the scattering amplitude between the material in
the presence versus absence of excited state species, which, in turn, is directly proportional
to the change in polarizability (or, equivalently, susceptibility, dielectric function, or refrac-
tive index) of the material between unpumped and pumped states. Overall, stroboSCAT
benefits from the elegance, sensitivity and 3-dimensional contrast achievable with iSCAT,
but expands it to the entirely different realm of ultrafast energy flow.

Optical scattering from a localized collection of photoexcitations is the most general
description of the differential observable in stroboSCAT measurements. The presence of
excitons, charge carriers, lattice heating and their combinations modifies the local complex
refractive index such that the photoexcited material scatters the probe differently than the
ground state material. In a real experiment, we inject thousands to millions of photoexcita-
tions distributed over a few hundred thousand square nanometers. Zooming out from this
single excitation picture, the ground state material can be described by an average refrac-
tive index. Upon photoexcitation, the pump pulse generates a Gaussian spatial distribution
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Figure 2.14: The Gouy focusing phase for widefield stroboSCAT measured from the sam-
ple plane. The reflected field, focused through the back focal plane (BFP) of the objec-
tive, acquires ϕr,Gouy = −π while the scattered field, collimated by the objective before
being focused onto the detector by the tube lens, acquires ϕs,Gouy = 0. The overall Gouy
contribution to the interferometric phase is the difference between the two contributions:
ϕGouy = ϕr,Gouy − ϕs,Gouy = −π. See Section 2.4 for the explanation of the focusing phase
for propagating plane waves and diverging light from a point source.

of photoexcitations with a local refractive index that varies radially, following the carrier
concentration gradient. This quasiparticle field ultimately alters the polarization associ-
ated with the oscillating bound charges in the surrounding material (and also redistributes
charge), making it easier or more difficult for the external field of the probe pulse to couple
to the excited material (compared to the ground state material). This competition results
in a difference in scattering amplitude (or optical polarizability) due to this underlying mi-
croscopic perturbation in the presence of quasiparticles, the sign of which depends on the
nature of the quasiparticle field, local transition dipole/polarization response, and the probe
frequency. Considering the entire photoexcited distribution as a single “object” comparable
to the imaging wavelength, the optical response of the sample may instead be described in
terms of transient reflectance as in Section 2.2.2.

2.5 Detailed description of the stroboSCAT setup

Our original implementation of stroboSCAT is illustrated in Figure 2.15. (See also Sec-
tions 3.4 and 4.4, which mention use of an ultrafast laser setup.) The pump and probe
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Figure 2.15: Schematic of the stroboSCAT setup. Laser diodes synchronized through
a single oscillator/laser driver are used for the pump and probe. After passing through
spatial filters, the beams are combined with a dichroic mirror before reflecting off a 50/50
beamsplitter into the objective. The pump is sent collimated into the objective while the
probe is focused in the back focal plane of the objective to result in confocal and widefield
illumination spots, respectively. Both light reflected from the sample-substrate interface
and scattered from the sample are collected, spectrally filtered, and focused onto a CMOS
detector for imaging.

BP bandpass filter(s)
BS beamsplitter
BW “beam walker”
DM dichroic mirror
FI final alignment iris
L1 LA 1131-A-50 mm lens
L2 LA 1433-A 150 mm lens
L3 LA 1509-A 100 mm lens
L4 LA 1131-A 50 mm lens
L5 AC-254-300-A “widefield” lens
L6 AC-254-500-A “tube” lens
OBJ Leica HC PL APO 63x/1.40 NA oil-immersion objective
P1 25 µm pinhole
P2 50 µm pinhole
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diodes are spatially-filtered through 25 and 50 µm pinholes (P1 and P2) and telescoped to
∼6 mm and 1 mm beam diameters, respectively, before entering the microscope. The two
beams are combined using a dichroic mirror (DM) and directed to a home-built microscope
stage of very similar design to the microscope body detailed in Ortega-Arroyo et al. [218].
The probe beam is deflected by transmission through the DM, so that a “beam walker”
(BW), a piece of glass of the same thickness as the DM oriented at 90◦ relative to the DM,
is placed in the probe path to pre-compensate the beam deflection. An f = 300 mm wide-
field lens (L5) is also inserted in the probe beam path upstream of the DM to focus the
beam in the back focal plane of the objective, resulting in widefield illumination (∼5-60 µm
depending on the beam size prior to L5) of the sample. A 50/50 beamsplitter (BS) reflects
the pump and probe light into a high numerical aperture (1.4 NA) oil-immersion objective
(Leica HC PL APO 63x/1.40NA) and onto the sample, resulting in overlapped confocal and
widefield illumination, respectively. Probe light reflected from the sample-substrate inter-
face as well as scattered from the sample are collected through the same objective. The light
transmitted through the beamsplitter is focused onto a complementary charged metal-oxide
semiconductor (CMOS) detector (PixeLINK PL-D752, equipped with the Sony IMX 174
global shutter sensor) using an f = 500 mm lens (L6) placed one tube length (200 mm)
away from the back focal plane of the objective. Bandpass filters (BP) just in front of the
camera filter out the pump light in the usual stroboSCAT configuration or, when measuring
widefield emission, other appropriate emission filter arrangements are used for any given
sample. The total magnification is given by the magnification of the objective times the
tube lens focal length divided by the objective’s tube length: 63 × 500/200 = 157.5×. On
square pixels of 5.86 µm, this magnification corresponds to 37.2 nm/pixel. Optional half-
or quarter-waveplates are used to control the polarization of pump and probe beams in
polarization-sensitive measurements, such as for TIPS-pentacene described in Chapter 3.

2.5.1 The quirks of working with pulsed diode lasers

For all data shown in the text, the light sources used are linearly polarized PicoQuant laser
diodes from the LDH series with dual pulsed and continuous wave modes and thermoelectric
coolers. Current available wavelengths are 408, 440, 465, 515, 635, 700, 725, and 778 nm.
Typical pulse widths are ∼100 ps with spectral widths ∼2-8 nm. The diodes are driven by
the same laser driver with a base oscillator frequency of 80 MHz (PDL828-S “SEPIA II”
equipped with two SLM 828 driver modules and a SOM 828-D oscillator, PicoQuant). For the
experiments shown inChapters 3 and 4, we use a laser repetition rate of 2 MHz and 10 MHz,
respectively, with the pump modulated at 660 Hz (every 3030 or 15151 pulses, respectively).
The pump-probe delay times are controlled using the electronic delay capabilities of the
driver to delay the probe with 20 ps resolution. Time “zero,” when the pump and probe
temporally overlap typically occurs around a -4 ns delay setting on the driver, giving the
pump light a head start to cover its longer optical path up to the DM. We verified the
calibration of the ‘coarse’ and ‘fine’ adjustments of the diode driver electronic delays using
a computer-controlled mechanical translation stage (Newport) in a standard pump-probe
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Figure 2.16: Diode laser pulse profiles for the 440 (green) and 635 (red) nm diode sources.
For increasing diode currents or, equivalently, average output powers, the relative proportion
of an afterpulse shoulder also grows in.

geometry for delay times < 2 ns, and using an oscilloscope for delay times > 2 ns. We
note that diodes and repetition rates are easily interchangeable for different experimental
configurations.

There are several considerations to keep in mind when selecting pump and probe wave-
lengths. The pump source must have enough energy to photoexcite the material, i.e., must
be higher in energy than the bandgap. The higher above bandgap the pump excitation, the
more heat will be generated due to thermalization. In selecting a probe wavelength, it is help-
ful to identify the material’s band edge and any other electronic resonances, near which the
transient signal will be enhanced. For many bulk materials, however, probing far detuned
from any electronic resonance provides enough elastic scattering contrast to achieve good
SNR (Chapter 3). In the simplified case where a single resonance feature dominates the
transient optical response, the transient reflectance contrast may be tuned across the reso-
nant zero crossing, as above-baseline (positive) contrast will then flip towards below-baseline
(negative) differential contrast. In the case where multiple electronic resonances coexist, the
probe energy may be selected to be more sensitive to a certain type of energy carrier (e.g.,
exciton, free carrier, heat). (See Chapter 4 for an example where a near-resonant probe
energy is sensitive to all forms of photoexcited energy, whereas a far-from resonant probe
energy is sensitive only to heating.)

For short-time dynamics (<500 ps), diode afterpulsing can affect the accuracy of the
measurements when using high diode powers (Figure 2.16). Therefore, care must be taken
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Figure 2.17: Diode laser temporal pulse overlap for the standard pump-probe configuration
and relative pump-probe time delays from 0 to 500 ps: 440 nm pump (green, σ = 72 ps) and
635 nm probe (red, σ = 80 ps). Significant pump-probe overlap persists up to ∼200 ps.

to minimize diode powers at the source, i.e., by reducing the diode current, rather than using
neutral density filters in the beam paths. In other words, the leftmost pulses in Figure
2.16 are closest to Gaussian in time and are most sought after. Typical measurements
in Chapter 3 and 4 use powers whose pulses look like the first (first or second) pulse
from the left for the pump (probe). Even at sufficiently low diode powers, however, care
must be taken in interpreting results of time delays within the first ∼200 ps due to the
finite pulse width and lingering temporal overlap between the pump and the probe (Figure
2.17). Technically anytime the pump and probe are overlapped temporally on the sample,
the probe can measure whatever is photogenerated immediately after pump excitation (e.g.,
hot carriers, higher-energy excitons, trions), even though the dynamics of such short-lived
carriers would be smeared out over the instrument response function (see Figure 2.25c
below).

When using pump and probe wavelengths that are within ≲100 nm, it is important to use
tight bandpass or sharp long- or short-pass filters to completely reject the pump light before
the camera. As a word of caution, we learned this the hard way when using a 440-520 nm
pump-probe configuration with a FBH520-40 bandpass camera filter. In the stroboSCAT
data, we were puzzled by a weak, bright signal that persisted over all time delays, including
the -5 ns time delay. When we dispersed the pump and probe light through a prism to
spectrally resolve them, it became clear that some of the 440 nm pump light was leaking
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Figure 2.18: The output of two diode sources may spectrally overlap when they are close
together, as shown here for the 440 and 520 nm diodes. Even if the overlap is small, the
pump light may leak through the chosen camera filters and appear as “bright” contrast in
all stroboSCAT time-delayed images. In cases where the pump and probe wavelengths are
within ∼100 nm of each other, it is essential to choose a camera filter that sufficiently rejects
the pump light.

through the bandpass filter above 500 nm (Figure 2.18). Using a filter with a smaller
bandwidth (FBH520-10), however, successfully eliminated the pump light signal.

For accurate carrier density calculations, as described in Appendix B.1, the diode laser
power exiting the objective must be measured after every realignment for a given diode
current (“Intensity %” in the laser driver software) and pulse repetition rate using a large
area power meter like the Thorlabs microscope slide power meter sensor S175C. Every diode
head has a different threshold current for lasing and the output power follows a nonlinear
trend thereafter (Figure 2.19). Measuring the power at two or three diode currents and
extrapolating the trend with a line is not a good approximation of the actual trend.

2.5.2 Experimental timing control

To trigger and synchronize the CMOS camera to the 660 Hz pump modulation rate, we
convert the synchronization output of the laser driver to a TTL pulse with an MPD NIM to
TTL converter. A trigger pulse is sent to the camera at the beginning of every probe laser
pulse burst. At 660 Hz, each image has an exposure time of 1.3 ms with a 0.2 ms buffer to
allow for overhead processing. The pulse burst length that yields the appropriately spaced
660 Hz camera trigger is given by the ratio of the laser repetition rate and the camera trigger
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Figure 2.19: 440 nm diode laser power output at 40 MHz repetition rate measured just after
the objective as a function of diode current, in units of %, which are used to set the diode
current in practice. The laser has zero output until the diode current reaches a threshold
value, after which the power increases nonlinearly with a trend that depends on the diode
source and repetition rate.

rate. For example, for a laser repetition rate of 2 MHz, the laser driver should trigger the
camera after each burst of 2 × 106/660 = 3030 pulses. This timing sequence is detailed in
Figure 2.20.

In the data acquisition, consecutive images correspond to (1) probe with pump on and (2)
probe with pump off. The ratio pump-on/pump-off for each consecutive pair is computed,
and the ratio is averaged over 1000-3500 image pairs for a total collection time, including
LabVIEW program overheads, of ∼4-15 seconds to generate a single pump-on/pump-off
pair for a single stroboSCAT image. To collect and gather sufficient statistics on a time
series, we perform a time delay scan (often referred to simply as a scan) comprised of one
sweep through the specified pump-probe time delays. Averaged pump-off images (iSCAT)
are simultaneously recorded at each time delay to track any changes in sample morphology
over the measurement, such as photoinduced damage or drift. After scanning through a full
set of pump-probe delay times, the experiment’s time delay sequence is repeated N times,
with N ranging from 3-20, depending on the signal-to-noise ratio of the measurement, with
the final image for each delay corresponding to an average of images taken over N time
delay scans. For materials with good SNR, a measurement of 10 time delays scanned twice
might take about 10 minutes to acquire. For materials that require longer averaging as in
Section 4.3, a measurement of 12 time delays scanned 15 times takes 80 minutes. A -5 ns
time delay image is collected to be used for background subtraction and also to check for
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Figure 2.20: Timing sequence for stroboSCAT measurements. The camera is triggered at
660 Hz at the beginning of each probe pulse burst, the length of which depends on the laser
repetition rate. Positive and negative time delays correspond to the probe arriving after and
before the pump in one exposure, respectively.

any emission or steady state signal build up if the laser repetition rate is so high that the
carriers (including heat) do not fully decay between pulses. To be able to record images at
660 Hz we reduce the region of interest from the full 1200×1920 pixel sensor to 192×192
pixels, i.e., ∼7×7 µm, although different aspect ratio configurations may be used [219], and
a faster camera could allow for even larger fields of view. A paper shutter controlled with a
stepper motor is used to block pump and probe light (if desired) during program overheads
to minimize sample exposure.

2.5.3 Instrument stability

Although autofocusing capabilities as detailed in reference [218] were incorporated in the
instrument, we found that for stroboSCAT measurements <20 minutes, our microscope
is stable enough that autofocusing is not necessary, provided temperature fluctuations are
minimal. In the laser lab, the temperature is stable to within ±0.5◦F of the set point, with
oscillations occurring over T = 4 hours. Over the coarse of a single measurement, fluctuations
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Figure 2.21: (left) Typical room temperature fluctuations over 24 hours in the laser
lab. The temperature stays well within ±0.5◦F of the 72◦F set point with an oscillatory
period of about 4 hours. (right) Laser lab temperature fluctuations for the near- and far-
from resonant probe measurements in encapsulated 4L MoS2 described in Chapter 4. Gray
regions indicate the two data collection periods labeled with the average laser lab temperature
and its standard deviation over the course of the measurement.

are much smaller (Figure 2.21). For measurements requiring longer averaging, such as for
most of the experiments in Chapter 4, we manually refocus the differential time-zero image
every ∼20 min. The change in the time-zero differential profile over this time is barely
noticeable by eye, but the focal drift does suppress and broaden the measured differential
profile as the entire setup drifts with the room temperature fluctuations (Figure 2.22).
Placing the microscope stage in a thermally insulated enclosure is one passive option that
could be implemented, as opposed to the active autofocusing mentioned above, for mitigating
focal drift when longer averaging is required. We also found that heavier samples, such as a
silicon wafer cut into the form factor of a typical sample coverslip (∼ 20× 50 mm), tend to
maintain a stable focus over longer periods of time, up to a few hours.

One other source of variability between measurements is the tilt of the cantilevered sample
stage, which can be adjusted with two knobs bolted to the aluminum sample holder (Figure
2.23). Depending on how the sample is fabricated and mounted, leveling the sample holder
with respect to the optical table does not necessarily ensure that locally the crystal face, or
smaller coverslip that the sample was deposited onto, is orthogonal to the optical axis. To
level the sample with respect to the optical axis of the incoming probe light, one strategy is
the following:

• Focus the image in one area of the sample by adjusting the z−axis micrometer.
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Figure 2.22: Focal drift in the time-zero differential image profile right after focusing
(pink) and after 20 min of data collection (blue). In the de-focused profile, the amplitude is
suppressed by 5% and the width broadened by 14%.

• Translate the stage in x or y several tens of µm away.

• Refocus the image by tuning the corresponding sample tilt knob.

• Continue to iterate along each axis separately, refocusing with the corresponding sam-
ple tilt knob, until the image stays in focus even after translating over many tens of
µm in either direction.

If the sample tilt is way off of normal, it can make the pump beam profile look astigmatic
and also impart asymmetry to the probe PSF so that differential images acquire an asym-
metrical wonkiness as well, an effect that is especially pronounced in dual-contrast images
(Figure 2.24).

The laser diodes provide high stability (<0.1% RMS) and modularity in terms of repeti-
tion rates (single shot – 80 MHz), electronic delays (20 ps – 2 ms) and pulse sequencing, and
fast warm-up times (<10 minutes from turning on, although see Section 4.3.5 for long-time
drift characterization) at the expense of time resolution compared to ultrafast lasers. The
use of electronic delays and modulation, as well as a widefield probe, results in no moving
parts in the setup (apart from optional shutters), leading to an extremely stable and compact
(<1 m2) setup, with system realignment needed only once every 2 months with daily use.
We note that for interferometric contrast, the temporal coherence length of the light source
must be greater than the path difference between the scattered and reflected fields [218].
Laser illumination is, however, not necessarily required. Nanoparticles close to the substrate
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Figure 2.23: Labeled picture of the microscope stage showing the lateral translation mi-
crometers, sample tilt knobs, and aluminum sample holder cantilevered from the z−axis
focusing piezo.
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Figure 2.24: Sample tilt has a marked effect on the symmetry of stroboSCAT images,
shown here as an example in bare 4L MoS2. This sample was prepared on a 22×22 mm
coverslip with added glass “wings” to span the sample stage. The differential images and
line cuts show the time-zero signal after leveling the sample stage to the optics table (left),
leveling the sample to maintain focus over a large area as described in the text (center) and
tweaking that level to symmetrize the differential signal (right). Lingering asymmetry at
this point is likely due to laser misalignment.

surface can be imaged with iSCAT using more incoherent sources such as LEDs [220]. Very
large coherence lengths are undesirable as they can lead to interference among many optical
elements, thus degrading image quality [221]. With a probe FWHM spectral width of 2-3
nm, we estimate a coherence length of L = c

π∆ν
=∼40-60 µm for the diode lasers, depending

on the medium’s refractive index – much longer than the path difference for any films or
crystals deposited on the substrate, but not long enough to lead to much interference from
optical elements in the beam path. Ultrafast lasers with >30 nm spectral bandwidths (<2 µm
coherence length) are still coherent enough, thus providing the opportunity to extend stro-
boSCAT experiments to the femtosecond realm [184, 222]. (In fact, even LEDs can maintain
sufficient coherent lengths of tens of µm [219] and, depending on the temporal constraints of
the dynamics, it can be beneficial to image with less temporally coherent light to mitigate
imaging artifacts from drifting background interference patterns.) The use of ultrashort
pulses for pump excitation is not affected by coherence length constraints. Nevertheless,
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another advantage of using pulsed diodes is the low peak powers needed compared to highly
impulsive (<100 fs) excitation for the same amount of overall excited state population. For
short-pulse excitations, multi-photon effects, sample damage and heating must be carefully
taken into consideration. For example, at the typical GW/cm2 peak powers used in many
ultrafast pump-probe experiments, carrier temperatures in semiconductors can reach ∼102

K [126, 223], leading to the observation of hot-carrier dynamics [126] over several hundred
picoseconds that we did not observe in our experiments using peak powers that are three
orders of magnitude lower. Observing these hot-carrier dynamics in tandem with heat on
ultrafast time scales, however, could be useful in understanding electron-phonon coupling or
ultrafast energy transduction to heating, for example. Still, it is valuable to be able to char-
acterize longer time scale dynamics using diode lasers with variable repetition rates in order
to follow thermal dynamics explicitly. The tradeoffs between temporal resolution, temporal
dynamic range, and temporal coherence must be carefully considered and tailored to each
material system.

2.5.4 System resolution and sensitivity

As shown in Figure 2.25a, the 440 nm pump beam profile has a FWHM of 306 nm, which
is ∼twice the diameter of a diffraction-limited spot. The total system spatial resolution
according to the convolution theorem is the square root of the sum of the squares of the
theoretical resolution limit and the object size. With the standard 440-635 nm pump-probe
configuration, this formula yields a maximum spatial resolution of

√
(635/2.8)2 + 3062 = 381

nm, where the pump profile represents the profile of the photoexcited object, and we use
the probe’s theoretical resolution using the Abbe convention. Using a diffraction-limited
pump could improve the resolution to a best-case scenario (with these wavelengths) of ∼276
nm. We opted for a non-diffraction-limited beam by underfilling the objective in order to
avoid polarization scrambling in the focal plane. The probe PSF is measured by imaging
40 nm gold beads on a clean glass substrate. The full 635 nm probe PSF (black curve
in Figure 2.25b) fits well to a first-order Bessel function of the first kind, 2J1(x)/x with
x = 2π

λ
rNA for spatial coordinate r (blue dashed curve in Figure 2.25b). The central

lobe is approximately diffraction-limited, as shown by the expected Abbe diffraction-limited
Gaussian with σ = λ

2NA(2
√
2 ln 2)

(red dashed curve in Figure 2.25b). The measured probe

PSF is used in the simulations in Section 3.3.3. The system temporal instrument response
function (IRF) is determined to be ∼240 ps using a half-Gaussian to fit the signal rise-time
in a stroboSCAT experiment on TIPS-pentacene (Figure 2.25c).

In terms of achievable sensitivity, a typical <10-minute experiment consists of averag-
ing 3,500 (pump-on/pump-off) image pairs per delay time. Given a camera well depth of
∼30,000 electrons, taking 8-pixel-wide line cuts, the total photoelectron count per image per
8-pixel-wide area is ∼ 5 × 109. In a shot-noise-limited measurement, these figures provide
a 1/

√
N sensitivity floor of 1.4 × 10−5. In the differential image, taking the ratio of pump-

on and pump-off images yields background fluctuations of 2 × 10−5, in agreement with the
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Figure 2.25: (a) Pump reflection from a glass substrate imaged on the CMOS camera,
exhibiting a Gaussian profile with a FWHM of 306 nm. (b) Widefield probe PSF imaged
using a 40 nm gold nanoparticle. The central lobe of the PSF corresponds closely to the
expected diffraction-limited Gaussian (red dashed curve), while a first order Bessel function
of the first kind is a better approximation of the entire PSF profile (blue dashed curve).
(c) Gaussian peak amplitude as a function of pump-probe time delay at early times for a
stroboSCAT experiment on TIPS-Pentacene. The instrument response function (IRF) of
the system is estimated to be ∼240 ps.
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above calculation based on the camera well depth. Achieving shot-noise-limited measure-
ments is enabled in large part by current CMOS technology that utilizes high speed line
scanning with low bandwidth amplifiers, resulting in characteristically lower read noise com-
pared to electron multiplying charge-coupled device (EMCCD) detectors. For low-contrast
samples, such as silicon and low-SNR samples such as few-layer TMDCs, longer averaging
was used (10-15 scans), improving the sensitivity to ∼ 10−5, although at a certain point,
this approach has diminishing returns as other sources of noise – such as laser, thermal or
vibrational fluctuations or drift – begin to dominate over the shot noise. Averaging over
more pixels or integrating azimuthally can also be done for isotropically expanding signals
like charge carriers in silicon and excitons and heat in 4L MoS2, further improving the sensi-
tivity. Near-shot-noise limited measurements were easily attained for homogeneous samples,
while strongly scattering samples might include slightly higher noise levels due to imperfect
background subtraction.

2.5.5 In situ spectrally resolved stroboSCAT (spectroSCAT)

Several research groups have shown that spectrally resolving a signal near an absorption
resonance can be used to detect both the phase and amplitude response of deeply subwave-
length nano-objects (e.g., single molecules and quantum dots) [211, 212, 224, 225]. Indeed,
with spectral resolution, small phase shifts between the signal and reference fields result
in dramatic changes to the spectral profile of the object under study near its absorption
resonance. As such, using the available phase information, several studies reproduced with
high certainty and accuracy the known depth at which these single nano-objects were lo-
cated above the focal plane [211, 212, 225]. Building on these studies, we incorporated the
ability to obtain spectral measurements into the stroboSCAT microscope setup. Whereas
stroboSCAT provides the ability to track carrier motion in 3D, spectral resolution taking
over one of our spatial axes provides complementary phase-sensitive information on the sam-
ple’s spectral response to photoexcitation in localized regions of its heterogeneous landscape
within the same field of view. The latter allows benchmarking stroboSCAT’s phase sensitiv-
ity and helps reinforce our interpretation of depth-dependent transport across morphological
boundaries in perovskite thin films (Chapter 3). It is also useful for locating the excited
state electronic resonances in a material, which can inform the choice of probe wavelength
(Chapter 4).

For spectrally resolved measurements, the same event sequence, camera model, and pump
pulse excitation are used, but instead of a narrowband probe, we use a broadband white light
(WL) probe. The WL probe is generated by focusing the fundamental output (1030 nm, 200
kHz) of a Light Conversion PHAROS ultrafast regeneratively amplified laser system into a 3
mm yttrium aluminum garnet (YAG) or sapphire crystal. For the spectral data on MAPbI3
(Section 3.3), the WL output is filtered with a 675 nm longpass filter to reduce sample
exposure to above-bandgap light. The WL is sent collimated into the objective to obtain
near-diffraction-limited probe pulses on the sample, in contrast to using the widefield probe
elsewhere in this thesis. The reflected and backscattered light is then coupled into a home-
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Figure 2.26: Spectrally resolved stroboSCAT and fluorescence imaging capabilities in the
stroboSCAT microscope. For fluorescence imaging, two flip mirrors (FM1 and FM2) direct
the microscope output to a sensitive EMCCD. For spectrally resolved stroboSCAT, the
microscope output is filtered through a mechanical slit (MS) before being dispersed through
an equilateral dispersive prism (EDP) and then imaged onto a CMOS camera with a focusing
lens (L7, AC254-150-B).
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Figure 2.27: Spectrally resolved stroboSCAT signal near the MAPbI3 band edge.

built prism spectrometer and dispersed onto a CMOS camera (PixeLINK PL-D752, the same
as is used in stroboSCAT) as shown in Figure 2.26. The entrance slit of the spectrometer
(MS) is placed in the image plane. This dual imaging/spectroscopy mode is similar to
that recently implemented for widefield transient absorption microscopy [226, 227]. The
electronic delays between pump and probe are controlled using an external delay generator,
(DG645, Stanford Research Systems), triggered with the pulse output of the ultrafast laser
and feeding a user-delayed signal to the diode driver. The spectrum is calibrated using the
known transmission spectrum of a Thorlabs FGB67 filter. For more sensitive fluorescence
imaging, the output of the microscope may also be sent to a separate EMCCD (Andor Luca)
with appropriate filtering to isolate the expected emission.

Using spectrally resolved stroboSCAT, we observe a characteristic dispersive spectral
profile around the band edge (Figure 2.27, discussed further in Section 3.3). This profile
reproduces the transient absorption spectrum through a Hilbert transform. These data
confirm that the signals we observe in reflection-based stroboSCAT for lead halide perovskites
originate from changes to n, not k. In general, all of the data shown in this thesis (except for
TIPS-Pentacene and the near-resonant measurement in four-layer MoS2) are taken with a
probe that is spectrally detuned from band edge resonances, i.e., away from where the largest
photoinduced resonance changes occur in semiconductors. Macroscopically, stroboSCAT in
these cases reports on changes to the real part of the refractive index. Microscopically, the
signal arises from non-resonant Mie scattering of the probe field with closely-spaced deeply
subwavelength particles and their modified surroundings.
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Figure 2.28: Distinguishing scattering from normal reflection in stroboSCAT. stroboSCAT
contrast for TIPS-pentacene at 0 ns time delay (top row). The images show how the dif-
ferential contrast changes as high spatial frequencies of the scattering field are progressively
filtered out using a variable aperture placed between the objective and beamsplitter. The
bottom row shows the corresponding ground state iSCAT images for comparison.

2.5.6 Distinguishing scattering from normal reflection

It is possible to separate light scattered from the sample and unscattered light simply partic-
ipating in specular reflection at the sample-substrate interface near the back focal plane of
the objective by making use of the fact that small scatterers (e.g., individual energy carriers,
quantum dots, nanoparticles, etc.) near a refractive index interface radiate the majority of
photons at the critical angle determined by the interface, due to interference between the
dipole emission and the reflected field [208, 228, 229]. This directionality applies not only
to elastic scattering but also to other light-matter interactions such as absorption, photolu-
minescence, and inelastic scattering from deeply subwavelength particles near the refractive
index interface. Here, we assume that the light traveling at the critical angle is due to elastic
scattering. This phenomenon results in the scattered field being directed at oblique or high
angles relative to the optical axis [228]. Since widefield illumination only requires a very
low numerical aperture, the spatial frequencies of the scattered light and illumination beam
are well separated near the back aperture of the objective. Indeed, it has been shown in
iSCAT experiments that the illumination beam can be attenuated with an appropriate par-
tial reflector while transmitting the vast majority of the scattered field in order to increase
the iSCAT contrast significantly [208, 228]. Similarly, the normally-reflected light can be
entirely blocked, resulting in a sensitive darkfield backscattering microscope [230].

To verify that the same separation of spatial frequencies is present in stroboSCAT, and
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to confirm the signal source is scattering from a collection of small particles (and not just a
change in the reflection coefficient, r, of the interface), we introduced an aperture between the
objective and beamsplitter in Figure 2.15 to be able to interchange between stroboSCAT
and normal reflectance modes of imaging.

Figure 2.28 shows the effect of spatially filtering the scattered field only while the
normally-reflected illumination field is fully transmitted. The stroboSCAT signal magnitude
reduces and the spatial extent of the signal on the detector plane increases as high spatial
frequencies are filtered out. These experiments indicate that the scattered field emitted to-
ward high-NA associated directions (predominantly from the edges of a localized distribution
of photoexcitations) is indeed responsible for the observed signal.

Furthermore, a 3 mm beam stop attached to a thin wire was inserted to block the
normally-reflected beam while transmitting the scattered field only [230]. Using the same
experimental conditions, we were unable to observe any signal above noise on the detector,
presumably because the stroboSCAT signal requires mixing reflected light with the scattered
light in order to be detectable. In contrast, images of dust particles or other strongly-
scattering objects, upon placement of this beam stop, switch from having dark contrast on a
bright background to having bright contrast on dark background, as expected for darkfield
microscopy.

The same control measurements were performed on all samples, giving identical results.
Taken together, these observations indicate that the interferometric cross-term dominates the
differential signal magnitude, i.e., s2 ≪ rs cosϕ, and the reflection coefficient, r, does not
change significantly between pumped and unpumped states. Thus, darkfield microscopy or
the typical relative waist sizes of probe lesser than pump in transient reflectance microscopy
are not able to achieve the same sensitivities as stroboSCAT.

2.6 Conclusion

In this Chapter, we laid the foundation for understanding the physical principles that gov-
ern the observables in a stroboSCAT measurement: optical scattering, characterized on the
atomic or molecular scale by the polarizability and on the macroscopic scale by complex
frequency-dependent optical functions including the refractive index, dielectric function or
susceptibility, with the connection between the two regimes given by the Clausius-Mossotti
relation. We described several ways in which photoexcitations in a material locally change
these optical functions through modifications to the material absorption coefficient or, equiv-
alently, scattering since the two are causally related through the Kramers-Kronig relations.
Although not exhaustive, this brief introduction of concepts in optical scattering, excited
state phenomena, microscopy, and iSCAT, the imaging probe in stroboSCAT, provides the
necessary context for the remaining thesis Chapters and, hopefully, points the curious reader
towards helpful resources for more in-depth exploration. Finally, we detailed the ins and outs
of the experimental operation of the stroboSCAT instrument, which we hope will be valuable
for future stroboSCAT enthusiasts.
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Chapter 3

Imaging material functionality
through three-dimensional nanoscale
tracking of energy flow

Adapted with permission from Delor et al., “Imaging material functionality through three-
dimensional nanoscale tracking of energy flow,” Nature Materials, 2020, 19, 56-62. Copy-
right 2020 Springer Nature.

3.1 Introduction

As we have developed in the preceding chapters, the ability of energy carriers to move
between atoms and molecules underlies biochemical and material function. Understand-
ing and controlling energy flow, however, requires observing it on ultrasmall and ultrafast
spatiotemporal scales, where energetic and structural roadblocks dictate the fate of energy
carriers. Here, we implement a non-invasive optical scheme that leverages non-resonant in-
terferometric scattering to track tiny changes in material polarizability created by energy
carriers. We thus map evolving energy carrier distributions in four dimensions of spacetime
with few-nanometer lateral precision and directly correlate them with material morphology.
We visualize exciton, charge and heat transport in polyacene, silicon and halide perovskite
semiconductors and elucidate how disorder affects energy flow in three dimensions. For ex-
ample, we show that morphological boundaries in polycrystalline metal halide perovskites
possess lateral- and depth-dependent resistivities, blocking lateral transport for surface but
not bulk carriers. We also reveal strategies for interpreting energy transport in disordered
environments that will direct the design of defect-tolerant materials for the semiconductor
industry of tomorrow.
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3.1.1 Visualizing energy flow over four orders of magnitude in
space and time

We use stroboSCAT to visualize energy flow in a wide range of semiconductors, demon-
strating its capability over four orders of magnitude in space and time, on both neutral and
charged excitations migrating through organic, organic–inorganic and inorganic semicon-
ductors. Before focusing on disordered semiconductors, we illustrate stroboSCAT imaging
of carrier diffusion in an ordered semiconductor: Figure 3.1a,b displays the spatial pro-
file of charge carriers as a function of pump–probe time delay in a methylammonium lead
bromide (MAPbBr3) perovskite single crystal. At 635 nm, the probe is spectrally far from
the band edge (570 nm), primarily detecting changes in n. Using ultra-stable picosecond
pulsed laser diodes, we achieve shot-noise-limited differential contrast with sensitivities ap-
proaching 10−5 and a signal-to-noise ratio averaging 40 for up to a 1 ns pump–probe time
delay with less than 1 min integration per time delay. In this simple example, the diffusiv-
ity D for the charge carriers can be modeled from the Gaussian distribution variance σ2 of
the scattering profile with time t: 2Dt = σ2(t) − σ2(0) (Section 1.4.1). The achievable
sample-dependent spatial precision, ∆σ(t) = ±2 − 10 nm for a <1 min measurement per
time delay (or ∆

√
2Dt = ±4 − 20 nm), is not limited by diffraction but rather by fitting

precision, which depends on the signal-to-noise ratio [72, 114]. Figure 1d,e summarizes
similar analyses on a variety of semiconductors using the same experimental setup to image
heat, neutral bound pairs of charges (excitons) and free charge carrier diffusion. For data
shown in this Chapter, the light sources used are two laser diodes for the pump and probe
with center wavelengths of 440 and 635 nm, respectively, and a base laser repetition rate of 2
MHz, with the exception of measurements in silicon in Section 3.4, where other pump and
probe wavelengths are indicated. Additional laser wavelengths are also possible and detailed
in Section 2.5. Sample preparation protocols are detailed in Appendix A.2.

All reported injected energy carrier densities, n0, are calculated as n0 = ja, where j is
the peak pump fluence in photons/cm2, and a is the absorption coefficient reported in the
literature. Peak photon fluence is calculated from peak energy fluence, which is defined here
as 2E/πr2, with E being the pulse energy and r being the beam radius at 1/e2. For each
sample, a pump-power dependence over several time delays is performed in order to ensure
that the rate of decay of the stroboSCAT signal peak amplitude is power-independent over
the range of powers used. In this way we ensure that many-body effects such as Auger-
Meitner recombination do not contribute significantly to the determined diffusivities. Using
higher powers may lead to incorrect estimations of the diffusion coefficient as the population
distributions approach flat-top profiles rather than Gaussian profiles, which, if fit with a
Gaussian function, will appear as erroneously large distribution widths [114]. For TIPS-
Pentacene and silicon, power-dependent behavior is non-trivial and discussed in further detail
below (Section 3.2 and Section 3.4, respectively).

Our results closely match other published values for materials whose energy diffusivities
were previously determined [232–235], confirming stroboSCAT’s viability. One notable ob-
servation in Figure 3.1c,d is that carrier diffusivities in MAPbBr3 are reduced more than
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Figure 3.1: Visualizing semiconductor exciton, charge and heat transport across four orders
of magnitude in space and time. (a) Example stroboSCAT dataset for a MAPbBr3 single
crystal, showing charge carriers diffusing as a function of pump–probe time delay. The peak
pump-injected carrier density is 2×1018 cm−3, and the probe is spectrally far from the band
edge (570 nm). The peak power densities at the sample are on the order of 0.2 MW cm−2, far
below the onset of nonlinear optical effects. All stroboSCAT plots are generated by taking
the difference between pump-on and pump-off raw pixel intensities (I), normalized to the
raw pump-off intensities, yielding ∆I/I contrast images. Scale bars are 1 µm. (b) The
spatiotemporal population distribution along the horizontal spatial axis is plotted, along
with 1D Gaussian profiles extracted at 0 and 1 ns pump-probe delay. (c) Charge, exciton
or heat distributions versus time measured for a range of semiconductors. See panel (d)
for color coding. Error bars represent the 95% confidence intervals from Gaussian fits. All
experiments are performed in a linear excitation regime, as confirmed by a lack of power
dependence to extracted diffusivities. (d) Diffusivities extracted from linear fits of the data
in (c).
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Figure 3.2: stroboSCAT time series on a MAPbBr3 polycrystalline film. Note that back-
ground contributions due to sample vibrations/drift during acquisition are larger for het-
erogeneous samples than for samples that scatter homogeneously. The extracted diffusivity
from this dataset is 0.15±0.02 cm2/s. The average and standard deviation across 5 datasets
is 0.16±0.05 cm2/s. Fluence is 10 µJ/cm2 (n0 ≈ 2×1018 cm−3) [231]. The pump at 440 nm
is above bandgap, while the probe at 635 nm is non-resonant with both ground and excited
state absorption.
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Figure 3.3: stroboSCAT contrast difference at 0 ns pump-probe time delay at a fluence of
10 µJ/cm2 for MAPbBr3 vs. CsPbBr3 single crystals. The contrast magnitude is lower by
a factor of 2.7 in CsPbBr3 despite both systems having similar absorption coefficients and
both being probed with below-bandgap, off-resonant light. The extent to which contrast
magnitude can be used to gain information on electron-phonon coupling in these different
systems will be the subject of future investigations.
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fourfold in disordered polycrystalline films compared with those in single crystals (Figure
3.2). Nevertheless, the impact of domain interfaces on energy flow can be nontrivial, depend-
ing greatly on their type, size, distribution and composition. Furthermore, the magnitude of
the stroboSCAT contrast can change as a function of chemical composition in single crystals
even when they have similar absorption coefficients (Figure 3.3). We use stroboSCAT to
track and morphologically correlate energy flow up to, within, and across energetic obstacles,
using two classes of emerging semiconductors as case studies in Sections 3.2 and 3.3 below.
We also demonstrate a case where heat and charge flow, even when they overlap, may be
readily distinguished by distinct differential contrast when their diffusivities and dynamics
are substantially dissimilar (Section 3.4). Our results and corroborating simulations reveal
that carrier trajectories are governed by highly anisotropic paths of least resistance, pre-
cluding the viability of diffusive models extracted from bulk or averaged measurements and
calling for new ways to interpret and quantify energy flow in disordered environments.

3.2 Exciton transport is impeded by grain boundaries

in TIPS-Pentacene

We first explore the effect of low-curvature domain interfaces on exciton migration in poly-
crystalline 6,13-bis(triisopropylsilylethynyl)pentacene (TIPS-Pn) [236] films. TIPS-Pn is a
promising singlet-fission sensitizer for hybrid solar panels and represents an archetypal sys-
tem in which to study energy transport in π-stacked molecular crystals (Figure 3.4a) [237,
238]. In Figure 3.4b, iSCAT images at two different probe field polarizations display two
orthogonally oriented crystalline domains (light versus dark) separated by straight interfaces.
The images are filtered using a Fourier bandpass that removes interference fringes from the
probe field diffracting off of crystalline interfaces in the sample, a consequence of using wide-
field illumination (Figure 3.5). Exciton migration imaged by stroboSCAT within a domain
(Figure 3.4c–e) shows that at early time delays, the migration is nonlinear, lending support
to previous reports that attribute this behavior to the interchange between fast-diffusing sin-
glet and slow-diffusing triplet pair excitations [239]. Early-time dynamics are dictated by
singlet fission into two triplets and the reverse process of triplet fusion into a singlet, which
affects the rate of exciton migration since singlets diffuse faster than triplet excitons [240,
241]. The combination of this interplay with singlet-singlet annihilation gives rise to nonlin-
ear diffusive dynamics for as long as triplets are strongly bound – up to nanoseconds (Figure
3.6b) [242]. To eliminate singlet-singlet and free triplet-triplet annihilation and concentrate
on intrinsic singlet-triplet interchange, our measurements are taken at 147 fJ (140 µJ/cm2

peak fluence), as we detect no significant changes in the peak amplitude decay between 74
and 147 fJ (Figure 3.6a). At higher fluences, faster decay of the peak amplitudes at early
times is observed, resulting in faster apparent diffusion. Beyond 5 ns, we observe linear
diffusion for all fluences at D = 0.003 cm2/s, consistent with the common interpretation
of free triplet migration (Figure 3.6c) [72, 239]. Furthermore, intradomain diffusion along
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Figure 3.4: Morphology-dependent exciton transport in TIPS-Pentacene. (a) Crystal
structure of TIPS-Pn [236], displaying the orientation of the crystallographic a and b axes.
Carbon atoms are grey, silicon atoms are yellow. (b) iSCAT images at different polarizations
(pol) showing two orthogonally oriented crystal domains. These images are bandpass-filtered
to remove diffraction fringes near interfaces (Figure 3.5). Mean squared displacement curves
measured at the positions depicted by the red circle, orange triangle and yellow square are
displayed in panel (e). (c) stroboSCAT images at 0 and 8 ns time delay in a crystalline
domain (red spot in (b)), displaying anisotropic diffusion with sixfold faster transport along
the π-stacked (red) axis of the crystal (Figure 3.7). The lab frame anisotropy directionality
changes in different domains in relation to their crystal orientations. Both the pump (440
nm) and probe (635 nm) are resonant with ground-state absorption in this example. (d)
Schematic of exciton diffusion behavior at three different spots: intradomain (red), confined
(yellow) and intermediate transport scenarios (orange). (e) Corresponding population ex-
pansion dynamics along the fast-diffusion axes. The pump is circularly polarized and the
probe polarization is chosen to avoid contrast bias across domains. Error bars represent the
95% confidence intervals from Gaussian fits. (f) Spot-to-spot variability of initial diffusivity
D0, determined from the fitting function f(t) = 2D0t

α where α is a free parameter, for in-
tradomain and grain boundary-confined scenarios. Peak fluence is 140 µJ cm−2. Scale bars
are all 1 µm.
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Figure 3.5: iSCAT images of TIPS-Pentacene crystalline domains at orthogonal probe
polarizations shown in Figure 3.4b. Raw (Fourier-filtered) images are shown at the top
(bottom). Scale bars are 1 µm.
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Figure 3.6: TIPS-Pentacene power-dependent early and late time dynamics. (a) Peak
amplitude decay from normalized peak Gaussian amplitudes of the stroboSCAT signal for
different pump fluences. (b) Nonlinear diffusive dynamics due to the interplay between
singlet-fission, triplet fusion and singlet-singlet annihilation gives way to linear diffusive
behavior (c) at long times.
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Figure 3.7: Anisotropic diffusion in TIPS-Pentacene. Diffusivity along the long π-stacked
axis (red) is approximately 6 times larger than along the short axis (blue). Diffusivities are
determined from fits to a sub-diffusive model, f(t) = 2D0t

α, where D0 is the initial diffusivity
and α is a free parameter.

the π-stacked axis is approximately 6 times larger than along the short axis, as expected for
these intrinsically anisotropic systems when fit to a sub-diffusive model (Figure 3.7) [71,
72].

The key finding enabled by stroboSCAT is the degree to which individual grain bound-
aries hinder exciton transport in molecular crystals and that the extent of this hindrance
varies widely. The narrow wedge-shaped central domain in this example provides an oppor-
tunity to systematically quantify the effect of domain confinement by interfaces on exciton
migration (Figure 3.4d). Population distribution expansion along the fast migration axis
at red, orange and yellow spots highlighted in Figure 3.4b,d are plotted in Figure 3.4e.
Comparing the bulk crystalline domain (red) and the most confined spot (yellow), we find
that interfaces severely hinder exciton transport, slowing it approximately fourfold. Trans-
port at the partially confined area (orange) can be accurately modeled piecewise, with free
migration up to 3 ns (overlapping orange and red curves) and confined migration thereafter
(where the orange curve parallels the yellow curve), indicating a transition from bulk-like to
slower transport at an interface.

We measured exciton migration in 15 different domains and at 17 different grain bound-
aries, all of whose results are summarized in Figure 3.4f. In Figure 3.8, we provide several
more detailed examples. stroboSCAT images are shown on the left at 0 and 8 ns time delays.
In the middle column, corresponding iSCAT (pump-off) images at the probe polarizations
used for each dataset are shown. On the right, a larger field-of-view image is used to capture
the three domains in a single image at a given polarization. Note that the contrast for each
crystalline domain in iSCAT (pump-off) images switches between bright and dark depending
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Figure 3.8: Additional datasets in TIPS-Pentacene within three crystalline domains and
at two grain boundaries in the same field of view (FOV) using stroboSCAT and iSCAT.
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Figure 3.9: Population expansion plots for domains and grain boundaries in TIPS-
Pentacene. To extract the exciton dynamics, a subdiffusive model is used to fit the mean
squared expansion curves and extract an effective D0 to compare among domains and grain
boundaries. Due to the larger noise at grain boundaries and apparently linear diffusive be-
havior, we used a linear model to avoid over-fitting.
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on the probe polarization used. The middle domain appears somewhat out-of-plane (i.e. the
c-axis is not perpendicular to the substrate plane), as evidenced by a non-circular profile of
the excitation spot at 0 ns in the stroboSCAT image, which we attribute to projection distor-
tion. This non-planar orientation of the crystalline domain was observed in around 20% of
the domains investigated in these films. For all datasets, the pump was circularly polarized.
When investigating grain boundaries, the probe polarization was set to equalize contrast
across domains, as shown explicitly in the iSCAT images of Interface 1 and 2 in Figure
3.8. We tested the validity of this approach by verifying that similar results were obtained
with a circularly-polarized probe both in domains and at grain boundaries, although the
signal-to-noise ratio was poorer when using a circularly, instead of linearly polarized, probe
beam. The exciton migration in the domains and interfaces in Figure 3.8 is summarized in
Figure 3.9.

Across the range of domains and grain boundaries explored, we found that (1) exciton
transport is always slower at grain boundaries than in domains (Figure 3.4f inset) and (2)
transport speed is consistent in all measured domains, whereas transport at grain boundaries
is highly variable, as indicated by the normalized distribution of initial (t = 0) diffusivities in
Figure 3.4f. Indeed, interface formation kinetics, degree of lattice misorientations, and void
and impurity concentrations will give rise to a wide range of transport behavior at different
interfaces. Thus, high-throughput and correlative measurements of exciton migration over
nanometer length scales provide the crucial ability to investigate energy transport properties
in situ for individual interfaces and surrounding crystal domains and to correlate these with
their specific morphologies.

3.3 Navigating morphological boundaries in

polycrystalline thin film lead halide perovskites

Although large crystalline domains separated by abrupt interfaces provide a systematic en-
vironment for testing the effects of crystalline mismatch on energy transport, a more com-
monly encountered morphology in polycrystalline semiconductors consists of sub- to few-
micrometer-sized domains. In these materials, energy carriers almost inevitably encounter
domain boundaries during their lifetimes. Grain boundaries and, more generally, morpho-
logical boundaries (MBs) between domains (which are most typically crystal grains) thus
significantly impact bulk-averaged measures of energy flow such as charge mobility and re-
combination [243, 244]. There is, however, little consensus on the effect of MBs on the
functional properties of a wide range of semiconductors. Nowhere is the debate currently
more salient than with metal halide perovskites [226, 245–252]. For example, despite numer-
ous studies suggesting that MBs in perovskites have large trap densities, act as recombination
centers and impede carrier transport, photovoltaic efficiencies for polycrystalline films have
reached 26% and do not necessarily scale favorably with grain size [83, 87, 253, 254]. The
primary difficulty in resolving these paradoxes lies in elucidating how the functional impacts
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of MBs locally deviate from bulk-averaged metrics. This challenge is exacerbated by the
vast diversity of preparation protocols for polycrystalline metal halide perovskites, which
lead to radically different material properties [255]. We show that visualizing carrier distri-
butions in 3D as they trace the paths of least resistance through different halide perovskite
films provides systematic and individualized detail on the effect of traps, the lateral- and
depth-dependent conductive properties of MBs and the resulting spatiotemporal anisotropy
of charge transport as a function of material morphology.

The stroboSCAT time series in Figure 3.10a illustrates differences in charge carrier
transport for three polycrystalline methylammonium lead iodide (MAPbI3) films prepared
using common protocols that lead to different domain sizes (Appendix A.2). Each pro-
tocol uses different precursors – lead acetate (PbAC2), lead iodide (PbI2), or lead chloride
(PbCl2) – which are indicated on the left of the corresponding datasets in Figure 3.10a. We
characterized the absorption and emission properties of each MAPbI3 film as a benchmark
for proper film preparation (Figure 3.11). The decay lifetimes correspond closely to those
reported for related preparation protocols [247, 256, 257]. Each precursor-specific prepara-
tion generates a MAPbI3 polycrystalline film with different characteristic domain sizes. We
extract approximate domain sizes for each sample with AFM and confocal images (Figure
3.12). On average, films with smaller domains exhibit slower lateral carrier transport, con-
firming that MBs negatively affect interdomain carrier transport. From the data in Figure
3.10a we extract lateral diffusion lengths (Section 1.4.1), LD,avg =

√
4Dτ where τ is the

carrier lifetime, by azimuthally averaging and time-averaging over the first 2 ns only, during
which D is approximately constant. We find LD,avg values of 180 nm, 200 nm and 700 nm
for films made respectively with PbAC2, PbI2 and PbCl2 precursors. As these samples are
emissive, we also display the correlated steady-state widefield emission pattern arising from
carrier recombination [248] in Figure 3.10b. The close correspondence between widefield
emission and stroboSCAT images at late time delays confirms that the full extent of carrier
migration is captured by stroboSCAT.

3.3.1 Contrast phase flips coincide with morphological
boundaries

In the largest-domain MAPbI3(Cl) film in Figure 3.10a, the sign of the stroboSCAT con-
trast can reverse from negative to positive. By correlating stroboSCAT measurements with
structural maps in the same field of view (Section 3.3.2), we show that these contrast flips
occur only at MBs. We rule out the possibility that the contrast flips arise from a change in
carrier density, scattering amplitude or heat, as we do not observe these sign flips in any other
region when varying the pump fluence over four orders of magnitude. We therefore attribute
these contrast flips to a change in the phase of the interferometric cross-term combining the
reflected and scattered fields (Section 2.4). The cross-term phase depends linearly on the
depth of the scattering objects with respect to the sample–substrate interface, providing a
measure of the distribution of scatterers along the optical axis [198, 258]. The resulting
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Figure 3.10: Heterogeneous charge carrier transport in polycrystalline MAPbI3 thin films.
(a) stroboSCAT time series on three MAPbI3 samples prepared from different precursors.
(b) Corresponding widefield emission images from confocal excitation. Normalized stro-
boSCAT contrast is represented in grayscale with black (white) representing the most nega-
tive (positive) value. The MB positions for the large-domain film are depicted using dashed
white lines. The signals do not depend on pump or probe polarization. The scale bar is
1 µm and applies to all panels in (a). Peak carrier density is 1.5 × 1018 cm−3. The probe
at 635 nm is above the bandgap of MAPbI3 but away from the band edge (760 nm) where
the largest photoinduced absorption change occurs. (c) Spectrally resolved interferometric
signal near the MAPbI3 band edge using the same excitation conditions but probing using
broadband white light, showing a phase-flipped signal at MBs compared to the signal within
domains.
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Figure 3.11: Absorption and emission spectra for MAPbI3 films prepared from Pb(Ac)2
(black), PbI2 (red) and PbCl2 (orange) precursors. (left) The absorption spectra are base-
lined by subtracting the transmission changes due to scattering and reflectance to facilitate
comparison between films. (right) Emission spectra and lifetimes are measured using 470
nm excitation at ∼ 0.1 µJ/cm2 on a FluoTime 300 instrument (PicoQuant). The curves over-
laid on emission decay traces correspond to stretched exponential tail fits A × exp (−t/τ)β
with parameters τ = 276, 24, 379 ns and β = 0.88, 0.48, 0.74 for films made from Pb(Ac)2,
PbI2 and PbCl2 precursors, respectively.

stroboSCAT contrast is strongly negative for carriers located within ∼30 nm of the interface
and weakly positive for carriers located at depths of ∼50 ± 20 nm (Section 3.3.3). Thus,
the localized regions of positive contrast in these films indicate that, at MBs, the density of
carriers at depths around 50 nm is significantly larger than the density within 30 nm of the
surface. This observation suggests that when a carrier encounters a MB near the surface of
the film, the path of least resistance leads deeper into the film rather than across the feature,
resulting in a very low density of surface carriers at MBs. In contrast, subsurface carriers
appear to cross MBs almost unimpeded. Our findings provide important mechanistic insight
as to why conductive AFM on MAPbI3 films indicates infinite MB resistance at the film
surface but carriers still somehow migrate to adjacent domains [251].

3.3.2 In situ spectral interferometry on MAPbI3(Cl) films

We corroborate our interpretation of the contrast flips using spectral interferometry (Section
2.5.5): using near-diffraction-limited pump and probe beams, we measure the pump-induced
spectral changes around the band edge of MAPbI3 in diffraction-limited volumes that allow
distinguishing intradomain vs. MB signals. Figure 3.10c shows representative spectral
response profiles within a domain (black trace) versus at a boundary (grey trace) at t = 0
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1µm

Figure 3.12: Example AFM and confocal images for all three MAPbI3 films studied. Images
are not correlated to the same sample areas studied in Figure 3.10a.

for the large-domain MAPbI3(Cl) film. Previous spectral interferometry studies on single
quantum dots or molecules showed that, depending on the depth of the object with respect
to the reflective interface, the band edge spectral profile shows distinctive features with
positive, negative or dispersive line shapes [211–213]. Similarly, the transient reflectance
spectral response at the band edge of MAPbI3 should show such distinct features if the
photoinduced changes emanate from surface vs. subsurface free carriers. The dispersive line
shape that we observe within the domain corresponds closely to that reported in the literature
from bulk transient reflectance spectroscopy of MAPbI3 single crystals [174]. In contrast,
the response from MBs occurs at the same spectral position but is inverted, indicating a ∼ π
phase shift of the signal at the MB relative to within the domain. The conserved spectral
position shows that the primary difference between the intradomain and MB response is the
phase, not the presence of another excited state species or the chemical composition at the
MB.

Additional datasets (Figures 3.13 and 3.14) show that intradomain signals always show
the same dispersive line shape, and that phase shifts between π/2 and π always occur at MBs.
This trend, which persists across ∼50 measured regions, confirms that charge carriers cross
MBs only below the film surface in our samples. Figure 3.13 shows representative spectral
interferometry data from within MAPbI3(Cl) domains vs. at MBs. The spectral response
at MBs (red traces) occurs at the same spectral positions as in domains but is inverted.
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Figure 3.13: Spectral interferometry of intradomain vs. MB photoinduced signals in a
MAPbI3(Cl) film at a pump-probe time delay of ∼0 ns. The images at the top are widefield
emission images indicating the domains and boundaries being probed. The colored dots
represent the overlapped pump and probe positions, with corresponding spectral profiles
displayed below for each of these positions. Approximately 80% of measured MBs show
dispersive line shapes like that found in the left panel, while the rest display line shapes
between dispersive and negative, like that shown in the right panel.

The exact spectral profile at the MB can vary somewhat from MB to MB, though it always
displays a phase shift with respect to the intradomain signal. Out of ∼50 MBs we measured
in two different films, ∼40 of the spectra at MBs possess an inverted dispersive line shape
like the red trace shown in the left panel of Figure 3.13; others exhibit line shapes that are
halfway between negative and dispersive (Figure 3.13 right panel, red trace), indicating
phase shifts between π/2 and π. These different MB profiles suggest that each MB has
slightly different depth-dependent resistive properties, but that all MBs appear to be highly
resistive at the film surface, one of the key scientific findings of our work. We also note
that the small probe volumes employed here allow us to confirm that our interpretation of
stroboSCAT results (which employ a widefield probe) is not compromised by interference
effects arising from a more complex point spread function (PSF) (i.e., from scatterers at
different locations).

The pump and probe spots can also be displaced with respect to one another to follow
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Figure 3.14: Spectral and temporal dependence of the transient scattering signal in a
MAPbI3(Cl) film for three probe positions: one overlapped with the pump within a domain
(black), one away from the pump in an adjacent domain (gold), and one at the domain
boundary separating the two domains (red). The kinetic traces shown are taken at the
spectral position indicated by the dashed line in the bottom left panel. The widefield emission
image at the top indicates the domains and boundary being probed.

the migration of carriers from one domain to another through a MB. Figure 3.14 displays
the spectral and temporal dependence of the signal for three probe positions: one spatially
overlapped with the pump (position represented by the blue dot) within a domain (black),
one away from the pump in an adjacent domain (gold), and one at the domain boundary
separating the two domains (red). The spectral phase within the two domains is identical, but
the signature spectral phase flip is again observed at the MB, confirming that the transport
pathway between the two domains is below the MB surface. The temporal dependence of the
signal follows the expected kinetic behavior: the arrival time of the signal (i.e., the carriers) is
delayed at the MB (red) and even further delayed in the adjacent domain (yellow), confirming
that a significant population of carriers from the pumped domain does cross through the MB
into the adjacent domain, but is somewhat slowed down by the MB. The recovery of the
original intradomain phase once carriers cross into the adjacent domain indicates that carriers
rapidly diffuse in 3D once away from the MB. Overall, by relating these phase-sensitive
spectrotemporal data at key specific locations to what we have observed in spatiotemporal
stroboSCAT, we not only confirm our original interpretation that transport through MBs
occurs through sub-surface pathways, but also rule out potential artifacts in both spectral
interferometry and stroboSCAT that could arise due to strong pump scattering off of the
MB (avoided here because the pump is spatially separated from the MB), probe interference



CHAPTER 3. IMAGING MATERIAL FUNCTIONALITY THROUGH
THREE-DIMENSIONAL NANOSCALE TRACKING OF ENERGY FLOW 83

effects from back-surface reflections (avoided here because our probe is tightly focused on
the front surface of the film), or spectral changes as carriers transport through the material
that could give rise to fluke signals at our original probe wavelength of 635 nm.

3.3.3 Simulations of depth-dependent carrier diffusion in
MAPbI3(Cl) films using the finite element method

We characterize depth-dependent MB resistivities by time-propagating finite element simu-
lations of carrier diffusion in heterogeneous MAPbI3(Cl) films with a simple model imple-
mented in the MATLAB PDE toolbox (Figure 3.15). The simulations quantitatively repro-
duce the observed diffusion behavior and associated stroboSCAT contrast (Figure 3.15a).
The parabolic diffusion equation is solved in a heterogeneous environment consisting of
domains separated by abrupt domain boundaries. We simulate the carrier distribution evo-
lution in a 2D x− z (lateral-axial) film slice following an initial localized excitation (Figure
3.15b). To obtain reasonable agreement with experiments, the MBs must be parametrized
by resistivities that are infinite at the film surface, concurring with results from AFM exper-
iments [251], but that rapidly drop as a function of depth, approaching nearly intradomain
resistivity within ∼50 nm of the film surface (Figure 3.16a).

Simulation parameters and assumptions

To carry out the finite element simulations, the MAPbI3(Cl) film thickness is 300 nm as
measured by AFM. MBs are assumed to lie approximately perpendicular to the substrate
plane. The films are assumed to be 1 domain thick (i.e., no MBs parallel to the substrate
plane), as illustrated in Figure 3.15b. These assumptions are reasonable based on cross-
sectional SEM measurements taken on MAPbI3(Cl) films prepared using the same protocol
[256]. The MBs are simulated as 200 nm thick. We choose 200 nm based on confocal
fluorescence microscopy measurements that show occasionally completely dark MBs even
though the image is convolved with a ∼200-300 nm PSF, implying that the effect of MBs is
felt over a >150 nm region despite the fact that they may be far thinner. For simulations
with correlated structural measurements (Figures 3.17 and 3.18), slight adjustments to
the MB thickness are made in the simulation if they are determined to be larger than
the diffraction limit in the confocal measurement. Since simulations are performed in the
x − z plane, MBs that are not perfectly in the y − z plane are also simulated with larger
thicknesses. Von Neumann boundary conditions are assumed at all film edges, though the
proportion of carriers reaching the lateral edges are negligible over the simulation time.
Interparticle interactions are ignored, supported by the fluence-dependent measurements
shown in Section 3.3.4. A first-order rate constant for recombination is included (see
below). The starting condition is an injected carrier density profile from the pump with a
FWHM of 306 nm and exponentially decaying as a function of depth with a 1/e penetration
depth of 60 nm.
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Figure 3.15: Finite element simulations in a polycrystalline MAPbI3(Cl) film. (a) Quanti-
tative agreement of experimental stroboSCAT data with simulation results after the simula-
tion results have undergone appropriate contrast scaling and convolution with the apparatus’
PSF. (b) A sketch of a film cross-section used in simulations in which MB positions were de-
rived by comparing the simulations in (a) to the phase-sensitive stroboSCAT images for the
PbCl2 precursor film in Figure 3.10a. Grayscale shading represents the depth-dependent
contrast expected from stroboSCAT measurements in MAPbI3(Cl), resulting from an in-
terferometric phase change of ∆ϕ = π for scatterers located at a depth of 50 nm (Figure
3.16c). (c) Results of simulations using time-propagated finite element analysis of carrier
migration along the line cut indicated by the horizontal red line in Figure 3.10a, displaying
the carrier distribution (orange shading) of the film 5 ns after excitation. The dashed white
trace is the average axial position of the carrier distribution. The light-blue traces are hypo-
thetical carrier trajectories that are consistent with the observed carrier distributions. (d)
Calculated carrier distributions for other time delays. The simulations use a 300 nm thick
film, as measured by AFM; only the top 100 nm is displayed here, which is more represen-
tative of the actual probing depth in our experiments.
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Figure 3.16: Depth-dependent simulation parameters: diffusivity (a), recombination rate
(b), and contrast scaling for a probe wavelength of 635 nm in MAPbI3(Cl) due to interfer-
ometric phase sensitivity (c). The noise floor for the modeled experiments is indicated by
the grey box in (c).

The key simulation parameters are shown in Figure 3.16. First, the MBs are assumed
to have depth-dependent resistive properties. This assumption is based on conductive-probe
AFM measurements that show that the surface of MBs in MAPbI3 films are infinitely re-
sistive, but that carriers do cross domain boundaries, leading the authors to postulate that
the resistivity of MBs decreases as a function of depth [251]. While the depth-dependent
resistive profiles can adopt many forms, and may be MB-dependent and film-dependent, we
adopt the simple form shown in Figure 3.16a: an infinitely-resistive surface as previously
measured using AFM, with a rapid drop-off to a value similar to the bulk resistivity. Note
that the value that is varied in the simulations is the diffusion coefficient, related to resis-
tivity, ρ, through the Einstein equation, D = kT/(q2Nρ), for charge q and charge number
density N . The simulations qualitatively reproduce the data over a wide range of drop-off
rate and final value for the diffusivity, but the onset of the drop-off is well-constrained: car-
riers need to pass through the MB in the region of 40-80 nm below the surface to reproduce
the signals we observe. Importantly, including depth-dependent resistive profiles at MBs is
crucial to reproducing stroboSCAT data for every simulated dataset – the phase flips cannot
be reproduced with any other parameters described herein, and, as mentioned earlier, we
have never observed phase flips due to changes in the carrier density in these materials over
4 orders of magnitude in pump fluence.

Second, the recombination rate at the top and bottom surface of the films is assumed
to be 10 times larger than in the bulk, based on multiple studies showing that surface re-
combination dictates carrier lifetimes in MAPbI3 perovskites [174, 259]. The recombination
rate profile shown in Figure 3.16b is determined based on the knowledge that surface
contributions dominate photoluminescence decay with 400 nm excitation (∼40-60 nm pene-
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tration depth) [259]. The simulation reproduces the experimental results over a wide range
of parameters for the recombination rate profile vs. depth.

Finally, after simulating carrier diffusion, the stroboSCAT contrast is reproduced by
applying an exponentially-modified contrast scaling term based on the phase sensitivity of
iSCAT (Section 2.4): − cos(∆ϕ) × e(−2z/d) where ∆ϕ = 4πnz/λ is the depth-dependent
phase, z is the height above the substrate-sample interface (z = 0), and d = 1/a is the
probe penetration depth for absorption coefficient a (Figure 3.16c). A π phase shift, which
occurs every λ/4n ≈ 60 nm, corresponds to a contrast flip from negative to positive when
the population distribution shifts to being centered around a depth of d ≳ 50 nm above the
substrate-sample interface. To account for the finite probe penetration depth of d = 67 nm,
and the fact that probe photons that reach the detector upon scattering at a sample depth
z pass through 2z of the material and may also be absorbed, we attenuate the simulated
incident probe light using a damped cosine function. The negative sign accounts for the fact
that the phase at the surface is −π due to the Gouy phase (Section 2.4). Finally, once
this scaling is applied, the contrast is integrated across the depth of the film to simulate the
stroboSCAT signal, which is then convolved with the probe PSF (Section 2.5.4).

The resulting carrier distributions of the simulation are shown in Figure 3.15. The
dashed white trace in Figure 3.15c represents the average axial position of the carrier dis-
tribution, indicating how the carrier density peaks further beneath the surface at the MBs.
Figure 3.15a plots the resulting traces for four time delays, showing excellent agreement for
these data and for additional structurally correlated datasets shown in Figure 3.18. The
combination of experiments and simulations thus enables a semi-quantitative description of
the 3D evolution of carrier distributions in these films: MBs act as impassable walls at the
film surface, removing a lateral transport pathway for surface carriers. Carriers at depths be-
low ∼50 nm, however, cross almost unhindered into neighboring domains. Within domains,
unimpeded 3D migration quickly leads to uniform carrier distributions. Since stroboSCAT
is most sensitive to carriers located near the surface where the contrast is negative (Figure
3.16c), we clearly distinguish domains (negative contrast) from MBs (positive contrast).
This unique axial sensitivity afforded by phase contrast therefore provides a comprehensive
3D picture of both the morphological and functional properties of these materials.

MB mapping to confirm stroboSCAT contrast flips at MBs

To confirm that tracking carriers in 3D using stroboSCAT provides structural information,
we undertook correlated measurements on a well-defined region in a MAPbI3(Cl) film with
domains that are clearly visible and separated in confocal emission microscopy images col-
lected with an Olympus IX83 microscope (Figure 3.17a). The MB features are on the order
of the diffraction limit or smaller, therefore they are not resolved in the ground state iSCAT
image (Figure 3.18b). Correlative measurements between the two microscopes are enabled
by scratching a fiducial marker into the film. The use of an optical method (rather than
AFM or SEM) for structural correlation is necessary, as the films need to be imaged at the
same face as the probe is incident, i.e., through the sample substrate, and in oxygen- and



CHAPTER 3. IMAGING MATERIAL FUNCTIONALITY THROUGH
THREE-DIMENSIONAL NANOSCALE TRACKING OF ENERGY FLOW 87

a b c

Figure 3.17: Region in a MAPbI3(Cl) film used for structurally-correlated stroboSCAT
measurements. (a) Scanning-beam confocal fluorescence image. (b) Pre-processed image
used as the input for watershed segmentation. (c) Resulting watershed boundaries (yellow)
overlaid onto the raw confocal image in (a). Scale bar is 1 µm.

moisture-free conditions. Domain boundaries in these films are dark in confocal emission
microscopy, as has been previously observed [247]. Surface cracks would not give rise to
large contrast changes in confocal emission unless they extend to depths comparable to or
greater than the microscope’s depth of field, ∼150-200 nm. We use a watershed algorithm
in ImageJ [260, 261] to delimit the location of MBs. A watershed algorithm is commonly
called a “segmentation” image processing method because it treats grayscale pixel intensi-
ties like a topographic map, dividing the image into a series of catchment basins separated
by watershed lines by gradually “flooding” the image “surface” starting from local extrema
[262–264]. It provides a reproducible and systematic way to draw boundaries in an image.
We found the ImageJ plugin “Interactive H Watershed” [265] worked best, after the follow-
ing pre-processing procedure in ImageJ. First, the image is blurred with a median blur filter
(r = 3), then an unsharp mask is applied to enhance the edges (r = 4,weight = 0.9), then
another median blur filter is applied (r = 3). This procedure enhances the dark MB features
so the watershed process is not misguided by noise. The result is show in Figure 3.17b
after starting with the raw confocal image acquired in Figure 3.17a. Next, to run the
watershed algorithm on the pre-processed image in Figure 3.17b, a few parameters must
be defined. The Intensity Threshold parameter is set to zero so that the “flooding” stops
when the entire image is covered. For the same reason, the Peak Flooding parameter is
set to 100%. The Seed Dynamics parameter may be tuned to change the initial number
of local maxima from which to propagate the watershed segmentation, which ultimately de-
termines how segmented the final image is. A higher (lower) value selects fewer (more) local
maxima which tend to be more (less) robust to noise. For the result shown in Figure 3.17c,
a seed parameter of 1015 was used.

For fluorescent samples with larger domain features, such as in the film in Figures
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Figure 3.18: Structurally-correlated stroboSCAT-confocal fluorescence measurements in
a MAPbI3(Cl) film. (a) stroboSCAT time series with correlated widefield emission from
confocal excitation. The overlaid cyan curves show the 4 most relevant domains taken from
Figure 3.17c. (b) Correlated scanning-beam confocal fluorescence and elastic scattering at
635 nm. (c) Experimental and simulated stroboSCAT data for different time delays through
the line cut indicated by the horizontal red line in (a) and (b). The simulations use the MB
positions through the line determined from the confocal image in (b).
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Figure 3.19: Widefield fluorescent images collected in the stroboSCAT microscope with
an EMCCD following confocal excitation at different spots within the same domain. In
principle, large domains and the MBs that define them could be mapped out by overlapping
such images. The overlaid yellow curve shows the largest domain taken from Figure 3.17c.
Scale bar is 1 µm.

3.17 and 3.18, it might be possible to map out polycrystalline domains in the stroboSCAT
microscope instead. After collecting multiple widefield emission images following confocal
excitation at different spots in the domain (Figure 3.19) and overlaying the resulting images,
MBs may be delineated. This requires a simple change in the detection path to direct the
reflected fluorescence to an EMCCD camera and the addition of a filter to block the pump
light (Figure 2.26). In the future, this might obviate the need for correlative measurements
across different instruments.

Although most of the literature refers to MBs as grain boundaries, confocal emission
microscopy or AFM in principle do not provide direct proof that the observed features are
indeed grain boundaries, which would require a microstructural crystalline-phase sensitive
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technique like electron backscattering diffraction (EBSD). Figure 3.18a shows the corre-
sponding stroboSCAT data when exciting the large central domain. By overlaying the MB
positions determined from confocal microscopy (Figure 3.18b) on the 0 ns and 5 ns frames,
it is clear that the light contrast in stroboSCAT arises at the MB locations and dark con-
trast arises within domains, clearly delineating the structure of these polycrystalline films.
These deductions are confirmed with the finite element diffusion simulations shown in Fig-
ure 3.18c and Figure 3.15a, which reproduce the signal almost quantitatively despite
using a relatively simple model. In the simulations shown in Figure 3.18c, the positions of
the MBs are constrained to those determined in confocal microscopy.

3.3.4 Spatial and temporal carrier transport heterogeneity in
polycrystalline MAPbI3(Cl) films

By measuring multiple regions and different films, we reveal that each MB has its own
conductivity profile, leading to interdomain energy carrier flow patterns that are highly
anisotropic both axially and laterally. Within the same film, both the stroboSCAT time
series and widefield emission show vastly different interdomain connectivity patterns at each
probed spot (Figure 3.20). Trapping times differ too, with some spots exhibiting population
expansion up until 5 ns while others display expansion up until 50 ns. While there is generally
good correspondence between widefield emission and late-time stroboSCAT images, some
differences can arise if electron and hole transport are substantially different, for example due
to preferential trapping of one species at MBs, since excess free carriers of one species will not
give rise to photoluminescence, but will still change the polarizability of the medium. Within
a single large domain, specific intra- and interdomain connectivity patterns determine carrier
diffusion pathways. Figure 3.21 shows a stroboSCAT time series and widefield emission
emission when pumping at two slightly offset spots in the same region of a large-domain
MAPbI3(Cl) film. The final carrier population distribution and contrast flips correspond
almost perfectly, confirming that fast intradomain transport and preferential interdomain
connectivities across depth- and lateral-dependent paths of least resistance through MBs
define overall carrier transport pathways. Note that even though carriers can cross MBs
more readily below the film surface, MBs still act as bottlenecks to carrier transport due
to their average resistivities being higher than intradomain resistivities. Note also that
some MBs clearly possess larger average resistivities than others, acting as more effective
bottlenecks to carrier transport.

We confirm that our measurements are performed within a linear excitation regime by
examining widefield photoluminescence profiles after excitation with a low, 0.3 µJ/cm2, and
high, 10 µJ/cm2, pump fluence (Figure 3.22). Results show a small, ∼10% variation
of carrier population distribution on average despite a 30-fold reduction in peak fluence.
Lower excitation powers display slightly broader distribution profiles, likely an indication
that slightly fewer carrier-carrier scattering events impede diffusion at early times in the low-
fluence measurements. The small deviation confirms that high-order recombination terms
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Figure 3.20: Illustration of spot-to-spot heterogeneity within a single film of MAPbI3 made
with PbCl2 precursor. All excitation fluences are 10 µJ/cm2 (n0 ≈ 1.5× 1018 cm−3) [266].
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0 ns 0.5 ns 1 ns 2 ns 5 ns Widefield emission

Figure 3.21: Intra- and interdomain connectivity patterns in a large-domain MAPbI3(Cl)
film determines carrier diffusion pathways. The gold and blue circles show where the initial
distribution of free carriers are injected. The same circles are overlaid on the 5 ns images to
allow spatially correlating the two images.

0 1 2 3 4 5 6

0

2000

4000

Position (µm)

0.3 μJ/cm210 μJ/cm2

0

2000

 10 µJ/cm2

 0.3 µJ/cm2

No
rm

al
ize

d 
em

is
si

on
 c

ou
nt

s

a b

Figure 3.22: Pump-power-dependent widefield photoluminescence profiles in a MAPbI3(Cl)
film, excited at the same spots from Figure 3.21. Red and blue curves in (b) correspond
to fluence-normalized, integrated photoluminescence intensity profiles delimited by the rect-
angles in (a).
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Figure 3.23: Quantifying spatial and temporal carrier transport heterogeneity in poly-
crystalline MAPbI3(Cl). (a) Angle-dependent diffusivities averaged over the first 2 ns for
the PbCl2 precursor data shown in Figure 3.10a. (b) Time-dependent diffusion for four
representative azimuthal angles color-coded in panel (a). Error bars represent the standard
deviation of the fits to several experimental datasets taken at the same location in the films.
Curves represent a spline interpolation of the data points. Further analyses for films pre-
pared from different precursors are presented in Figure 3.24.

do not contribute substantially to the stroboSCAT measurements at the fluences used, and
thus that the measurements are performed within a linear excitation regime.

To generalize our findings, we systematically quantify the degree of functional hetero-
geneity in these samples with further analyses. Figure 3.23a plots the initial angle-resolved
charge carrier lateral diffusivity for MAPbI3(Cl), which ranges from 0.1 cm2/s to 1.1 cm2/s.
The time dependence of lateral carrier motion along each of the four color-coded directions
in Figure 3.23a is depicted in Figure 3.23b. Although intradomain transport both be-
fore and after passing through a MB can be as high as 1.3 cm2/s, the terraces between the
higher-slope portions of the curves observed in the time dependence in Figure 3.23b illus-
trate how MB encounters seem to temporarily halt lateral energy flow. The final plateau in
population expansion occurs within several nanoseconds, indicating that a large fraction of
carriers stop migrating on time scales much shorter than the average carrier recombination
time (379 ns, Figure 3.11). This termination indicates that at these fluences the carrier
density decreases on a few-nanosecond time scale to below the material’s trap-state density.
Furthermore, it suggests that some traps do not act as recombination centers but may in-
stead be hole- and/or electron-selective. This analysis emphasizes the importance of tracking
carriers until diffusion terminates rather than extrapolating from the early-time constant dif-
fusion through to the carrier lifetimes, which would falsely imply an average diffusion length
in this sample of ∼ 10 µm instead of ∼ 1 µm. We perform similar measurements across
MAPbI3 films prepared with Pb(Ac)2 and PbI2 precursors and analyze the mean squared
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Figure 3.24: (a) Population expansion for the fastest azimuthal trajectory for each dataset
from Figure 3.10a. Error bars represent the standard deviation of the fits to several experi-
mental datasets taken at the same location in the films. (b) Distribution of diffusivities over
20 radial trajectories for thin film perovskite samples prepared from three different precursor
solutions.

expansion along the fastest azimuthal trajectory for comparison. The evident functional
heterogeneity across synthetic routes is shown in Figure 3.24. In summary, we show that
moving beyond averaged metrics in all spatiotemporal dimensions is essential to answering
multiple prominent questions surrounding these materials and to addressing the functional
impacts of structural and electronic disorder. For example, we find that in our large-domain
MAPbI3(Cl) films, MBs (in many cases, grain boundaries) do not act as recombination cen-
ters and only substantially affect lateral transport for surface carriers, not bulk carriers. For
charge extraction in planar photovoltaic architectures, surface carriers are axially extracted
and should therefore be minimally affected by MBs that are oriented perpendicular to the
charge extraction layers.

3.4 Distinguishing heat from charge in p-doped

silicon

The following unpublished stroboSCAT experiments in silicon were performed in collabora-
tion with Leo Hamerlynck, Rongfeng Yuan and Stephanie Hart.

As each type of energy carrier changes the local material optical polarizability differently,
the sign and magnitude of the stroboSCAT contrast can differentiate coexisting types of
energy carriers. For example, at certain probe conditions, heat can generate opposite contrast
to that of free charge carriers, as we observe in p-doped silicon with a doping density of 7×1019

cm−3 (Figure 3.25a). Here, datasets were collected using a 4 MHz laser repetition rate with
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Figure 3.25: (a) stroboSCAT time series on a p-doped silicon wafer probed at 1.6 eV
following 2.8 eV (top) and 1.9 eV (bottom) excitation, showing decreased heating (positive
contrast) in the case where the thermalization energy is lower (bottom). The pump fluences
were 1.6 mJ/cm2 (n0 ∼ 8.1×1019 cm−3) and 2.0 mJ/cm2 (n0 ∼ 1.6×1019 cm−3), respectively.
(b) Separation of time scales in the evolution of the positive and negative contrast, with
negative contrast dominating at early time delays (darkest green), followed by a stage of
coexistence (lighter green), with positive contrast alone observed at late time delays (lightest
green). (c) Extracted charge and heat dynamics for the top data series in (a), with Dcharge ∼
4 cm2/s and Dheat ∼ 0.2 cm2/s. (d) Energy diagram showing the above-bandgap pump
energies (2.8 eV and 1.9 eV) in relation to the indirect bandgap energy (1.1 eV). Both pump
and probe are far above the silicon bandgap and distinct from pump-induced absorption
changes at the band edge.
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the same probe energy (1.6 eV), but carriers were generated in the top row with a 2.8 eV
pump (with a fluence of 1.6 mJ/cm2, n0 ∼ 8.1 × 1019 cm−3) and in the bottom row with
a 1.9 eV pump (with a fluence of 2.0 mJ/cm2, n0 ∼ 1.6 × 1019 cm−3), producing different
amounts of heating due to thermalization to the band edge (1.1 eV). Over the rise of the
pump-probe temporal overlap, the signal exhibits negative (dark) contrast, which rapidly
expands and quickly decays with a 1/e time of 0.6 ns. At an intermediate (∼ 0.3 − 1 ns)
pump-probe time delay, a positive (bright) contrast feature appears in the center, indicating
a different species is formed rapidly. After ∼ 2 − 4 ns, the signal is dominated by positive
contrast that decays over tens of ns.

Although there is a region of positive and negative contrast coexistence, the overall sep-
aration of time scales in the population dynamics and transport permits distinction between
the two types of energy carriers, as seen in the azimuthally-averaged cross-sections plotted
in Figure 3.25b. By fitting to the sum of two Gaussians when there is overlap and to
a single Gaussian when there is not, (i.e., the negative contrast is subsumed by the noise
floor), we extract the diffusivities for each species. A negative-amplitude Gaussian expands
at a rate of 4 cm2/s and a positive-amplitude Gaussian expands at a rate of 0.2 cm2/s
(Figure 3.25c). The expansion of the positive signal is on the order of previous reports
of silicon’s temperature-dependent thermal diffusivity [233, 267], and heat and free charge
carriers are expected to produce opposite changes to the refractive index of silicon at op-
tical wavelengths, as lattice heating increases the refractive index, while dispersive changes
to the refractive index due to absorption are negative above the bandgap [161, 268]. We
therefore attribute the negative (dark) contrast to photogenerated electrons and holes and
the positive (bright) contrast to heat deposited in the lattice through relaxation of excess
energy from above-bandgap excitation as well as electron-electron, electron-hole, and espe-
cially electron-phonon scattering that happen most in the center of the carrier distribution,
where the carrier density is largest.

The commonly referenced charge carrier diffusivities for silicon are Delectrons = 39 cm2/s
andDholes = 13 cm2/s [232], an order of magnitude faster than what we observe. These values
are typically obtained from bulk Hall effect measurements on doped silicon that characterize
the drift velocity of the majority carrier by applying electric and magnetic fields that are
orthogonal to each other and an applied current. There are several key differences to keep
in mind for comparison to our additionally photodoped measurements. First, the incident
pump laser pulse generates a bath of electrons and holes that move in a correlated manner
on account of electrostatics tending to enforce charge neutrality. Therefore, the relevant
dynamical quantity to compare to is the ambipolar diffusion coefficient that represents the
net effect of the electron and hole motions when they are co-occurring, weighted by their
respective concentrations and transport properties [269–271]:

Da =
kT

q

ne + nh

(ne/µh) + (nh/µe)
=
DeDh(ne + nh)

Dene +Dhnh

, (3.1)

where ne and nh are the electron and hole concentrations, respectively, µe and µh are the
electron and hole mobilities, respectively, and De and Dh are the electron and hole diffusivi-
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ties, respectively, related to the drift mobility by the Einstein relation [272, 273]. Typically,
the variables ne and nh in Equation 3.1 represent dopant densities that are correlated to
conducting electron and hole densities, however here, we use them to describe both dopant
and photoinduced electron and hole densities. In the high carrier injection limit (> 1018

cm−3), Equation 3.1 simplifies to:

Da =
2DeDh

De +Dh

. (3.2)

This expression predicts an ambipolar diffusivity of Da = 19 cm2/s, which has been con-
firmed with optical pump-probe measurements [271] but that is still much larger than the
diffusivity associated with the expansion we measure for the negative contrast in Figure
3.25. There are two additional considerations when comparing transport quantities in sili-
con: (1) the injected carrier density [270, 274] and (2) the dopant density [275] both increase
carrier-carrier scattering, thereby reducing the rate of charge transport. Dopants also in-
troduce carrier-lattice scattering. The photogenerated carrier densities in our measurements
(∼ 1020 cm−3) are high compared to those in Hall effect measurements, where doping con-
centrations are orders of magnitude lower (typically 1013−1018 cm−3; compare, for example,
to intrinsic silicon with 5× 1022 atoms/cm3). With all of these additional factors taken into
account, the expansion of the negative contrast that we observe is in agreement with other
comparable measurements. The stroboSCAT team was stumped with our seemingly low
charge carrier diffusivities until Stephanie Hart tracked down these important consider-
ations and contextualized them within our experiments [274, 276]. Ongoing efforts on the
stroboSCAT team aim to further characterize these impurity- and carrier-density-dependent
scattering effects in p-doped, n-doped and intrinsic silicon, and with sub-ps time resolution
in order to benchmark stroboSCAT’s ability to mechanistically characterize these different
scattering processes and how they affect transport more generally.

To bolster our contrast assignments and benchmark the temperature sensitivity of the
setup, we decrease the overall temperature elevation in the silicon following photoexcitation
by lowering the pump photon energy (Figure 3.25a,d), keeping the probe energy (1.6
eV) and measurement averaging the same. Within the pump-probe pulse overlap, the hot
electrons relax to the band edge, transferring their excess energy to the lattice. This fast
thermalization process increases the local sample temperature in proportion to the above-
bandgap excitation and photogenerated carrier density. Using a calorimetry calculation
(Appendix B.2 with a(2.8 eV) = 3.11 × 104 cm−1 and a(1.9 eV) = 3.04 × 103 cm−1 from
[277]), we estimate that the temperature increases from bandgap thermalization, ∆Ttherm, are
100 K and 10 K using a 2.8 eV pump (npeak = 6.0×1020 cm−3) and 1.9 eV pump (npeak = 1.2×
1020 cm−3), respectively. Due to silicon’s high refractive index, 20-30% of the incident light
is reflected at the index mismatch between the glass substrate and the silicon wafer surface
and must be accounted for in this calculation. Additionally, the spot size of the pump on the
sample is wavelength-dependent and must be accurately included. The higher temperature
in the ∆Ttherm = 100 K case clearly generates more positive contrast or heat (Figure 3.25a,
top row) as compared to the lower temperature ∆Ttherm = 10 K measurement (Figure
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Figure 3.26: Temperature calibration and sensitivity in silicon with 1.9 eV pump excitation
(∆Ttherm = 0.6 K, npeak = 5.5× 1018 cm−3). (a) Amplitude decay from fits to single positive
Gaussians. The vertical intercept of the fit yields the conversion factor from differential heat
contrast to temperature elevation. (b) Azimuthally averaged data for the 100 ns time delay
with a temperature axis calibrated with the same conversion factor as in (a).

3.25a, bottom row), corroborating our contrast assignment. In a separate measurement, we
decrease the 1.9 eV pump fluence from 2.0 mJ/cm2 to 0.12 mJ/cm2 to achieve lower elevated
temperatures. Since the heating due to thermalization scales linearly with carrier density
(Appendix B.2), the temperature increase due to thermalization at the reduced pump
fluence is given by ∆Ttherm = (0.12/2.0) × 10 K = 0.6 K. We calculate a conversion factor
between differential contrast and temperature elevation by using ∆Ttherm = 0.6 K as the time
zero temperature and fitting the heat amplitude in the time delay range when heat alone
is detectable to a decaying exponential function (Figure 3.26a). The vertical intercept of
the fit yields the conversion factor. We estimate that, even for these averaging conditions
of ∼2 minutes per time-delayed image, we can reliably measure temperature differences of
∼ 100 − 200 mK (Figure 3.26b). The temperature sensitivity ultimately depends on the
signal-to-noise ratio, which may be increased with more averaging. It also depends on the
proximity of the probe to electronic resonances in the material and the achievable imaging
contrast, which for silicon is lower due to its high reflectivity (Section 2.4.1). We explore
the coexistence of heat and charge further in the next Chapter.

We note that we were not able to reproduce the values of carrier and thermal diffusivity
obtained previously in our group (Figure 3.27), but work is underway to reconcile our results
with these and more broadly with the literature, based on the effects of carrier-carrier and
carrier-lattice scattering.
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Figure 3.27: stroboSCAT time series on a p-doped silicon wafer as reported in Reference
[278] using a 440 nm pump and 635 nm probe. Fits are to a sum of two Gaussians. Fluence
is 0.5 mJ/cm2 (n0 ∼ 2 × 1019 cm−3) [277]. 10-scan averaging and 8-pixel wide integration
are used for the plots shown.

3.5 Conclusion

Establishing the fundamental relationship between microscopic structural motifs and macro-
scopic function has been a long-standing multiscale challenge. In response, we devised a
highly accessible and high-throughput strategy for measuring energy flow in situ that is uni-
versally applicable to different energy forms and material properties. Benefitting from the
high spatiotemporal resolution, sensitivity and dynamic range of stroboSCAT, we demon-
strated 3D measurement of energy flow through heterogeneous environments on pertinent
scales, enabling direct correlation of the structure and functional connectivity in a broad
range of semiconductors. We envision that stroboSCAT will impact the study of energy
materials well beyond the scope of this present work and will eventually reach the ultimate
sensitivity limit of tracking single energy carriers [279], permitting nanometric functional
mapping using single-particle localization with few-nanometer precision in all spatial dimen-
sions. As examples since this original work was published [278], our group has gone on to
employ stroboSCAT to study longitudinal transport along and transverse transport between
bundled ultrathin inorganic halide perovskite nanowires [98], trap-limited transport in halide
double perovskites [81], and subdiffusive heat transport in disordered films of gold nanocrys-
tals [130]. Finally, using scattering as a contrast mechanism enables a comprehensive range
of processes—not only energy flow but also the transport of chemical species or ions—to be
studied with the same level of detail and could shed light on catalytic cycles and chemical
energy storage. Very recently, first steps have also been accomplished in operando in this
direction, both in battery electrodes [280] and in a stroboSCAT-compatible electrochemical
cell in our lab [219].
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Chapter 4

Exciton transport in 2D architectures
with an emphasis on co-measuring
and discerning charge and heat in a
few-layer TMDC

4.1 Introduction

Heat and charge coexist in many semiconducting materials following photoexcitation or
electrical injection. Here “heat” refers to heating induced lattice fluctuations, and “charge”
to excited state electrons, holes and their correlated combinations, e.g., excitons. In low-
dimensional materials, Auger-Meitner (A-M) processes, density-dependent heat-generating
exciton annihilation events, are prevalent even at modest exciton densities due to enhanced
Coulomb interactions [281], and nonradiative pathways often dominate due to defects and
natural background doping [32, 282] (Section 1.2.1). The combination of these effects can
lead to a significant fraction of absorbed light energy undergoing transduction to lattice
heating, which coexists with other charge excitations like excitons. Similarly, in nanoscale
electronic devices, charge carrier scattering with phonons leads to Joule heating and elevated
device temperatures that impair efficient electronic dynamics, including transport, due to
increased scattering with the lattice [283]. As device dimensions and volume for heat dis-
sipation continue to decrease, material interfaces increase, and carrier-boundary scattering
also plays a key role in self-heating, limiting thermal and electrical conductivity [284–288].
Each of these dissipative effects in optoelectronic devices is important to discern so that
metrics such as photoluminescent quantum yield (PLQY) and carrier diffusion length might
be optimized. Additionally, thermal management strategies often leverage inherent mate-
rial anisotropies in energy flow which give rise to thermoelectric capabilities, the ability to
reversibly convert an electric potential, V , to a temperature gradient, ∇T , or vice versa
[289]. In either case, distinguishing heat from charge when they coexist in a material and
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discerning their unique photoinduced dynamics is vital not only for informing design princi-
ples for directing heat and charge in emerging materials but also for drawing well-informed
conclusions about intrinsic material properties.

Distinguishing between heat and charge with optical measurements is, however, challeng-
ing. For example, both ground state and transient excited state optical spectroscopy manifest
complex perturbations to the location, amplitude, and width of electronic resonances [166,
290, 291]. Even if signatures of unique excitations are quantitatively observed, because
their signatures can overlap spectrally and temporally, they remain difficult to quantitate
despite judicious choices in excitation and probing wavelengths, time-dependent signatures,
measuring as a function of voltage bias, and measuring a pump fluence- or temperature de-
pendence. In particular, local heating could influence or masquerade as electronic excitations
in semiconducting materials, and because it is spectrally ubiquitous, isolating the electronic
dynamics is especially challenging. Physically, heating leads to increased lattice fluctuations,
which change the mass density, an effect measured by the thermo-optic coefficient and which
may be observed as a frequency-independent change in the dielectric function [292–294].
Near an electronic resonance, however, heating broadens and shifts the resonance feature,
an effect that adds to or cancels any transient photoinduced changes from the electronic
carriers themselves [290, 291]. This behavior is especially complicated in transition metal
dichalcogenides (TMDCs) where heat dissipation following photoexcitation is prevalent and
different exciton resonance features may spectrally overlap [152, 295].

The growing collection of spatiotemporally resolved optical microscopies are excellent
candidates for characterizing photogenerated energy and its transport in semiconducting
materials because they provide spatial dynamics in addition to the information provided by
more traditional time-resolved spectroscopy (Section 1.4). These techniques, e.g., micro-
time-resolved photoluminescence (microTRPL) [72, 110, 111, 296–299], transient absorption
microscopy (TAM) [30, 112–114, 300], variations of transient reflectance microscopy [301–
303], including stroboscopic scattering microscopy (stroboSCAT) [278], directly measure the
progressive expansion of initially localized populations of impulsively photogenerated energy
carriers with nanoscale sensitivity and down to ultrafast time resolution. TRPL is, however,
restricted to detecting electron-hole radiative recombination, and, to our knowledge, there are
no reports of TAM separately resolving heat directly in addition to charge [304]. Fortunately,
due to its sensitivity to changes in the real part of the dielectric function, stroboSCAT has
investigated heat flow in metallic composite films [130, 305] and has distinguished heat and
charge flow in p-doped silicon based on different signs of imaging contrast, a substantial
separation in time scales, and corroboration with commonly cited respective diffusivities
(Section 3.4) [278]. To address the additional challenges associated with characterizing
electronic dynamics and transport in ultrathin semiconductors, especially when heat and
electronic diffusivities are not as dissimilar as in silicon and where photogenerated heat is
prominent, additional strategies must be developed.

In this Chapter, we employ stroboSCAT to observe energy transport in several TMDC
architectures: first, in a TMDC heterobilayer (Section 4.2.1), second in a metal-contacted
TMDC heterostructure (Section 4.2.2), and finally in an encapsulated few-layer TMDC
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(Section 4.3). Briefly at the end of the Chapter, we discuss preliminary results in a layered
intrinsic thermoelectric material (Section 4.4). The bulk of the Chapter concerns an in-
depth study in the final TMDC architecture where we directly co-measure both heat and exci-
tons in few-layer molybdenum disulfide (MoS2) on relevant nanometer and picosecond length-
and time scales. Through a combination of near- and far-from resonant stroboSCAT probing
conditions, one of which isolates heat alone, and calibration with steady state temperature-
dependent reflectance contrast spectroscopy, we observe and quantitatively discern transient
thermal and electronic contributions to the photogenerated dynamics. This new strategy en-
ables isolation and characterization of the excitonic dynamics without concern for mistaking
thermal contributions for electronic ones.

This capability with few-layer MoS2 complements the capabilities of microTRPL, which
is largely restricted to monolayer TMDC measurements [111, 297, 298] because additional
layers lead to very low PLQY due to the emergence of an indirect bandgap. Furthermore, we
corroborate our results with a spatiotemporal model for heat and exciton populations. With
the ability to detect temperature elevations as low as 100 mK, our study suggests that even
a modest temperature elevation has a substantial effect on the optical response in few-layer
MoS2. More broadly, this Chapter establishes a strategy for isolating electronic dynamics
and transport in a wide range of conventional and emerging semiconductors that offers great
potential for more incisively investigating thermal management and thermoelectric energy
conversion.

4.2 stroboSCAT with interfaces

4.2.1 TMDC heterostructure

In Richard Feynman’s lecture “There’s Plenty of Room at the Bottom,” he poses the fol-
lowing questions: What could we do with layered structures with just the right layers?
What would the properties of materials be if we could really arrange the atoms the way
we want them? We can now begin to explore the answers to these questions as synthesis
techniques in the “Lego land” of 2D materials continue to improve, and bottom-up materials
design – making designer stacks of atomically thin insulators, semiconductors, metals and
superconductors – enables the construction of a huge variety of layered structures with an
unprecedented level of control over material properties and device functionalities [306, 307].
Heterobilayers are one such TMDC heterostructure in this 2D playground with exciting ap-
plications in spin- and valleytronics and excitonic devices. When tungsten and molybdenum
dichalcogenides are stacked on top of one another, a type-II band alignment forms (Figure
4.1a). Following photoexcitation of one layer, rapid (sub-ps) charge transfer occurs so that
the electron and hole are localized to different layers. Then, owing to the large Coulomb
interaction (Eb ∼ 150 meV), the spatially separated electron and hole form an interlayer
exciton (ILE) that persists at room temperature (Figure 4.1b). ILEs are both spatially
and momentum indirect due to their spatial separation in different layers and the lattice
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This effect is especially attractive for coherent or quan-
tum valleytronics, because such an energy shift could, 
in principle, be used to drive certain operations such as 
phase gates.

Interlayer excitons in bilayer heterostructures
The demonstrated ability to optically write and read the 
valley polarization of monolayer TMD excitons has moti-
vated the exploration of valleytronics in 2D systems. At 
the same time, the ability to stack 2D materials into tai-
lored structures has made it possible to engineer layered 
devices with novel valley functionalities and phenomena94. 
One of the most prominent examples of this is found in 
graphene/h-BN heterostructures with closely aligned 
crystal axes, in which Hofstadter’s butterfly emerges in the 
electronic structure31,95–98. More recently, many studies of 
bilayer heterostructures have focused on those built from 
different semiconducting TMDs, in which the interplay of 
electronic band structure and valley degree of freedom has 
revealed a new platform for exploring valleytronic appli-
cations. In this section, we see that many of the challenges 
associated with valley excitons in monolayer TMDs can be 
potentially overcome in interlayer valley excitons hosted 
in van-der-Waals-bound TMD heterobilayers.

Significant progress has been made towards under-
standing the interlayer coupling and electronic hetero-
junctions between different TMD monolayers. Notably, 
calculations of the bandgaps and work functions have 
predicted a type-II band alignment (FIG. 3a) for certain 
pairs of TMDs99–106, which is ideal for realizing many 
optoelectronic applications. An important consequence 
of the vertical stacking of these layers is the absence of 
a depletion region, which combined with the staggered 
band alignment and large band offsets causes rapid 
interlayer charge transfer107–113. Subsequently, charge 
carriers are largely localized to different layers and an 
out-of-plane p–n junction is formed107–119. For example, 
in MoX2–WX2 (where X can be either S or Se) hetero-
bilayers, electrons are confined to the MoX2 layer and 
holes are confined to the WX2 layer (FIG. 3a,b). Owing 
to the large Coulomb interaction in 2D materials, the 
spatially separated electrons and holes can bind together 
to form interlayer excitons, XI, as depicted in FIG. 3a,b.

In type-II TMD heterostructures, when interlayer 
excitons recombine radiatively, they emit low-energy 
photons corresponding to the reduced bandgap shown 
in FIG. 3c. Interlayer excitons are both spatially indirect, 
because the electron and hole are located in different 
layers, and momentum-space indirect, owing to the 
misalignment of the conduction and valence bands 
of the two layers. These effects combine to make the 
interlayer exciton lifetime orders of magnitude longer 
than the intralayer exciton lifetime in monolayer 
TMDs107. This long lifetime is important in the context 
of valleytronics, because it circumvents the limitation 
imposed by the picosecond lifetime of valley excitons 
in monolayer TMDs. Furthermore, the vertical sepa-
ration of the electron and hole reduces the Coulomb 
exchange interactions for the interlayer exciton com-
pared with the monolayer valley exciton, which leads 
to relatively long valley polarization lifetimes (~40 ns)82. 
We note that the physics of TMD interlayer excitons is 
closely related to spatially indirect excitons in electri-
cally biased III–V-coupled quantum wells120, which is 
evidence of several exciting phenomena, such as exci-
tonic condensation and transport121–123. However, the 
interlayer excitons in TMDs are unique because the 
relative rotation and lattice mismatch of the crystal axes 
of the constituent layers determine the relative location 
of their valleys in momentum space.

The dependence of the electronic valley configu-
ration on the relative alignment of the heterostructure 
layers gives the interlayer exciton unique light-coupling 
properties124,125. In practice, the mechanical stacking 
of one hexagonal layer on top of another inevitably 
introduces a lattice mismatch and a twist between the 
two layers of a heterostructure, as shown in FIG. 3d and 
BOX 2. Importantly, the twist angle, θ, causes a relative 
rotation between the hexagonal Brillouin zones of the 
individual layers (BOX 2), displacing the ±K valleys in the 
Brillouin zone of each layer from one another124. This 
relative rotation in momentum space and the lattice mis-
match cause misalignment of the band edges, and the 
interlayer exciton with the lowest energy is therefore a 
momentum-indirect state, which extends the interlayer 

Figure 3 | Interlayer valley excitons in 2D semiconductor heterostructures. 
a | Energy-level diagram showing type-II band alignment for a typical MoX2–WX2 
heterojunction. Ultrafast interlayer electron transfer to the MoX2 or hole transfer to the 
WX2 results in the formation of interlayer exciton states. b | Illustration depicting spatially 
indirect, interlayer excitons in a MoX2–WX2 heterojunction. The oriented dipole 
moments out of the plane cause strong exciton repulsion as well as large Stark shifts 
under applied electric fields. c | Low-temperature photoluminescence spectrum from a 
MoSe2–WSe2 heterostructure, which shows emission from both intralayer and interlayer 
exciton species. d | Twisted Brillouin zone of MoX2–WX2 heterostructure formed by 
stacking the constituent monolayers at an angle, θ. E, energy; KM, Brillouin zone corner of 
the MoX2 monolayer; KW, Brillouin zone corner of the WX2 monolayer; XI, interlayer 
exciton; z, out-of-plane (vertical) direction.
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Figure 4.1: Interlayer excitons in 2D semiconductor heterostructures. (a) Energy-level
diagram showing type-II band alignment for a typical MoX2-WX2 heterostructure. Ultrafast
interlayer electron transfer to the MoX2 or hole transfer to the WX2 results in the formation
of interlayer excitons. (b) Illustration depicting spatially indirect, interlayer excitons in a
MoX2-WX2 heterostructure. Reprinted with permission from Reference [313].

mismatch between the two layers. Therefore, the lifetime of ILEs (∼µs) tends to be or-
ders of magnitude longer than that of intralayer excitons (<ns) [47, 308–312]. While the
phonon-assisted relaxation process for ILEs allows them to diffuse long distances over their
lifetime (>µm), their radiative recombination is strongly quenched, making PL a difficult
observable to measure ILE dynamics. With stroboSCAT’s universal scattering approach,
however, we can directly map ILE dynamics. We were also curious to explore the following
questions: (1) Can differential scattering contrast distinguish between different “flavors” of
excitons (intralayer vs. interlayer, optically bright vs. dark)? (2) Can we measure ILE
dissociation rates at charge transfer interfaces? (3) Can we characterize how altering the
energy landscape (mechanical strain, dielectric disorder) impacts energy migration?

With our sights set high on these challenging scientific questions, we teamed up with
Cora Went and Joeson Wong, expert TMDC fabricators in the Harry Atwater group
at Caltech, who prepared a MoS2-WSe2 heterostructure by exfoliation onto a glass substrate
(Figure 4.2) [314]. iSCAT imaging, technically interference reflection microscopy, in the
stroboSCAT microscope readily identifies the ∼3×3 µm heterostructure boundary (yellow
box in Figure 4.2) and the constituent few-layer MoS2 and WSe2 flakes that overlap to form
the vertical junction. stroboSCAT measurements at low 440 nm pump fluence (15 µJ/cm2)
in the few-layer MoS2 show a moderately expanding (∼0.3 cm2/s) positive contrast profile
(first row in Figure 4.2). Under identical experimental conditions, differential contrast
in the few-layer WSe2 is negative and expands slightly faster (∼0.4 cm2/s) (second row in
Figure 4.2). Although we had trouble reproducing the positive-only contrast measurement
in MoS2 at correspondingly lower fluences, we still suspect that it represents excitons in MoS2,
based on further study of MoS2 discussed in Section 4.3. In this heterostructure sample, it
is possible that the pump was at an optimal defocus to observe this effect since the time zero
signal is wider than that in WSe2, even though we measured a higher diffusivity in WSe2
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than in MoS2. It is also possible that, since we were probing very close to a resonance feature,
heterogeneity in the sample’s optical response shifted the relative position of the probe with
respect to the exciton resonances at different sample locations within the same few-layer
MoS2 region. In the same sample regions, we also perform measurements with a higher
pump fluence (330 µJ/cm2) and observe negative contrast only in both materials, although
with a much slower diffusivity (∼0.03 cm2/s). This was our first clue that lattice heating is
a prevalent transduction pathway for the absorbed light energy in TMDCs, especially when
generated via nonlinear A-M processes (Section 1.2.1). Due to the different dynamics
measured in the low- and high-pump fluence regimes, we hypothesize that the differential
contrast is dominated by excitons in the low-fluence measurements (bright for MoS2, dark
for WSe2) and by heat in the high-fluence measurements since excitons tend to diffuse faster
than heat in TMDCs, up to several cm2/s depending on sample quality and preparation
method [111, 298, 300, 315–318]. The probe wavelength (635 nm) is between the A and
B exciton resonances in both materials, but closer to both resonances in MoS2, based on
previous measurements of the dielectric function of monolayer MoS2 and WSe2 [295]. We can
make informed guesses about the contrast assignment based on the measured dynamics and
power-dependent trends, but without in-house measurements of the steady state dielectric
function (with ellipsometry or reflectance contrast spectroscopy, for example) or, better yet,
the excited-state spectral response (transient absorption or reflectance, for example) on this
particular sample, we cannot definitively state exactly what gives rise to the oppositely-
signed contrast in the two materials. It is, however, likely related to the relative position
of the probe energy and material electronic resonances as we find in few-layer MoS2 below
(Section 4.3).

stroboSCAT measurements in the heterostructure region exhibit faster diffusion (>3
cm2/s) than in either of the constituent layers, with transport proceeding all the way up
to the edges of the heterostructure (third row in Figure 4.2). Although interference from
the heterostructure edges in the ground state iSCAT image modulates the otherwise flat, fea-
tureless sample, the uniform background in the differential images suggests that the “bubbly”
differential contrast features are not an imaging artifact but the result of real sub-diffraction
contrast flips occurring in the interferometric detection. Small deformations in the top WSe2
layer caused by residue from the PDMS transfer (stuck to the top of the MoS2 flake) could
be the culprit. Similar contrast flips from dielectric inhomogeneities have been observed in
WSe2, for example [319]. The heterostructure is too thin to account for a depth-dependent
phase flip from the spatially separated electrons and holes, which would require an extra
optical path length of z ∼ 40 nm and, in any case, the Böhr radius for the ILE is at most
a few nm. In sum, it was exciting to directly observe the ILE transport and to measure
dynamics that were distinct from the constituent layers, but we decided that in order to un-
derstand the complicated differential contrast in the heterostructure, we should characterize
its components separately and in a uniform dielectric environment provided by hexagonal
boron nitride (hBN) encapsulation (Section 4.3).

Before we abandoned this first TMDC structure for more homogeneous pastures, we
explored one additional area of interest: a one-layer—few-layer lateral interface in WSe2
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Figure 4.2: iSCAT/IRM image of the MoS2-WSe2 heterostructure where MoS2 was first
deposited and then partially covered with WSe2 (top left) with boxes showing the areas
measured with stroboSCAT (440 nm pump, 635 nm probe). (pink) few-layer MoS2 and
(green) few-layer WSe2, exhibiting moderate diffusivity (0.3-0.4 cm2/s) that we attribute to
excitons. (yellow): fast expansion (> 3 cm2/s) of IDEs in the heterostructure region. (blue):
transfer of excitons across a lateral monolayer—few-layer WSe2 boundary (blue dashed line)
following excitation in the monolayer (blue star) with PL dominating the signal at later
times in the monolayer.
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Figure 4.3: (a) iSCAT/IRM image of the metal-contacted WS2 heterostructure where
grayscale shades within the circular feature indicate different WS2 thicknesses. The stack
is imaged through the platinum layer that covers the entire substrate. (b) Reflected field
intensities within each of the layers in the vertical stack as a function of WS2 thickness,
calculated with the transfer-matrix method. The reflected field at the glass-Pt interface
is strongest, indicating that the glass-Pt interface is a good reference plane. (c) WS2-
thickness-dependent stroboSCAT measurements with contrast that can be explained with
depth-dependent phase flips (or lack thereof) in all except the thinnest (10 nm WS2) stack.

(fourth row in Figure 4.2). Pumping in the monolayer region, we observe transfer of
the initial population across the interface into the few-layer region, although PL from the
highly luminescent monolayer overwhelms the signal on the monolayer side at late times.
Even though the nature of the monolayer and few-layer exciton is very different, (direct and
highly localized in the former, indirect and more delocalized in the latter), the exciton seems
to convert readily across the interface. In future studies (with more spectral filters and a
judiciously chosen probe!), it could be interesting to explore the rate of this process as a
function of layer thickness on the few-layer side. stroboSCAT is a well-poised tool for such
a study since PL is suppressed on the few-layer side, even for just a bilayer.
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4.2.2 Vertical metal-contacted TMDC

Eager to utilize the depth-dependent phase sensitivity of stroboSCAT, we measured one
final TMDC stack, or “sandwich,” in this case, to explore exciton dissociation, a prerequisite
for current generation in a TMDC-based solar cell. Cora designed a sample geometry
consisting of a thin WS2 flake (10-100 nm) surrounded by metal contacts (Pt and Ag) with
different work functions to drive exciton dissociation. The glass substrate is coated with 10
nm of sputtered Pt before the WS2 is transferred. To cap the WS2 with Ag, Cora used a
new method she developed to transfer nanoscale 3D metal contacts onto TMDC flakes that
preserves the pristine TMDC surface with a gentle, nondamaging van der Waals contact
[320]. The fabricated Pt-WS2-Ag sandwich imaged with iSCAT/IRM is shown in Figure
4.3a where different grayscale shades indicate the WS2 thickness under the Ag cap (circular
feature), which is verified with optical reflectance contrast (Section 4.3.5) before the Ag
transfer [321, 322]. In the open-circuit case, excitons are generated by the pump pulse with a
concentration profile that exponentially decays into the thickness of the WS2 so that initially,
the exciton profile center-of-mass along the z-axis is concentrated near the Pt-WS2 interface.
Then, holes move toward the Ag contact while electrons transfer to the nearby Pt contact
until a field, −E, is established that completely counteracts the built-in field due to the
different metal work functions, E, resulting in a net zero field:

E =
WPt −WAg

d
∼ 200 meV, (4.1)

where Wi is the metal work function and d is the WS2 thickness.
Based on the refractive index of WS2 at the 635 nm probe wavelength (nWS2 ∼ 5), we

estimate that the interferometric stroboSCAT signal for holes accrues a π phase flip when
they are at least 30 nm above the MoS2-Pt interface. With additional interfaces beyond the
usual substrate-sample interface, however, the interpretation of the interferometric contrast,
and which plane in the stack serves as the “reference” from which carrier height, z, should be
measured, is more complex. We turn to the transfer-matrix method (TMM) to calculate the
reflected field amplitudes, r, within each layer following coherent propagation of an incident
plane wave onto a multilayer planar stack [323]. The model assumes that everything is
uniform in the transverse directions with interfaces and layers perpendicular to the normal,
ẑ, and incident plane wave light traveling in +ẑ. The only required inputs are the thickness
and complex refractive index over the range of relevant wavelengths for each layer in the
stack. See Appendix B.4 for more details. With this analysis, it is possible to determine
which interface, if any, dominates the overall reflection and if the reflected field amplitude
acquires a π phase flip with respect to the incident field. The results of the transfer-matrix
analysis for different WS2 thicknesses are shown in Figure 4.3b. The reflected field within
the glass layer (yellow bars in Figure 4.3b) is strongest in all cases, indicating that the glass-
Pt interface above it is a good proxy for the dominant reference field reflection plane. Light
that scatters from carriers at the Pt-WS2 interface, 10 nm above the dominant reflection
interface, accrues an additional phase of ϕ = 0.46, 15% of the way to a π phase flip. In
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order to accumulate the full phase flip, the holes must travel vertically at least 27 nm in
the WS2, which means phase flips due to vertical hole transport should only occur in the 30
and 40 nm thick WS2 regions. Indeed, over several ns we do observe dark contrast in the
center of the distribution give way to light contrast in these regions, and no phase flip in
the 20 nm thick region, however, the 5-ns results from the thinnest 10 nm region are not
consistent with the trend because dark contrast emerges (Figure 4.3c). Other explanations
might consider heating effects, (the 2.8 eV pump is nearly 1.5 eV above the bandgap),
how to account for interferometric contrast contributions from electrons and holes that may
have different axial profile distributions, or even whether electrons and holes might exhibit
differently signed contrast at this probe energy (2 eV). While the TMM formalism is useful
for establishing the dominant reflection interface in a multilayer stack and for estimating
the enhanced absorption from multiple reflections (Appendix B.4), it is totally blind to
the volume of photogenerated carriers that scatter light at all angles and to how their out-
of-plane distribution evolves, which is vital for understanding phase contrast due to vertical
transport in stroboSCAT, (see Section 3.3, for example). We considered constructing our
experimental sample and detection geometry in Lumerical, a powerful photonic simulation
software, to explore the mechanism of the phase contrast. In a future iteration of this
experiment, it would also be useful to actively gate the sample to study exciton dissociation
as a function of applied field, especially since it is unclear whether the different work functions
of the metal contacts actually do establish a built-in voltage or if photoinduced carriers can
readily screen the field from each metal by localizing near the metal surfaces.

4.3 Co-measuring and discerning photoinduced heat

from charge and their transport in few-layer MoS2

Since dissipative processes are ubiquitous in semiconductors, characterizing how electronic
and thermal energy transduce and transport at the nanoscale is vital for understanding and
leveraging their fundamental properties. For example, in low-dimensional TMDCs, excess
heat generation upon photoexcitation is difficult to avoid since even with modest injected
exciton densities, exciton-exciton annihilation still occurs. Both heat and photoexcited elec-
tronic species imprint transient changes in the optical response of a semiconductor, yet the
unique signatures of each are difficult to disentangle in typical spectra due to overlapping res-
onances. In response, we employ stroboSCAT to simultaneously map both heat and exciton
populations in few-layer MoS2 on relevant nanometer and picosecond length- and time scales
and with 100-mK temperature sensitivity. We discern excitonic contributions to the signal
from heat by combining observations close to and far from exciton resonances, characterizing
photoinduced dynamics for each. Our approach is general and can be applied to any elec-
tronic material, including thermoelectrics, where heat and electronic observables spatially
interplay, and lays the groundwork for direct and quantitative discernment of different types
of coexisting energy without recourse to complex models or underlying assumptions.
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Figure 4.4: (a) Calculated single particle band structure for 4L MoS2 from Reference [26]
showing the above-bandgap pump excitation (green arrow) at the K-point of the Brillouin
zone followed by fast thermalization (orange) and intervalley scattering (gray) to the lowest
energy indirect exciton (blue arrow). (b) Optical reflectance image of the entire MoS2

flake with the measured 4L hBN-encapsulated region outlined in yellow. (c) Steady state
photoluminescence (PL) spectrum (black) showing strong emission from the direct A exciton
near 1.8 eV with a blue shoulder corresponding to emission from the direct B exciton.
Emission from the indirect exciton (1.4 eV) is comparatively weaker. The reflectance contrast
spectrum (blue) exhibits dispersive resonance features near the PL peaks.

To demonstrate the capability of identifying and simultaneously tracking electronic and
thermal energy evolution, we focus on an hBN-encapsulated four-layer (4L) MoS2 flake fab-
ricated using the hot pick-up technique and supported by a glass substrate [314]. Before
proceeding with spatiotemporally resolved transport measurements, we pre-characterize the
sample. The relevant portion of the electronic structure is shown schematically in Figure
4.4a [26]. Optical reflectance microscopy readily identifies the encapsulated 4L region out-
lined in yellow in Figure 4.4b. Sample thickness characterization is found in Figure A.2.
The steady state photoluminescence spectrum in Figure 4.4c shows characteristic strong
emission from the spin-orbit split A (∼1.8 eV) and B (∼2 eV) direct excitons, with a strong
B:A photoluminescence intensity and dispersive resonance amplitude ratio in the blue re-
flectance contrast spectrum indicative of good sample quality [324]. Photoluminescence due
to recombination of the lowest-energy indirect exciton (IDE) in the near-infrared (∼1.4 eV),
indicated by the blue arrow in Figure 4.4a, is comparatively weak.

We use stroboSCAT to directly visualize heat and exciton transport in the 4L MoS2.
These particular experiments employ a 2.82 eV (440 nm) diode laser pump (green arrow in
Figure 4.4a) that generates excitations at the K-point of the Brillouin zone [25]. Efficient
sub-ps intervalley scattering (horizontal gray lines in Figure 4.4a) and ∼fs phonon-assisted
relaxation to the band edge (orange in Figure 4.4a) occur within the ∼200 ps experimental
instrument response function (IRF), and we therefore expect the IDE to be the dominant
electronic excitation on the time scale of our measurements [29, 30]. Despite the fact that the
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Figure 4.5: Temperature-dependent reflectance contrast spectra over a range of tempera-
ture set points near the A and B exciton resonances. The near- and far-from-resonant probe
energies are indicated with the red and green lines, respectively.

4L MoS2 is not luminescent, the presence of photoexcitations modifies the material’s local
dielectric function, generating transient scattering contrast that evolves as a function of space
and time according to the quantity and location of decaying and diffusing photoexcitations.
Near an absorption resonance, the sign of the differential contrast can be tuned above (bright)
or below (dark) the baseline (gray) background. For a dispersive optical resonance, the
transient response leads to oppositely signed ∆R/R on either side of the resonance [174,
212, 325] (Section 2.1.2). Heat, which also modulates electronic resonances, may also
modify ∆R/R.

To isolate the effect of heating on the optical response, steady state reflectance contrast
(RC) spectra [295, 321] are measured at a range of temperatures from room temperature to
90◦C, as described below in Section 4.3.5. RC spectra are obtained by measuring reflected
spectra from the sample atop of the substrate (R) and separately under the bare glass sub-
strate (R0) and calculating RC = (R−R0)/R0. RC spectra over the measured temperature
range are presented in Figure 4.5, showing the characteristic A and B exciton resonance
peaks redshifting and broadening with increasing temperature. From these spectra, we iden-
tify two spectral regimes, near- and far-from resonance, which tune the relative contribution
to the stroboSCAT signal from heat and excitons, enabling distinction between the two, as
developed below in Section 4.3.7. We select probe energies for spatiotemporal imaging
from available discrete diode laser sources indicated by the red (near resonant, 700 nm or
1.77 eV) and green (far-from resonant, 515 nm or 2.41 eV) vertical lines in Figure 4.5.
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Figure 4.6: stroboSCAT time series captured with a near-resonant (top) and far-from-
resonant (bottom) probe. The focused 2.82 eV pump generates a peak initial exciton density
of 3.5× 1013 cm−2.

4.3.1 Complementary stroboSCAT measurements directly image
heat and charge dynamics

In the same sample region, we collect two complementary stroboSCAT measurements over
a 7 ns time window by probing at the near- and far-from resonant energies (Figure 4.6).
In both measurements, the same applied pump pulse fluence of 35 µJ/cm2 generates an
estimated peak exciton density of 3.5× 1013 cm−2, falling in an intermediate density regime
where A-M interactions play a significant role but still being an order of magnitude below
the Mott transition at which excitons would dissociate [15, 41, 42]. We use transfer-matrix
calculations executed with the “tmm” Python software package [323, 326] to estimate the
total absorption over the four layers of material in the sample, which is enhanced by multi-
ple internal reflections and interference at the two hBN-MoS2 interfaces (Appendix B.4).
We input complex refractive index values from the literature for 4L MoS2 [327] and a flat
dispersion for hBN (nhBN = 2.2) with no absorption in the visible (khBN = 0) [328]. The
input layer thickness of MoS2 is 0.65 nm [329], while the hBN thicknesses are experimentally
estimated with AFM (5 and 19 nm for the bottom and top layers, respectively). The calcula-
tion predicts that 6% of incident photons are absorbed per layer, resulting in an overall 1/e2

carrier density of 4.8×1012 cm−2, or a peak carrier density of 3.5×1013 cm−2. By contrast, a
simple absorption calculation (Appendix B.1) using a(2.8 eV) = 7.2× 105 cm−1 yields an
estimated 1/e2 carrier density of 1.5×1012 cm−2, or a peak carrier density of 9.3×1012 cm−2,
an underestimate by more than a factor of 3 since it does not account for multiple internal
reflections that enhance the absorption. The spatiotemporal model we describe below in
Section 4.3.8 predicts a maximum exciton density at time zero of ∼8×1012 cm−2, lower
than that predicted by the transfer-matrix calculation because it takes into account a finite
pump pulse duration (72 ps) over which appreciable exciton-exciton annihilation occurs. The
most realistic characterization of the exciton density is the spatiotemporal model with the
peak exciton density from the transfer-matrix calculation as the initial condition, N(0, 0).
Furthermore, a binding energy of ∼ 4kBT (at room temperature) suggests that dissociated
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free carriers make up < 2% of the total photoexcited electronic population.
Hot excitons thermalize and scatter to the indirect band edge within the IRF, transferring

their excess energy to the lattice via efficient phonon emission. We therefore expect to observe
both long-lived (several ns) IDEs and lattice heating simultaneously on our measurement
time scales. In the far-from resonant stroboSCAT measurement, we observe negative (dark)
contrast alone that decays and expands over several nanoseconds (Figure 4.6, bottom),
whereas in the near-resonant stroboSCAT measurement at the top of Figure 4.6, we observe
bright positive contrast beyond a dark, negative-contrast center that similarly decays over
several nanoseconds, with positive contrast dominating after 1 ns. We assume that each sign
of contrast, positive or negative, in each measurement is generated by either heat or excitons,
the two dominant forms of energy in the material following photoexcitation. Temperature-
dependent RC spectra predict negative differential contrast due strictly to heating in the
near-resonant measurement (Section 4.3.5), therefore we deduce that positive contrast in
the same measurement must be due to the presence of excitons. Using these assignments,
we observe that excitons diffuse faster than heat, giving rise to positive amplitude extending
beyond the heat-dominated negative contrast. This assignment is consistent with previous
reports of exciton and heat diffusivity in MoS2, in which exciton diffusivities are up to a few
cm2/s [298, 330, 331] while reported heat diffusivities are slower at ∼0.2 cm2/s [332, 333].

4.3.2 Data analysis methods: azimuthal profile averaging

To utilize the full 2D information about energy transport obtained in stroboSCAT, we az-
imuthally average the roughly cylindrically symmetric differential images in Figure 4.6
about the same center pixel for all time delays in a given measurement. We use the
numpy.ravel and numpy.bincount functions in Python to flatten the image from a 2D
to 1D array before binning the data by radial position (see Appendix B.5). We discard the
center pixel since it tends to be quite noisy and fit the data beginning at pixel 1. A better
center pixel value may be reconstructed from Gaussian fits to the data.

To investigate the sensitivity to which pixel is designated as the central one, we explore
the effect of mislocalizing the center pixel on a simulated 2D Gaussian population isotropi-
cally expanding with a diffusivity of 1 cm2/s. The result of the azimuthally averaged profiles
for the time zero distribution using the true center pixel (blue) up to a center pixel mislo-
calized by r2 = 50 are shown in Figure 4.7a. Mislocalizing the center pixel smears out the
extracted Gaussian profiles and ultimately suppresses the calculated mean squared expan-
sion by up to 25% for this particular diffusivity as shown in Figure 4.7b. The effect is less
pronounced for a more slowly expanding population. To be more quantitative and to auto-
mate the center pixel localization on a real dataset, we define a grid of possible center pixels
around the geometric center of the time zero image in the near-resonant probe measurement
(Figure 4.7c). At each of these pixels, we extract an azimuthally averaged profile after
squaring the pixel intensities in the raw image. Two examples are shown in Figure 4.7d,
one averaged about the geometric center (blue) and another about a slightly displaced center
pixel (red). For each profile, we calculate a “focal score” given by the ratio of the maximum
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Figure 4.7: Center pixel localization for azimuthal averaging. (a) Azimuthal averages
of a time zero simulated 2D Gaussian image (inset) averaged about the true center (blue)
and increasingly mislocalized centers up to r2 = 50 (maroon). (b) Resulting mean squared
expansion from azimuthal averaging about an increasingly mislocalized center pixel for the
same simulated dataset as in (a). The extracted diffusivity ranges from the defined diffusivity
of 1 cm2/s (blue) to 0.75 cm2/s (maroon). (c,d) On a real dataset, we extract azimuthally
averaged profiles from a grid of possible center pixel values defined around the geometric
image center (c). The squared pixel intensity as a function of radial distance from a given
center is shown in (d) after azimuthally averaging about the geometric center (blue) and an
offset pixel (red). (e) For each profile, a “focal score” is calculated by taking the ratio of the
profile maximum to its FWHM. The highest scored profile (white x) defines the best center
pixel for azimuthal averaging.
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squared pixel intensity divided by the FWHM. The result is shown in Figure 4.7d with the
maximum score, and therefore best center pixel, marked with a white x, which also happens
to correspond to the geometric center in this case. In practice, we found that selecting the
center pixel by eye in the time-zero image is usually more than sufficiently accurate.

4.3.3 Data analysis methods: Simpson’s rule

To calculate the integrated population at each time delay, we use Simpson’s rule on each
azimuthally-averaged profile. Simpson’s rule is a numerical method to approximate the inte-
grand under a set of N +1 equally spaced points between [a, b] using a quadratic interpolant
in order to estimate the area under a discrete function or data array. This approximation
is generally more accurate than a Riemann sum or the trapezoid rule which uses a linear
interpolant. It is especially useful for calculating the area under a carrier distribution that
does not fit well to a simple function like a Gaussian, (like the low-η early-time exciton
distributions described in Section 4.3.11). The formula for Simpson’s rule is given by∫ b

a

f(x)dx ≈ SN(f) =
∆x

3

N/2∑
i=1

f(x2i−2) + 4f(x2i−1) + f(x2i), (4.2)

where N is an even number, f is a discrete data array, ∆x = (b−a)/N is the spacing between
adjacent array elements and xi = a+ i∆x for integer index, i.

Or, in terms of the first, last, even and odd elements of the data array:

SN(f) =
∆x

3
(first + 4(sum of odds) + 2(sum of evens) + last). (4.3)

Equation 4.3 is also known as “Simpson’s One-Third Rule.” In practice, this calculation
is implemented with the scipy.integrate.simpson function in Python. Note that for
azimuthally averaged profiles, the integrand becomes rf(r).

To find the error introduced by this calculation, we use the standard error propagation
formula for a function that is a sum of (scaled) variables:

f1 = x+ y → δf1 =
√
δx2 + δy2 (4.4)

f2 = Cx→ δf2 = Cδx. (4.5)

Therefore, the error on the area/integrand calculated with Simpson’s rule is given by

δSN(f) = ∆x

√(
δfirst

3

)2

+
∑(

4

3
δodd

)2

+
∑(

2

3
δeven

)2

+

(
δlast

3

)2

, (4.6)

where the error on each element is the standard error of the mean from azimuthal averaging.
When the carrier distributions fit well to a Gaussian function, as is the case with the

heat-dominated far-from resonant measurements in Figure 4.6, the integrated area under
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Figure 4.8: Integrated areas representing carrier populations calculated with Simpson’s
rule (blue) are similar to those calculated from Gaussian fits to the heat-dominated data in
Figure 4.6 (green), yielding kinetic fit parameters that agree within error.

the distribution that represents the total carrier population is easy to calculate from the
Gaussian fit parameters as Area = Aσ2 for a 2D population, where A is the (unnormalized)
fit amplitude and σ is the fit width. This yields very similar results to the area calculated
with Simpson’s rule (Figure 4.8).

4.3.4 Data analysis methods: point spread function correction

The goal with the 4L MoS2 experiments is to isolate and characterize the excitonic con-
tribution to the near-resonant stroboSCAT measurement (top row in Figure 4.6). We
determined that a way to do so is by subtracting away the heat-only contribution (bottom
row in Figure 4.6) from the near-resonant dataset. To quantitatively compare and subtract
the datasets at the two imaging wavelengths, however, we must apply a pixel size correction
to account for their different point spread functions (PSFs). A diffraction-limited PSF is
well-approximated by a normalized Gaussian function (Section 2.3.3)

PSFλ(r) =
1

2πσ2
λ

e−r2/2σλ , (4.7)

where r2 = x2 + y2 and σλ is given by the Abbe diffraction limit:
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σλ =
λ

2 NA 2
√
2 ln 2

. (4.8)

In these experiments, excitons are generated by a nearly diffraction-limited 440 nm pump
pulse and then efficiently convert to lattice heating, resulting in an initial Gaussian heat
distribution

Gpop(r) = Npop e
−r2/2σ2

pop , (4.9)

where σpop is the width of the actual heat population (temperature profile). This distribution
is imaged in one set of experiments by a widefield 515 nm probe with a PSF given by

PSF515(r) =
1

2πσ2
515

e−r2/2σ2
515 , (4.10)

where σ515 is defined by Equation 4.8. This imaging operation yields a measured Gaussian
distribution, Gmeas,515(r), and may be represented by a 2D convolution (seeAppendix B.3):

Gmeas,515(r) = Gpop(r)⊗ PSF515(r) =
Npopσ

2
pop

σ2
pop + σ2

515

e−r2/2(σ2
pop+σ2

515) =
Npopσ

2
pop

σ2
meas,515

e−r2/2σ2
meas,515

(4.11)
where

σ2
meas,515 = σ2

pop + σ2
515. (4.12)

From experimentally measured data at time zero, σmeas,515 = 180 nm, so for a diffraction-
limited microscope, the initial heat distribution, from Equations 4.8 and 4.12, has a width

of σpop =
√
σ2
meas,515 − σ2

515 ≈ 160 nm, which is slightly larger than the pump width of

σpump ≈ 130 nm, to be expected since the heat distribution may expand slightly during the
temporal overlap of the ∼100 ps pump and probe pulses.

If it were possible to measure only heat with a 700 nm probe, the measured Gaussian
distribution, Gmeas,700(r), would be represented by a different convolution:

Gmeas,700(r) = Gpop(r)⊗ PSF700(r) =
Npopσ

2
pop

σ2
meas,700

e−r2/2σ2
meas,700 (4.13)

where

σ2
meas,700 = σ2

pop + σ2
700, (4.14)

and again, σpop is the width of the actual generated heat population which, under identical
excitation conditions, does not change with probe wavelength. The Gaussians defined in
Equations 4.9, 4.10, 4.11 and 4.13 are plotted for comparison in Figure 4.9.
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Figure 4.9: Gaussians and convolutions of Gaussians. For a given Gaussian distribution
of arbitrary amplitude representing a photogenerated heat population (black), convolution
with an imaging probe PSF represented by a normalized Gaussian function (solid red and
green curves for a 515 and 700 nm imaging probe, respectively) yields a blurred (suppressed
and broadened) measured distribution (dashed red and green curves).

The goal is to transform the measured 515 nm heat distribution data to what would have
been measured with a 700 nm probe in order to perform an accurate subtraction of the heat
distribution from the total measured differential signal measured with 700 nm, which includes
heat and excitonic contributions. The transformation of the measured 515 nm data for
this purpose requires suppressing the amplitude and stretching the width of Gmeas,515(r), as
shown in Figure 4.9 comparing the dashed red and green curves, to represent the additional
“smoothing” that would occur with a broader imaging PSF. To make this transformation
more concrete, we define a correction factor, κ:

κ ≡

√
σ2
pop + σ2

700√
σ2
pop + σ2

515

=
σmeas,700

σmeas,515

(4.15)

where κ > 1. We express Equation 4.13 in terms of κ and known variables. The amplitude
of Gmeas,700(r) may be expressed as
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Figure 4.10: PSF correction. (a) Correction factor, κ, as a function of the actual population
width, σpop. The maximum correction factor occurs for a delta function population and
asymptotes to 1 (no correction) for increasingly broader populations, as expected. (b) Data
transformation with a time-dependent correction factor κ(t) (black) preserves the dynamics
of the raw 515 nm data whereas a constant correction (blue) factor inflates the extracted
diffusivity.

Npopσ
2
pop

σ2
meas,700

=
1

κ2
Npopσ

2
pop

σ2
meas,515

, (4.16)

and the Gaussian exponent of Gmeas,700(r) may be expressed as

− r2

2σ2
meas,700

= − 1

κ2
r2

2σ2
meas,515

= − (r/κ)2

2σ2
meas,515

= − r′2

2σ2
meas,515

(4.17)

where r = κr′ represents the “contracted” r-axis when imaging with 515 nm light, which
must be multiplied by κ in order to reproduce the effectively “stretched” r-dimension when
imaging with 700 nm light. Therefore, to transform the measured 515 nm heat distribution
to what would have been measured with 700 nm light requires dividing the measured 515
nm data everywhere by κ2 and stretching the radial position axis by a factor of κ.

Because the heat distribution expands over time, the correction factor κ is time-dependent:

κ(t) =
σmeas,700(t)

σmeas,515(t)
=

√
σ2
pop(t) + σ2

700√
σ2
pop(t) + σ2

515

(4.18)

so that every time point must be amplitude- and width-corrected by a different (diminishing)
factor (Figure 4.10a). κ(t) is calculated by: (1) extracting σmeas,515(t) from the Gaussian
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time (ns) κ
0.0 1.078
0.1 1.071
0.2 1.065
0.3 1.060
0.5 1.052
0.7 1.045
1.0 1.038
1.5 1.031
2.0 1.026
4.0 1.015
7.0 1.010

Table 4.1: Time-dependent PSF correction values

fit to the raw data at each time delay, (2) calculating σpop(t) using (1) and Equation 4.12,
and (3) calculating σmeas,700(t) using the result of (2) in Equation 4.14. The time-dependent
correction factors applied to the raw azimuthally averaged 515 nm data before subtracting
from the raw azimuthally averaged 700 nm data are listed in Table 4.1.

Without accounting for the finite size of the imaged excited population, one may be
tempted to use the ratio of the resolution limits at the two imaging wavelengths (700/515 ≈
1.4) as a global correction factor. However, the more complete picture described here demon-
strates the importance of including the generated population’s finite width and its time
evolution in our analysis (Figure 4.10a). We confirm that the time-dependent correction
factor preserves the measured dynamical information in the raw far-from resonant data in
Figure 4.6, including the mean squared expansion of the heat distribution, which should
be invariant to imaging wavelength under identical excitation conditions (Figure 4.10b).

Another way to think about transforming the measured 515 nm heat distribution into
what would have been measured at 700 nm is to think of a 700 nm PSF as the convolution
of a 515 nm PSF with a small adjustment PSF:

PSF700 = PSF515 ⊗ PSFadj (4.19)

such that, from the convolution theorem (Appendix B.3)

σ2
700 = σ2

515 + σ2
adj. (4.20)

For diffraction-limited PSFs with widths defined by Equation 4.8, σadj ≈ 70 nm. The actual
heat population would then be convolved with this broader PSF:

Gpop ⊗ PSF700 = Gpop ⊗ PSF515 ⊗ PSFadj = Gmeas,515 ⊗ PSFadj. (4.21)
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Figure 4.11: 2D convolution correction with an adjustment PSF. (a) Measured heat dis-
tribution at time zero convolved with adjustment PSF. (b,c) Comparison between raw mea-
sured heat distribution (black), “kappa” corrected data (blue) and 2D convolved data as in
Equation 4.21 (green) for 1.5 (b) and 4 (c) ns time delays, respectively, with inset images
showing the result of the 2D “adjustment” convolution. Scale bars are all 1 µm.

Therefore, convolving the measured 515 nm data with this adjustment PSF should accom-
plish the same task of transforming the 515 nm data to what would have been measured
with a 700 nm probe if only heat were detectable at this imaging wavelength. Note that all
PSF functions are normalized Gaussians, therefore the area under Gpop is preserved in this
operation (Appendix B.3):

2πNpopσ
2
pop = 2πNmeas,515σ

2
meas,515 = 2πNmeas,700σ

2
meas,700. (4.22)

While in theory, this correction method should be equivalent to the tabulated “κ” correction
described above, in practice the convolution with the adjustment PSF smooths over the noise
in the data, and for later time delays when the signal-to-noise ratio is worse, the blurring
ultimately distorts the data. The tabulated “κ” correction preserves the raw “noisiness” in
the transformation (Figure 4.11). In any case, some kind of PSF correction is required
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Figure 4.12: Exciton profiles extracted after subtracting the raw far-from resonant heat-
dominated profiles (without PSF correction) have an extra “bump” near 0.5 µm.

for accurate subtraction of data collected at different imaging wavelengths. Without it, the
extracted exciton profiles acquire artifacts like the extra “bump” shown in Figure 4.12.

It should be noted that performing a deconvolution of each collected image (pump on and
pump off) would obviate the need for any of the PSF correction calculations described here
and would be especially valuable in cases where there are overlapping Gaussian populations
at multiple imaging wavelengths or inherent anisotropies or heterogeneities that lead to non-
isotropic population expansion. In practice, deconvolution over many collected images may
become computationally expensive and would require properly flatfield-corrected images and
precise knowledge of the imaging PSF. Deconvolutions can also introduce artifacts into the
recovered data if not implemented with care. Still, being able to compare directly across
any datasets collected at different imaging wavelengths would be very valuable, perhaps a
project for future stroboSCAT-ers.

With this PSF correction, the spatial extent of the positive time-zero signal measured
with the near-resonant probe (and also the extracted exciton profile at time zero, described
below in Section 4.3.7) is obviously larger than the corrected negative time-zero signal
measured with the far-from resonant probe (Figure 4.13). This observation suggests that
different imaging PSFs at the two probe wavelengths are not sufficient to explain the dis-
crepancy. Instead, unique dynamics give rise to the differing spatial extent of the positive
and negative contrast signals respectively probed near- and far-from resonance, confirming
that they represent distinct photoexcited species. As the positive contrast has already been
assigned to an exciton population (Section 4.3.1), we deduce that the negative contrast
far-from resonance must be generated by heat. A single Gaussian function fits all far-from
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Figure 4.13: Time zero radial profiles of the 2.4 eV probe heat-dominated signal (green
stars) following PSF correction, 1.8 eV probe raw signal (red), exciton profile (purple), and
1.8 eV heat profile (green circles).

resonant data well, therefore we deduce that the measurement is dominated by the optical
response due to heating, and any potential contribution from excitons (positive or negative)
is below our detection limit.

4.3.5 Steady state temperature-dependent reflectance contrast
spectroscopy

It is possible to isolate the positive exciton contribution to the near-resonant dataset despite
its spatial overlap with the negative heat contribution by using the far-from resonant heat-
dominated measurement as a proxy for the heat spatiotemporal evolution, which may be
subtracted out. This strategy requires quantitative knowledge of the difference in strength
of the optical response due to heating at the two probe energies, the magnitude of which
depends on the proximity to exciton resonances. We introduce a scaling factor, η, into this
image subtraction to account for this difference: η = strength of optical response due to heat at 1.8 eV

strength of optical response due to heat at 2.4 eV
.

The far-from resonant stroboSCAT measurement characterizes the optical response due to
heating at 2.4 eV. To quantitate the optical response due only to heating near resonance at
1.8 eV, we refer to the temperature-dependent reflectance contrast spectra in Figure 4.5
which we now describe in more detail.
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Figure 4.14: Ceramic heater centered and mounted onto the 4L MoS2 sample in an inverted
reflectance contrast microscope in the Harry Atwater lab at Caltech.

We transport the 4L MoS2 sample to Caltech to visit Joeson and Cora and perform
reflectance contrast spectroscopy measurements in their lab. Broadband emission from a
stabilized tungsten-halogen lamp source (ThorLabs SLS201L) is spatially filtered through an
optical fiber then focused into a 0.9 NA air objective in a Leica DMi8 inverted microscope,
illuminating the sample within a ∼1 µm spot size. The reflected light output is fiber-
coupled to a calibrated Princeton Instruments Spectrometer (HRS300) with∼1.5 nm spectral
resolution. Spectra are collected by averaging 500 frames (10 ms exposure per frame) together
for each temperature-dependent spectrum after heating and equilibrating the sample for
5 minutes. We also use a hefty ceramic heater (HT19R) with a small opening (4 mm
diameter) to decrease the distance between the heater and the sample to lower both the
thermal equilibration time and the temperature gradient between the heater and sample.
To provide a precise but macroscopic indicator of the sample location in order to center the
small heater opening over the sample directly, we mark a separate, clean glass coverslip with
a small Sharpie spot and align the mark underneath the sample flake in a high-power optical
microscope. Then, we add thermal paste to the underside of the heater, center its opening
over the marker spot, press it onto the 4L MoS2 substrate, and secure it with fiberglass tape
(Figure 4.14). To characterize the temperature-dependent reflectance contrast, we follow
this general procedure:

1. allow the system to equilibrate for 5 min at the new temperature set point

2. image and align the field of view by jogging the x−y sample stage to the bare substrate
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3. send the output to the spectrometer and focus the live spectrum to the R0 room
temperature spectrum collected before ramping up the heater temperature

4. acquire 500 spectra under the substrate to characterize R0

5. immediately, without changing the focus, jog back to the center of the sample and
acquire 500 spectra to characterize R

6. increment the temperature set point by 5◦C

7. repeat steps 1-6 for all temperature set points from 25− 90◦C

One nice feature of this setup is that we could repeatably jog back and forth between
the same location on the bare substrate and the encapsulated 4L MoS2 by stepping the
x − y piezo sample stage, enabling very reproducible measurements. We should, however,
have inserted a step after #2 above to collect a background spectrum before each set of
R and R0 spectra in order to increase the signal-to-noise ratio, especially in the spectral
region near 2.4 eV where the lamp intensity is low. In addition, we never measured the room
temperature in the Caltech lab and it may not have been as well controlled as the stroboSCAT
laser lab (∼ 22◦C ± 0.3◦C as in Figure 2.21). The use of an air objective in the Atwater
reflectance contrast microscope adds an additional index-mismatched interface that enhances
the overall reflection compared to what would be measured with an oil immersion objective.
We use transfer-matrix simulations (Appendix B.4) to estimate a correction factor to

convert between the air and oil immersion objective cases: Roil ⋍ Rair − R0,air

2
where R is

the reflectance under the sample and substrate and R0 is the reflectance under the substrate
only. The reflectance contrast, RC = R/R0, may then be converted as RCoil = 2RCair − 1.

To estimate the temperature-dependent contribution to the stroboSCAT contrast at the
near-resonant 1.8 eV probe, we first extrapolate the temperature-dependent reflectance con-
trast, binned over the 4 nm laser line, to room temperature (22◦C in the temperature-
controlled stroboSCAT laser lab) to extract RCroom temp, the y-intercept in Figure 4.15a.
Next, we reframe the RC in units of differential stroboSCAT contrast by calculating the differ-
ence between the reflectance contrast at 1.8 eV found at each given elevated temperature and
the value measured at room temperature and then normalizing it to the room-temperature
response: (∆R/R)heating = RChot−RCroom temp

RCroom temp
. Finally, for direct comparison to stroboSCAT

contrast, the result is multiplied by -1 to account for a relative difference of π in the Gouy
focusing phase of the focused and widefield probes used in the reflectance contrast and stro-
boSCAT measurements, respectively. The result is plotted in Figure 4.15b for each heater
set point up to 90◦C (∆T = 70 K) with a linear fit that goes through the origin, the slope of
which, -0.00042(5)/K, quantifies the predicted differential stroboSCAT contrast associated
with a given temperature increase. To estimate the temperature at which to compare to η,
we use a spatiotemporal kinetic model (Section 4.3.8) to iteratively fit exciton and heat ex-
perimental profiles until the predicted maximum achieved temperature in the MoS2 matches
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Figure 4.15: Temperature-dependent reflectance contrast spectroscopy. (a) Reflectance
contrast at 1.8 eV as a function of sample temperature elevation. The trend is extrapolated
to room temperature (∆T = 0, pink dashed circle) using a linear fit (blue line). (b) Expected
differential contrast due to heating,

(
∆R
R

)
heating

= RChot−RCroom temp

RCroom temp
, at 1.8 eV. The vertical

axis is multiplied by -1 for direct comparison to widefield stroboSCAT measurements. The
linear fit (blue line) has a fixed intercept through the origin.

the value of η used in the fit. With this method we estimate that the sample reaches a max-
imum temperature of 18 K above room temperature after accounting for fast interfacial heat
transfer to surrounding hBN, a reasonable estimate that is close to the predicted temperature
increase from thermalization to the band edge. We perform a simple calorimetry calculation
to estimate the maximum temperature in the sample if all absorbed photons were converted
to heat (Appendix B.2). Using a peak carrier density in the center of the excitation spot
of Npeak = 3.5× 1013 cm−2, a pump energy of Epump = 2.8 eV, and a specific heat capacity
[332] of c = 15.22 cal/(mol·K) = 3.27 × 1012 eV·cm−2K−2, the maximum sample temper-
ature increase is given by ∆Tmax = NpeakEpumpc = 30 K. Roughly half of this heat is due
to thermalization to the indirect bandgap: ∆Ttherm = Npeak(Epump − 1.4 eV)c = 15 K. The
scaling factor η is therefore given by the ratio between the predicted maximum stroboSCAT
contrast due to heat near resonance divided by the maximum stroboSCAT contrast at time
zero in the far-from resonant measurement:

η =
−0.00042(5)/K×∆Tmax

−0.00124(2)
=

−0.00042(5)/K× 18 K

−0.00124(2)
= 6.1(5). (4.23)

We assume that the sample reaches the temperature set point. We estimate that even if
the sample at the highest temperature set point was 5◦C cooler than the heater, the effect
on the extracted slope in Figure 4.15b would be negligible; η would increase to η = 6.7(4)
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Figure 4.16: Obstacles to measuring the response due to heating at the far-from resonant
probe energy. (a) Constructed differential reflectance spectra due to steady state heating
normalized to the lowest controlled temperature set point spectrum (25◦C). A zero-crossing
near 2.4 eV (green line) further complicates reliable quantification of the optical response
due to heating at this energy, while the trend near 1.8 eV (red line) is clear and monotonic
(Figure 4.15b). (b) The spectral power distribution of the stabilized tungsten-halogen
light source has relatively low intensity near 2.4 eV.

from η = 6.1(5).
The lowest controlled heater set point (25◦C) was used as a proxy for room temperature

to normalize higher temperature set points in the construction of a differential reflectance
spectrum due to sample heating:

∆R/Rheat =
RChot −RC25◦C

RC25◦C
, (4.24)

yielding a qualitative representation of the optical material response due solely to heating
(Figure 4.16a). A zero crossing in the differential spectrum, in addition to poor lamp
spectral power above 2.2 eV (Figure 4.16b), adds significantly to the uncertainty near 2.4
eV and precludes quantitative analysis of the expected ∆R/R contrast due to heating in this
spectral regime.

We initially set out to measure the temperature-dependent reflectance contrast in the
stroboSCAT microscope by mounting a ceramic heater (ThorLabs HT10KR2 shown in Fig-
ure 4.17a) onto the 4L MoS2 sample with fiberglass tape and measuring the reflected probe
profile under the sample and under the neighboring bare substrate as a function of temper-
ature, up to a 75◦C temperature set point, the maximum temperature we felt comfortable
heating a slide in close contact with the oil immersion objective. We first characterized the
heater and substrate response by simultaneously measuring the actual heater temperature
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Figure 4.17: Ceramic ring heater characterization. (a) Ceramic heater (20 mm inner di-
ameter ring) and thermistor mounted on a glass substrate with fiberglass tape using the
full thermistor face (top) compared to the smaller top edge (bottom). (b) Temperature set
point (black), heater temperature (blue) and thermistor temperature (pink) after changing
the temperature set point from below room temperature (no heating) to 30◦C. Time con-
stants are from single exponential fits (dashed lines) to the rise or fall of the substrate or
heater temperature, respectively. (c) Photodiode voltage monitoring the intensity of the
probe diode laser right after the laser interlock is disabled. A fit to a biexponential decay
(red dashed line) reveals a fast time component that could be associated with electronic
optimization of the diode laser current for lasing followed by a longer component that may
be from thermal drift, even though the diode laser heads have integrated Peltier cooling.

(blue curve in Figure 4.17b) using its integrated thermistor and the substrate tempera-
ture in the center of the heater (pink curve in Figure 4.17b) using a platinum thermistor
(ThorLabs TH100PT shown in Figure 4.17a) as a function of temperature set point (black
curve in Figure 4.17b). After a short delay between the input of a new temperature set
point, the ceramic heater temperature overshot, then fully stabilized to the 30◦C set point
in ∼40 seconds using feedback control parameters P = 125, I = 0 and D = 0. The substrate
temperature ramped up more slowly, reaching a steady state temperature of 26◦C in ∼90
seconds. The offset between the steady state temperature of the heater and the center of the
substrate would generate a temperature gradient across the 4L MoS2 encapsulated region
of at most 0.02◦C. Note that when using the smaller top edge of the thermistor to measure
the center substrate temperature instead, (2.6 mm2 compared to 10 mm2 full-face area), the
steady state temperatures were ∼ 0.5 − 1◦C cooler compared to using the full thermistor
face. From these characterizations, we set a generous equilibration time of at least 5 minutes
for all of the components to reach a steady state after incrementing the temperature set
point by ∆T = 5◦C.

The reproducibility of the focus and imaging field of view were major challenges for
these RC(T ) measurements. We tried several approaches to eliminate sources of drift and
other measurement variability: measuring with a widefield probe, measuring with a fo-
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cused probe, correcting for the laser lab temperature fluctuations, carefully registering image
stacks in post-processing, looking at image histograms after thresholding, blurring images
with Gaussian filters, scrambling the beam coherence with a diffuser, averaging multiple
measurements together. But in the end, we did not reliably resolve any temperature- or
wavelength-dependent RC trends in the stroboSCAT microscope. In the process, we char-
acterized the diode laser stability after a “cold” unlock – that is, after the lasers had been
off overnight – by placing a photodiode (ThorLabs PDA100A) before the last alignment iris
to monitor the beam intensity that transmitted through the beamsplitter underneath the
objective (Figure 4.17c). Right after the laser was unlocked, it reached its spec’d 1% RMS
stability within seconds but it took over an hour for the output to stabilize on longer time
scales. For the pulse-to-pulse ∼ ps differential imaging in stroboSCAT, this long-term drift
is not an issue, but for comparing differential RC images collected over the course of an
hour or more, long-term laser stability is necessary. Even after letting the lasers warm up
for two hours before beginning any measurements, leaving them unlocked for the entirety
of the measurement, and normalizing to the PD voltage, we still observed no reliable RC
trends. With the spectroscopy experiments described above, we decreased the error bar on
RC from ±0.02 in the stroboSCAT microscope to ±0.006 in the Caltech setup and clearly
resolved the trend in RC(T, λ).

4.3.6 Comparison of the photoexcited transient spectrum and
the steady state differential heating spectrum

We use the spectroSCAT arm in the stroboSCAT instrument (Section 2.5.5) to collect
transient reflectance spectra in the 4L MoS2 sample following photoexcitation with the same
diode laser source (440 nm) that is used for all TMDC measurements in this chapter. The
white light is generated by focusing the fundamental 1030 nm output of an ultrafast regen-
eratively amplified laser system into a 3 mm sapphire crystal (Figure 2.26). The time zero
and t = 0.1 ns time delay spectra are shown in Figure 4.18a. White light fluctuations near
the second harmonic (515 nm) of the fundamental add significant noise below ≲ 575 nm,
completely obscuring the true transient response in this spectral regime. The change in the
transient reflectance between the two spectra is in fact larger at 515 nm than at either of
the exciton peak resonances where the shifts should be most pronounced. When we track
the white light fluctuations over the course of the ∼20 min measurement, the differential
contrast jumps about the zero baseline near 515 nm whereas a similarly detuned but stable
spectral region near 775 nm shows a steady trend (Figure 4.18b). To avoid this challenge
in future measurements, a more experienced white light whisperer might be able to optimize
the neutral density filter and aperture before the focusing lens into the sapphire crystal to
stabilize the output. The sapphire crystal could also be exchanged for an yttrium aluminum
garnet (YAG) or CaF2 crystal, although they would generate an entirely different white light
spectrum.

We note that the shape and location of resonance features in the differential heating
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Figure 4.18: White light fluctuations dominate the transient reflectance response ≲ 575 nm
in 4L MoS2. (a) Transient reflectance spectra collected at 0 ns (blue) and 0.1 ns (pink) time
delays. While the baseline returns reliably to zero on the red side of the exciton resonances
(light gray line), the baseline fluctuates drastically on the blue side of the exciton resonances
(dark gray line). (b) Binned differential reflectance values as a function of time for 510-520
nm (black) and 770-780 nm (gray).

spectra are strikingly similar to the transient differential reflectance spectra measured after
photoexcitation, suggesting that even modest sample heating dominates the transient re-
sponse (Figure 4.19). We use the peak positions and zero crossings in each spectrum to
recalibrate the spectroSCAT energy axis since it was initially calibrated using a notch filter
(ThorLabs FGB67) whereas the Caltech spectrometer was more carefully calibrated using
mercury and argon/neon sources. Still, the two spectra cannot be compared quantitatively.
The −∆R/R magnitude of the spectroSCAT spectrum depends on how many spatial pixels
are averaged over in the rectangular region in Figure 4.19; the magnitude increases for de-
creasing bin width from the full frame height (128 pixels) down to about 13 pixels (∼0.5 µm).
For bin widths narrower than this, the magnitude of the transient response stays roughly the
same but continues to become noisier. This cutoff likely depends on the slit width, which
here was optimized by closing the slit completely, then opening it the minimum amount
to produce a clean, stable spectrum. In addition, spectroSCAT measurements have contri-
butions from both heat and excitons, both of which vary spatially (inset in Figure 4.19)!
Furthermore, the pump was slightly smaller than the focused white light probe, which is not
ideal for mitigating these spatially-dependent effects. While the spectra cannot be compared
quantitatively, e.g., by subtracting the two to extract an exciton-dominated spectrum, their
peak positions and relative amplitudes are strikingly similar, highlighting the importance of
fully characterizing heating-induced effects to the transient response.
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Figure 4.19: Expected differential contrast due to steady state heating by ∆T = 5◦C
(green) and photoexcited time-zero differential reflection spectrum (blue) averaged over a
500 nm line cut through the central excitation. Measurements are taken on the same 4L MoS2

sample in separate instruments in the Atwater and Ginsberg groups, respectively. Shaded
error bars on the spectroSCAT curve are estimated from the white light fluctuations shown
in Figure 4.18. Inset image shows the spatial integration that occurs in a spectroSCAT
measurement, which averages over a slice in the sample plane.

4.3.7 Quantitatively isolating exciton dynamics with scaled
image arithmetic

With the interpretation and strategy developed above, we obtain the population dynamics
and transport parameters for both heat and excitons in the encapsulated 4L MoS2. We
determine the thermal dynamics by fitting each azimuthally averaged spatial distribution
of each time point in the far-detuned stroboSCAT measurement to a Gaussian function
(Figure 4.20b). The thermal conductivity of hBN is 15× greater than in MoS2, therefore
we assume the heat transfer to hBN to be unidirectional and irreversible. We find that the
integrated temperature profile has an initial fast ∼300 ps decay due to interfacial transfer to
the encapsulating hBN, and then heat transfers more slowly once the temperature gradient
has lessened, limited by the rate of heat diffusion in the hBN (Figure 4.20c). Although
hBN is a good thermal conductor, its capacity to sink heat generated in MoS2 is limited by
the evolving temperature gradient between the two materials and the finite volume of hBN.
If the very center (r = 0) of the original exciton profile (and resulting) temperature profile
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Figure 4.20: (a) Image arithmetic to isolate exciton distributions (purple) from thermal
ones (green) when they coexist, with a scaling constant accounting for the wavelength-
dependent sensitivity to optical perturbations depending on proximity to electronic reso-
nances. (b) Azimuthal averages for the data shown in the bottom row of Figure 4.6 repre-
senting thermal distributions. (c,d) Integrated population decay fit to a single exponential
plus power law (c) and mean squared expansion fit to a line (d) for the thermal distributions
in (b). (e) Azimuthally averaged isolated exciton profiles after scaled image subtraction of
the near- and far-from-resonant datasets in Figure 4.6. (f,g) Integrated population decay
fit to a biexponential (f) and mean squared expansion fit to a line starting at 0.5 ns (g) for
the exciton distributions in (e). (h,i) Predicted thermal (h) and exciton (i) distributions
from a spatiotemporal kinetic model best fit of the experimental data in (b,e).
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in MoS2 is the most critical, we ask: How does the temperature of the hBN at r = 0 scale
as a function of time? To answer this question, we assume that (1) initially the temperature
profile in hBN mimics that of the MoS2, i.e., is Gaussian, and that (2) the temperature
profile in hBN evolves according to the heat equation, i.e., standard diffusion with a mean
squared expansion governed by σ2(t)− σ2(0) ∼ DhBNt. The amplitude of a Gaussian profile
that expands due to diffusion is given by

g(r = 0) =
1

σ
√
2π

∝ t−1/2. (4.25)

Therefore, once initial heat transfer is limited by the rate at which heat diffuses in the
hBN, the rate at which the temperature lessens in the hBN will also determine the rate of
interfacial thermal transfer for the MoS2 and scale as t−1/2 in the ∼ns time frame. We obtain
an in-plane heat diffusivity in the MoS2 of 0.17 cm2/s, consistent with the reported lateral
thermal conductivity for MoS2 (Figure 4.20d) [333].

In order to quantitatively discern exciton dynamics from heat dynamics, we combine the
data analysis methods and temperature-dependent RC spectroscopy measurements described
above to perform frame-by-frame azimuthal profile subtraction of the near- and far-from
resonant stroboSCAT datasets (Figure 4.20a). First, each Gaussian fit profile representing
the heat population (temperature profile) in the far-detuned measurement is width- and
amplitude-adjusted by a time-dependent PSF correction factor. This operation generates
the shape of the isolated heat distribution that would have been measured with the near-
resonant probe. Next, we multiply the PSF-corrected heat profiles by the above-deduced
scaling factor, η, to quantitatively represent the differential contrast profile due to heating
near resonance. Finally, we azimuthally average the total near-resonant stroboSCAT signal
and subtract the PSF-corrected and scaled heat-only component obtained from the far-from
resonant dataset. The isolated radial exciton profiles are near-Gaussian, as shown in Figure
4.20e. The spatially integrated exciton population dynamics fit best to a biexponential
exciton decay, which we attribute to density-dependent A-M interactions that dominate
at early time delays when exciton densities are higher (τ1 = 310 ps), followed by slow
nonradiative recombination of the IDE over τ2 ∼ 8 nanoseconds (Figure 4.20f). The
exciton profiles at time delays earlier than 500 ps (grayscale) do not appear to expand,
potentially due to the presence of some higher-energy A excitons from partial temporal
overlap of the pump and probe pulses at early time delays or other photoinduced dynamics
that we cannot resolve with the ≈200 ps IRF. The extracted exciton diffusivity for ≥500
ps, once it is possible to see the profiles expanding, is 0.5 cm2/s, in agreement with other
measurements in few-layer TMDCs (Figure 4.20g) [49, 315, 334]. Repeating this dynamical
analysis over a range of values of η from 1.4 to 7 enables an estimate of the uncertainties in
the extracted diffusivities, based on uncertainty in the initial maximum sample temperature
elevation that we can safely bound between 4 and 20 K.
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4.3.8 Supporting experimental findings with a spatiotemporal
kinetic model

We support these findings with a spatiotemporal kinetic model that describes the coupled
dynamics of excitons and heat. A simple set of coupled equations captures the expansion
and decay of excitons whose energy is overwhelmingly (due to very low PLQY) converted to
heat via either nonradiative hot carrier relaxation following optical excitation or A-M decay:

Ṅ(r, t) = DX(r, t)∇2N(r, t)− 1

τX
N(r, t)−RA-MN

2(r, t) +G(r, t) (4.26)

Ṫ (r, t) = αN2(r, t)− 1

τT
[T (r, t)− T0] +DT∇2T (r, t) + βN(r, t) + γG(r, t). (4.27)

Equation 4.26 describes the evolution of the exciton population, N(r, t). The first term
describes exciton diffusion due to the pump-induced exciton population gradient, with an
exciton diffusivity of DX. The second term describes single exciton recombination, where τX
is the recombination lifetime. The third term describes biexciton recombination due to A-M
interactions, where RA-M is the A-M coefficient. Finally, G(r, t) describes the generation of
excitons from the pump pulse [s−1], which has a pulse width of 72 ps and a spatial width, σ, of
168 nm. Equation 4.27 describes the temperature or heat population, T (r, t). The first term
accounts for the temperature increase due to nonradiative relaxation of hot excitons that are
created via A-M recombination, where α = RA-MEG

c
, EG is the indirect bandgap energy, and

c is the specific heat. The second term describes the decay of the temperature profile back
to its initial room temperature value, T0, with a lifetime τT, and the third term describes
heat diffusion with diffusivity DT. The fourth term describes the temperature increase
due to nonradiative single-exciton recombination, where β = (1−PLQY)EG

τXc
. The last term

describes the heat generated when excitons relax to the band edge after pump excitation,
where γ = EP−EG

c
and EP is the pump pulse energy. In addition, when propagating these

equations in time, the heat decay phenomenologically transitions to a t−1/2 scaling after 700
ps to represent thermal transfer to hBN. To fit the model to the time series of exciton profiles
extracted above, along with the corresponding heat profiles obtained far-from resonance, we
allow τX and DX to vary only within the experimentally determined uncertainty and RA-M

to vary within the literature estimates [335]. We approximate the indirect bandgap by the
peak position of the IDE PL (1.4 eV). All other parameters are fixed by our experimentally
obtained values or from literature values [25, 332].

Equations 4.26 and 4.27 were recast in natural units and expressed in matrix form for
the pdepe function in MATLAB:

∂

∂t

[
u1
u2

]
=

1

r

∂

∂r

(
r

[
Au2∂ru1 + Bu1∂ru2

∂ru2

])
+

[− τT
τX
u1 − τTRA-MN0u

2
1 + τTg − (A + B)∂ru1∂ru2

αN0Cu
2
1 − (u2 − 1) + βCu1 + γCg

]
(4.28)
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where

t′ ≡ t/τT (4.29)

r′ ≡ r/
√
DT τT (4.30)

u1(r
′, t′) ≡ N(r, t)/N0 (4.31)

u2(r
′, t′) ≡ T (r, t)/T0, and (4.32)

g(r′, t′) ≡ G(r, t)/N0, (4.33)

and we define

A ≡ µkBT0
qDT

(4.34)

B ≡ qµsT0
DT

, and (4.35)

C ≡ N0τT
T0

. (4.36)

The initial conditions were set to be N(r, 0) = 0 and T (r, 0) = 300 K. The boundary
conditions were set so that the exciton and temperature fluxes go to zero.

To model the pump pulse, which has a finite duration, we used a generating function,
G(r, t), which is a product of two Gaussian functions. The first is a Gaussian in space with
a standard deviation of σr. At the center, the peak exciton density is N0. The second is a
Gaussian in time with a standard deviation of σt and normalized to 1. Therefore,

G(r, t) = N0 exp

[−r2
2σ2

r

]
1√
2πσ2

t

exp

[−(t− t0)
2

σ2
t

]
, (4.37)

or in natural units,

g(r′, t′) =
1

τT
√

2πσ2
t

exp

[−r2
2σ2

r

]
exp

[−(t− t0)
2

σ2
t

]
. (4.38)

Multistart optimization was performed with 500 starting points over a constrained 3-
parameter space with least squares minimization to the measured heat and isolated exciton
profiles. The exciton mobility and lifetime were allowed to vary over the range 15 < µ < 22
cm2/V·s and 1 < τX < 23 ns, constrained by the experimentally extracted diffusivity and
long decay time constants across exciton profiles extracted from 1.4 < η < 7. The A-M
coefficient, RA-M, was constrained from estimated literature values to 5 × 10−5 < RA-M <
5 × 10−2 cm2/s [335]. The heat diffusivity and lifetime were fixed by the experimentally
measured values. We estimate that, typical for few-layer MoS2 where light emission from
the indirect bandgap must be phonon-assisted, the PLQY is ∼1%, although we found that
the peak time-zero temperature is insensitive to the value of the PLQY used.
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Figure 4.21: (top) Experimental far-from resonant heat profiles (dark green) with best fit
from spatiotemporal model (light green). (bottom) Isolated experimental exciton profiles
(dark purple) with best fit from spatiotemporal model (light purple).
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Figures 4.20h,i and 4.21 show excellent qualitative agreement between the modeled
and experimentally obtained exciton and thermal profiles. The model predicts an initial
maximum exciton density of ∼ 8 × 1012 cm−2, lower than our experimental estimate based
on the pump fluence and sample absorption coefficient. This discrepancy arises because
the model accounts for the finite pump duration and subsequent exciton decay occurring
within the experimental IRF. The predicted maximum temperature at experimental time-
zero, (predominantly from exciton thermalization after above bandgap excitation), is 18
K, which is the value that is consistent with η = 6.1. To self-consistently determine the
maximum temperature elevation, we extracted exciton profiles for a given value of η, then
ran the spatiotemporal model optimization on the experimental exciton and heat data. If the
η value predicted from the best fit maximum time-zero temperature, ∆Tmax,fit, did not agree
with the value of η used to generate the exciton profiles for the fit, then we extracted a new
set of exciton profiles using the η value predicted by ∆Tmax,fit in Equation 4.23 and performed
the optimization again until the η value predicted by ∆Tmax,fit in Equation 4.23 and the η
value used for the exciton profiles in the optimization agreed. The best fit RA-M coefficient,
a parameter we cannot constrain with our experiments, is 2.6 × 10−3 cm−2, which is lower
than for monolayer TMDCs, but still within the expected range for multilayer TMDCs [40,
297, 317, 335]. Overall, the model supports our experimental finding that excitons diffuse
slightly faster than heat, importantly enabling spatial differentiation between the two, which
we described as instrumental in the differential contrast assignment above (Section 4.3.1).

4.3.9 Experimental and model time zero

Prior to each measurement, we characterize the pump-probe temporal overlap by tracking
the differential signal rise in coarse (100 ps) and fine (10 ps) steps, as shown in the left panel
of Figure 4.22. It is customary in pump-probe measurements to define time zero as halfway
up the signal rise or to fit the signal rise and decay to an exponential function convolved
with a Gaussian and set time zero as the center position of the Gaussian (solid fit lines in
the left panel of Figure 4.22). We define time zero as the relative time delay at which the
signal achieves its maximum (dashed lines in Figure 4.22), in part because the temporal
pulse profiles are non-Gaussian due to afterpusling (Figure 2.16). It is straightforward to
define time zero in the spatiotemporal model in an analogous way for direct comparison with
experimental results (right panel in Figure 4.22).

4.3.10 Bare versus encapsulated measurements

In a different 4L MoS2 sample, we compare the transient response probed near resonance
when the MoS2 is resting on the bare glass substrate and exposed to air (gold circle in Figure
4.23) and when it is encapsulated on both sides with hBN (green x in Figure 4.23). In the
time zero contrast profiles measured in each region at two different pump fluences (right panel
in Figure 4.23), the positive exciton-dominated contribution is relatively unaffected by the
encapsulation. The negative thermally-dominated contribution, however, is suppressed by
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Figure 4.22: Experimental time zero (left) is set by measuring the integrated differential
contrast about the signal rise and defining the maximum measured signal position as time
zero (dashed lines). Due to the different temporal pulse profiles for each diode laser, the
temporal pump-probe pulse overlap is slightly different for the 515 nm (green) versus 700
nm (red) probe. The model time zero (right) is determined in an analogous way by tracking
the predicted temperature rise over the duration of the generation term convolved with the
temporal probe PSF. We test the predicted temperature rise for several RA-M coefficients to
check for any dependence since we cannot constrain RA-M with our experiments: 5 × 10−4

(gray), 1 × 10−3 (red) and 5 × 10−3 (blue) cm2/s. Model time zero is defined as the time
delay at which the maximum temperature difference is achieved (black dashed line).

∼3-5× in the hBN-encapsulated sample suggesting that heat transfer to the hBN occurs
faster than the time resolution of the measurement and acts as an excellent heat sink.

When we measure the full time series in the bare region under identical experimental
conditions as for the hBN-encapsulated sample in Figure 4.6, the data exhibit the same
differential contrast trends at the two probe energies – positive and negative contrast co-
existence near resonance (top row in Figure 4.24a) and negative contrast alone far-from
resonance (bottom row in Figure 4.24a). At the time of this measurement, the sample was
nearly one year old. There is noticeable heterogeneity in the diffusion, especially in the near-
resonant measurement. Although there is not a noticeable increase in scattering features in
the ground state iSCAT image, it is possible that the already defect-rich surface, with intrin-
sic sulfur vacancy densities up to 1013 cm−2 even in exfoliated flakes [336, 337], continues to
rearrange and accommodate new defects and impurities slowly over time [338]. It is known
already that increased defect densities in monolayer MoS2 impede charge transport [336,
339], although they can be useful for catalysis applications [340, 341]. The thermal decay in
the bare region is similar to that in the encapsulated sample, exhibiting fast ∼300 ps heat
transfer to the glass substrate followed by slow, diffusion-limited decay (Figure 4.24b).
The thermal signature persists longer without encapsulation likely because glass (κglass ∼ 1
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Figure 4.23: Comparison of encapsulated and unencapsulated time zero contrast in 4L
MoS2. The left reflectance contrast image shows the measured bare (gold circle) and hBN-
encapsulated (green x) regions. The right plot shows the time zero radial profiles measured
in each region, with “low fluence” corresponding to an exciton density of ∼ 2 × 1013 cm−2

and “high fluence” corresponding to an exciton density of ∼ 10× 1013 cm−2.

W/mK) is a very poor thermal conductor compared to hBN (κhBN ≳ 500 W/mK). The
thermal dynamics, however, are quite different exhibiting a turnover in the mean squared
expansion which is overall much slower than in the encapsulated sample (compare Figure
4.24c with Figure 4.20d). Perhaps the more defective bare lattice impedes not only charge
but heat transport as well. For example, in disordered films of gold nanocrystals, heat trans-
port appears subdiffusive due to nonconductive voids that must be circumvented while heat
travels diffusively through contiguous regions of the film [130].

4.3.11 The Seebeck effect and exciton halos

For 1.4 < η < 2, the exciton profiles extracted from the image arithmetic described above are
depleted in the center forming donut- or halo-like exciton distributions (Figure 4.25a). Spa-
tial exciton halos have been observed and extensively characterized by the Alexei Chernikov
group at the Dresden University of Technology in monolayer WS2 using spatially and time-
resolved microphotoluminescence [111, 296, 297]. Tuning the exciton density over several
orders of magnitude, they observe an evolution in the exciton profiles from Gaussian (108−109

cm−2) to flat-top in the A-M–dominated regime (109 − 1010 cm−2) to halo-like (1010 − 1012

cm−2) [111]. A-M interactions flatten the Gaussian profile and inflate the effective exciton
diffusivity but cannot explain the formation of exciton halos. Instead, they attribute this
unconventional exciton diffusion to strong excitonic thermal gradients generated by efficient
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Figure 4.24: (a) Near-resonant (top) and far-from resonant (bottom) stroboSCAT mea-
surements in the bare 4L MoS2 region identified in Figure 4.23. (b) Kinetics of thermal
decay from integrated areas under the 2.4 eV probe data with a fast τ ∼ 300 ps interfacial
transfer component followed by a slower t−1/2 transfer to the glass substrate. (c) Mean
squared thermal expansion from Gaussian fits to the 2.4 eV probe data exhibiting subdiffu-
sive behavior, possibly due to increased disorder in the old, exposed flake.
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A-M scattering whereby the emission and reabsorption of hot optical phonons elevates the
effective excitonic temperature to hundreds of degrees above room temperature [296]. The
localized thermal gradient, ∇T , drives high kinetic energy excitons away from the hot center
toward cooler regions, in addition to the driving force they experience from the spatially-
dependent exciton density, ∇N (Figure 4.25b). This thermal drift phenomenon is also
known as the Seebeck effect, an inherent material property that describes energy conversion
between heat and electricity. For example, when a thermal gradient is generated across a
material by heating one side, energetic electrons on the hot side have a longer mean free path
than electrons on the cold side which drives electron diffusion to the cold side, inducing an
electric field. When the material is incorporated into a circuit, the thermoelectric module
may be used to generate power or to drive refrigeration [342]. We add this thermoelectric
effect in our spatiotemporal kinetic model by adding a driving term in the exciton evolution
equation due to the thermal gradient in Equation 4.26,

Ṅ(r, t) = DX∇2N(r, t) + σs∇2T (r, t)− 1

τX
N(r, t)−RA-MN

2(r, t), (4.39)

where σ(r, t) = N(r, t)qµ is the electric conductivity for exciton density N , elementary charge
q, and exciton mobility µ, and S is the Seebeck coefficient, an intrinsic material parameter.

With our experimental parameters, most importantly a 72 ps pump pulse, the model does
not predict spatial exciton halos even if we dramatically increase the A-M contribution to
RA-M = 1 cm2/s, the highest observed in a 2D system [335], and include an ultrahigh Seebeck
coefficient of S = 1000 µV/K [343] (Figure 4.25c). In fact, an exceedingly large Seebeck
coefficient (S > 10, 000 V/K) would be required to begin generating halo-like exciton profiles
with our experimental parameters. In addition, the highest predicted temperature elevation
with these parameters is ∆T = 20 K. If we instead input the experimental parameters for
the Chernikov measurements, most importantly the ∼ 100 fs pump pulse and lower heat
capacity for monolayer WS2, the model predicts halo-like exciton profiles, although they are
not as pronounced as what is reported in reference [296] likely due to the lower predicted
temperature elevation (∼ 20 K compared to 700 K, see Figure 4.25d). It would appear
that a phonon bottleneck is a prerequisite for generating such a pronounced nonequilibrium
excitonic thermal gradient. On our measurement time scales and in our spatiotemporal
model, we assume the excitons have thermalized with the lattice. It is important to note
that when Chernikov et al. control the dielectric environment with hBN, they do not observe
spatial exciton halos due to a reduced Coulomb interaction, less dielectric disorder and a
shifted band structure, all effects that suppress A-M scattering and therefore reduce the
local heating [297]. The A-M interaction is expected to be even lower in multilayer TMDC
samples due to increased dielectric screening from the additional layers [344]. In addition,
the instantaneous peak exciton densities are much lower in our measurements simply due
to the longer diode pulse duration, suppressing A-M scattering, and therefore any out-of-
equilibrium heating effects, even further. In sum, we rule out this Seebeck regime to model
our observations in 4L MoS2 and this is also consistent with the Chernikov body of work.
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Figure 4.25: The Seebeck effect and exciton halos in TMDCs. (a) Time zero low-η exciton
profiles starting with a minimum η value that yields positive contrast only. (b) In addition
to photoexcited carrier gradients (black), thermal gradients (orange) may also drive exciton
diffusion through a thermoelectric phenomenon known as the Seebeck effect. (c,d) Exciton
profiles (blue) and time-zero temperature gradient (pink shaded curve) predicted with a
spatiotemporal kinetic model that includes a Seebeck driving term in the exciton evolution
equation for (c) Ginsberg group experimental parameters over the same time delays measured
in Figure 4.6 from 0 to 7 ns compared to (d) Chernikov group experimental parameters
over the same time delays measured in Figure 4 of Perea-Cauśın et al. [296]. Full model
parameters are listed in Table 4.2.
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Perea-Cauśın et al. [296] This work
τX [ns] 0.7 4.1
DX [cm2/s] 0.3 0.57
RA-M [cm2/s] 0.5 1.0∗

σpump [nm] 174 168
tpump [ps] 0.1 72
Epump [eV] 2.43 2.82
EBG [eV] 2.05 1.38
Npeak [cm−2] 7× 1012 3.5× 1013

c [J/g·K] 0.3 0.4
τT [ns] 0.4 0.3
DT [cm2/s] 0.05 0.2
PLQY [%] 1 1
S [µV/K] 1, 000 1, 000†

Table 4.2: All model parameter values employed in two separate simulations. The right
column summarizes the values either constrained or obtained via (experimentally bounded)
fitting to the experimental stroboSCAT data (Figure 4.25c). The middle column lists the
corresponding parameters taken from Perea Cauśın et al. [296] or estimated from the liter-
ature to reflect that the model generates “halo” profiles consistent with their experimental
observations using microTRPL (Figure 4.25d). ∗Inflated from the best fit value of 0.00026
cm2/s to generate the highest possible temperature gradient and give the best chance of
generating halo profiles. †There is no significant difference in the predicted exciton profiles
between using S = 0 or S = 1, 000 µV/K.

4.3.12 stroboSCAT as a sensitive non-contact thermometry
approach

We also wish to highlight a valuable byproduct of developing thermal sensitivity capabilities
in a transient optical microscopy – namely that stroboSCAT can serve as a highly sensitive
non-contact thermometry with excellent spatial resolution compared to infrared analogs. For
example, based on the 18 K temperature elevation calculation in the 4L MoS2, we reframe in
Figure 4.26 the relaxation of the temperature in Figure 4.6 and Figure 4.20f to establish
the sensitivity of this thermometry. Figure 4.26a relabels the axis of Figure 4.20f with
the time-dependent peak temperature at the center of the heat distribution. The radial
profiles of corresponding time delays, also in Figure 4.20b, are shown as an inset, and
some example ∆R/R images are included in Figure 4.26b. At the longer time delays, we
thus establish the ability to resolve ∼0.1 K temperature elevation. Although it is difficult
to directly compare with the metrics of more conventional thermal imaging [345], this value
seems on par with it and enjoys substantially higher spatial resolution. While the present
data were collected by only averaging for 7 minutes per time point, we estimate, based on the
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Figure 4.26: (a) Gaussian amplitude fit decay for the far-from resonant probe dataset. The
vertical axis is calibrated using the maximum predicted sample temperature elevation from
the spatiotemporal model (18 K) and the measured maximum differential contrast value. The
inset shows the azimuthal averages in Figure 4.20b with a rescaled vertical temperature
axis. Error bars represent the standard error of the mean of the azimuthal averaging. (b)
Far-from resonant probe images labeled with the maximum temperature achieved in each
frame. All images are shown on the same contrast scale. White traces are Gaussian fits to
the raw azimuthally averaged data.

12-bit CMOS camera well depth and the shot noise limit, that our sensitivity should indeed
be in the range of 100 mK. With increased averaging, microscope stabilization, and detector
sensitivity, this limit could be pushed into the tens of mK regime, making stroboSCAT
an exquisite thermometry approach with added high spatial resolution. Not only is this
newfound spatially-resolved sensitivity to temperature very powerful for discerning heat and
charge in photoexcited materials, but it should find great utility in thermal management
characterization in the semiconductor device sector.

4.3.13 Looking towards the future: exciting extensions of this
work

Regarding the toolkit that we have developed and its more general applicability, our spatio-
spectro-temporal approach is able to characterize the complex, overlapping electronic and
thermal system dynamics even though their contributions would be difficult to disentangle
from spectroscopic data alone; discerning these dynamics in 4L MoS2 was possible despite an
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absence of strongly distinct time scales in the excitonic and thermal population dynamics.
Another strategy to achieve the same result could be to use the temperature-dependence of
the reflectance contrast to calibrate the response to heat at 2.4 eV, not only at 1.8 eV, where
the proximity to a zero-crossing precluded this process in the current work. Careful selection
of another far-from resonance probe wavelength could enable this alternative strategy for
future work. As a general strategy, for each specific sample, one must carefully consider
the best approach to isolate the electronic contribution to the photoexcited signal based on
spectral information, as discussed here, and the extent to which the thermal and electronic
diffusivities create a separation of time scales, which is minimal here but was, for example,
sufficient to investigate silicon [278]. Furthermore, there are generally multiple different
processes by which heat is generated that can occur on different time scales relative to
the generation and evolution of electronic excitation. Regardless, the impact of heat on
transient measurements is substantial in many materials, not only for few-layer TMDCs
[290, 346–350]. Any type of nonradiative process, from above gap excitation, to nonlinear
processes like annihilation, including Auger-Meitner effects, to ‘standard’ nonradiative decay,
will generate heat. By measuring the photoinduced response in a reflectance geometry, the
thermal response is revealed most clearly due to its superior sensitivity to the real part of
the dielectric function, relative to transmission-based (or photoluminescence) measurements.
Again, while it has been painstakingly investigated in semiconductor transient spectroscopy
[290, 291, 351–353], which is largely performed in reflectance geometry due to the opacity of
semiconductors in the visible and near-infrared parts of the spectrum, the higher sensitivity
and the addition of the spatial variable that stroboSCAT affords provide additional helpful
constraints to discern heat and charge. The spatial coordinate is helpful not only because
of access to instantaneous spatial distributions but also to the time rate of change in the
spatiotemporal evolution, which yields transport parameters such as diffusivity [117]. We
therefore anticipate this newfound ability to characterize the coexistence, transport, and
interplay of heat and charge in materials to be highly general and to enable a more detailed
and reliable mechanistic understanding of a material’s physical properties and phenomena
far more broadly than in TMDCs alone.

Regarding strategies for the future, the possibility exists to interrogate materials with
more than two types of energy carriers, for example, free carriers, trions and excitons, coexist
together with one another and also with heat [15]. In 4L MoS2, we probed sufficiently far from
a zero crossing in the transient reflectance spectrum in all cases to avoid sign-changes in the
differential contrast associated with each type of energy. In materials with additional, distinct
electronic species, the combination of measuring at additional pump energies and fluences
to tune the relative densities of distinct photoinduced energy carriers could enable them to
be distinguished. Furthermore, a continuously tunable probe source could be leveraged to
increase the signal-to-noise ratio of photoexcitations that may not appreciably modify the
local dielectric function [184, 319].

We also envision a range of additional utilities of stroboSCAT in elucidating mechanisms
of electron-phonon coupling and deepening our understanding of intrinsic thermal–electronic
energy conversion and transport. Spatiotemporally monitoring charged photoexcitations and
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both in theory and in experiment, covering
topics from band structure (31–33); strain
(5, 34–38); defects (39); intercalation (40);
and structural varieties [blue phosphorus
(41), phosphorus nanotubes (42), phospho-
rus nanoribbons (43–47), and stacked bila-
yer phosphorus (48)] to characterization
methods (49–51); stability and passivation
methods (52–55); novel physics properties
(56, 57); and promising applications in
electronics (1–4, 58–61), photonics (62–67),
thermoelectrics (68, 69), and gas sensing
(70) devices. In addition, hybrid structures
between black P and other 2D materials
were also studied for optoelectronics applica-
tions (45, 65) and its strong in-plane anisot-
ropy brings new opportunities for inventing

conceptually new electronic and photonic
devices (6, 35, 71).
Recent theoretical studies have predicted

that monolayer black P can have an extremely
high hole mobility (10,000 cm2·V−1·s−1) (6).
Besides the thickness of black P, strain is
predicted to be an effective way for tuning
the band gap of black P (5, 34–38). Rodin
et al. (5) reported that a uniaxial compres-
sive strain can switch black P from nearly
a direct band gap semiconductor to an in-
direct band gap semiconductor, semimetal,
or metal. The modification of the energy
band structure can be even richer in a black
P nanoribbon by controlling the edge to be
zigzag or armchair, as well as controlling
the functional groups at the edges (46). In

addition, new physics, such as a negative
Poisson’s ratio (56), and a quasi-flat edge-
band (72) were reported due to the aniso-
tropic honeycomb lattice. Also a giant Stark
effect was predicted in nonchiral phosphor-
ene nanoribbons (73). The potential of the
material for high-performance thermoelectric
devices (69) and superior gas sensing (70) was
also explored from a theoretical perspective.
Those predictions indicate that black P is a
promising candidate for many of these
applications.

Bridging the Energy Gap
For many important applications in nano-
electronics and nanophotonics, the moderate
band gap of black P (∼0.3 eV) in its thin film
form (thickness >4 nm or eight layers) can
bridge the energy gap between the zero
bandgap of graphene (74, 75) and the rela-
tively large band gap of many transition
metal dichalcogenides (1.5–2.5 eV) (76–79)
(Fig. 2A). The energy band structure of
bulk black P obtained using angle-resolved
photoemission spectroscopy (ARPES) is
shown in Fig. 1C. Recent studies have ex-
perimentally demonstrated the strong op-
tical conductivity of black P thin film in the
1- to 5-μm wavelength range, revealing
black P as an appealing candidate for near
and midinfrared optoelectronics as detec-
tors, modulators, and potentially light gen-
eration devices like light-emitting diodes
(LED) and lasers. Recently, detectors (64)
and imaging (62) functions have been dem-
onstrated using black P thin films. A more
attractive feature of black P for optoelec-
tronics applications is the wide tuning range
of its band gap by varying the layer number
(80) and with the application of strain (5).
Several groups have theoretically predicted
the quasi-particle band gap tunability in
single- and few-layer black P, estimating that
it can vary from 0.3 eV in bulk form to above
2.0 eV in its single-layer form (5, 26), as
shown in Fig. 1D. This was further confirmed
using infrared relative extinction spectra
and scanning tunneling microscopy (STM)
measurements. As shown in Fig. 3A, Xia et al.
(2) observed the absorption peak at around
2,700 cm−1 (∼0.3 eV), which originated from
the band gap of black P. In Fig. 3B, the dI/dV
curve from STM characterization on black P
measured by Liang et al. (81) indicates that
the electronic band gap of single-layer black
P is 2.05 eV. In addition, compressive and
tensile strain can lead to a significant modi-
fication of the black P band structure espe-
cially in its single- and few-layer forms (34,
72). As a result, single-layer to thin film black
P can cover a very broad energy spectrum
and interact strongly with electromagnetic
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Figure 4.27: Black phosphorus lattice structure. (a) Side view of the BP crystal lattice.
The interlayer spacing is 0.53 nm. (b) Top view of the lattice of single-layer BP. The bond
angles are shown. The x and y directions correspond to the armchair and zigzag directions,
respectively. Reprinted with permission from Reference [363].

phonons directly and simultaneously opens new doors for discovering mechanisms of electron-
phonon scattering. In particular, understanding nonradiative decay pathways facilitated by
traps, interfaces, defects, A-M interactions and natural background doping will elucidate
design principles for engineering higher PLQY materials and directed or enhanced diffusion
lengths [354–360]. Characterizing the potential interplay between heating and electronic en-
ergy flow could inform thermal management strategies by revealing the dominant factors and
mechanisms that tune electron-phonon coupling. Furthermore, while thermal management
aims to mitigate the impact of unwanted and deleterious heat dissipation, for example in
semiconductor electronics, stroboSCAT also has the capability to directly measure transport
anisotropies and thermoelectric effects in which heat is harnessed to do useful electronic
work. For example, directly measuring the intrinsic Seebeck coefficient, an important factor
in the intrinsic figure of merit for thermoelectrics, across different device configurations or
material thicknesses may address challenges in efficiently upcycling heat loss through con-
version to electricity or otherwise controlling heat flow in operating devices that suffer from
poor performance due to self heating [361, 362].

4.4 stroboSCAT on intrinsic thermoelectric materials

The bandgap of black phosphorus (BP) – ranging from 1.66 eV in the single layer form,
also known as phosphorene, to 0.30 eV in the bulk limit – is important for bridging the
gap between gapless graphene and TMDCs, which tend to have quite large bandgaps. The
in-plane anisotropies in heat and charge transport that arise from a puckered honeycomb
lattice (Figure 4.27) are what make BP, and related materials like GeS, GeSe, ReS2 and
ReSe2, quite unique. The charge effective mass along the zigzag direction is ten times larger
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than along the armchair direction, which has ramifications for the electronic, optical, and
phonon response, most importantly that charge transport is 10 times faster along the arm-
chair direction than the zigzag direction. Longitudinal lattice vibrations, however, can more
easily distort the armchair direction leading to an enhanced speed of sound and preferen-
tial thermal transport along the orthogonal and more robust zigzag direction. This results
in charge and thermal transport that are not only anisotropic but that exhibit orthogonal
preferred conducting directions. This scenario is ideal for thermoelectric applications where
fast electron and slow thermal transport along one axis are desired. BP scores a high figure
of thermoelectric merit, ZT = S2(σ/κ)T , due to its intrinsic orthogonal anisotropy that
enforces efficient electrical conduction (σ) along an axis with poor thermal conductance (κ)
[363]. When integrated into a field-effect transistor, few-layer BP achieves record hole mo-
bilities in Hall measurements, upwards of 5000 cm2V−1s−1 even at room temperature, likely
the highest of any layered semiconductor material [364, 365].

Previous studies have spatially resolved the in-plane anisotropic hole transport in 80 nm
thick BP (Dh, armchair ≈ 1.3 × 104 cm2/s, Dh, zigzag ≈ 870 cm2/s) [366] and the ambipolar
charge transport in 16 nm thick BP (Da, armchair ≈ 1.3 × 103 cm2/s, Da, zigzag ≈ 80 cm2/s)
[367]. We are not aware of any direct and simultaneous measurements of charge and heat
transport in BP, especially atomically thin BP. Our goal was to perform such a measurement
on atomically thin BP with stroboSCAT as a function of layer thickness since many material
properties – such as the exciton binding energy, bandgap, electron and hole effective mass,
and phonon dispersion – change appreciably over the mono- to few-layer transition. It was
difficult, however, obtain a measurable signal in three- or one-layer hBN-encapsulated BP
prepared by Aidan O’Beirne and Henrique Bucker Ribeiro in the Tony Heinz group
at Stanford. Instead, we preliminarily characterized a bulk BP flake, part of the “debris”
on the three-layer sample. Using a 440-640 nm pump-probe configuration, we measured
the anisotropic expansion of a dark population over tens of ns that exhibits the expected
anisotropy (∼2:1) for the thermal conductance [368]. The anisotropy is apparent in the data
in Figure 4.28a, and by fitting Gaussian functions to rectangular slices parallel and perpen-
dicular to the “fast” transport axis determined by late-time-delay images, we quantitate the
anisotropic thermal transport ratio of 2.5(3):1 (Figure 4.28b). In the same measurement,
we observe a fast-propagating positive contrast wave that quickly emanates from the center of
the photoexcited signal orthogonal to the preferred thermal transport axis (Figure 4.28c).
Within a few hundred picoseconds, it escapes the 7×7 µm2 measurement field of view. It is
possible that we captured the last wisps of charge carriers diffusing along their fast axis since,
using the previously measured [367] ambipolar diffusivity of Dcharge = 1300 cm2/s, charge
carriers generated in the center would propagate out of the frame in ∼500 ps. There are
many future directions to take these preliminary measurements such as comparing transport
in GeS or GeSe with BP or measuring a 90◦ twisted bilayer BP sample that is predicted to
have gate-tunable anisotropy [369]. Some challenges to consider are inherent to the sample
(small bandgap in the few-layer to bulk limit so that enhancing the transient response by
probing near resonance is not possible, difficult to fabricate pristine atomically thin samples,
low differential contrast from atomically thin samples) while others could be overcome with
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Figure 4.28: Anisotropic heat transport in black phosphorus. (a) Evolution of anisotropic
heat transport over several ns. (b) Mean squared expansion along the axis parallel to
fast (yellow) and slow (blue) transport with diffusion coefficients of 0.27 and 0.11 cm2/s,
respectively. (c) First three time points of the same data set shown in (a) with contrast
re-scaled to accentuate a bright wave that emanates from the initial photoexcited spot in an
orthogonal direction to the fast thermal transport axis. Scale bars are all 1 µm.

instrument improvements (faster time resolution, increased measurement stability to enable
longer averaging for thinner samples). Stephanie Hart is currently extending these mea-
surements into the ultrafast regime in the Ginsberg lab with exciting results that corroborate
what has been described in this section. Compared to TMDCs, the research into BP and
its isoelectronic materials is in its infancy. More work is needed to synthesize large, stable
samples with careful surface passivation and encapsulation. But since these systems are not
quite in the lime light, there are many open questions yet to be explored.
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4.5 Conclusion

In conclusion, we have demonstrated the broad applicability of stroboSCAT to measure
energy transport across a wide range of layered 2D systems. Whether it is mapping ILE
transport in a heterobilayer, observing energy transfer across an interface of different layer
thicknesses, tracking exciton transport in a metal-contacted structure with phase contrast
varying with TMDC thickness or characterizing intrinsic anisotropies in thermoelectric ma-
terials, stroboSCAT is sensitive to all perturbations to the local complex refractive index fol-
lowing photoexcitation. To co-measure and discern the photoinduced dynamics of heat and
excitons in 4L MoS2, we use a combination of optical scattering microscopy and temperature-
dependent reflectance contrast spectroscopy. This capability is a generalizable consequence
of stroboSCAT’s unique spatially-, spectrally-, and temporally-resolved contrast mechanism
that is sensitive to any perturbation that modifies a material’s local dielectric function. The
spatiotemporal energy maps play a key role in identifying overlapping energetic populations
with distinct contributions to the differential contrast. Our results agree with previous char-
acterizations of few-layer MoS2, are robust to experimental uncertainties in the estimated
sample temperature elevation, and demonstrate a temperature sensitivity as good as 100 mK,
ushering in a new era for spatiotemporally-resolved optical microscopy to discern charge and
heat and their potential interplay. With quantitative energy-carrier-specific tracking down
to few-ps time scales, directly characterizing and explaining the factors that give rise to the
optoelectronic properties of a wide range of emerging semiconducting materials, including
intrinsic thermoelectrics and low-dimensional devices, is now possible without having to rely
on complex models or assumptions.
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Chapter 5

Conclusion

The spatio-energetic landscape in many emerging semiconducting materials more closely
resembles the Rocky Mountains than the rolling green hills of silicon. A nanosecond in the life
of a photoexcitation, if it lives that long, is filled with collisions, re-directions and encounters
with structural hurdles and energetic sinks. These inherently messy interactions are averaged
over in bulk characterizations but are important to understand for developing defect-tolerant
materials and directing energy flow. Stroboscopic scattering microscopy (stroboSCAT) has
emerged as a technique that embraces the mayhem of nanoscale disorder, sensitively mapping
all perturbations to the complex refractive index with nanometer and picosecond resolution.
Its unique capabilities were essential for enabling the findings in this dissertation.

Chapter 1 provided an overview of low-dimensional and solution-processed materials,
both classes of novel semiconducting materials with tunable optoelectronic properties and
other emergent functionalities that make them attractive alternatives to silicon. It also intro-
duced the microscopic mechanisms by which photoexcitations move macroscopic distances in
materials and the collection of transient scattering microscopies that resolve their nanoscale
energy transport properties.

Chapter 2 described the principles of light scattering and how they are leveraged in inter-
ferometric scattering microscopy (iSCAT) to sensitively image small particles. stroboSCAT,
the time-resolved extension of iSCAT, opened a new range of possibilities for tracking the
spatiotemporal evolution of distributions of photoexcitations. We discussed that while light
scattering is the basic mechanism at the heart of all light-matter interactions, complex opti-
cal functions like the refractive index are a more suitable description for probing condensed
matter systems with light. We detailed several advantages to probing in a reflection geome-
try including a well-defined interfacial reflection from which to measure axial transport and
overwhelming sensitivity to changes in the real part of the refractive index which obviates
the need for propagating assumptions through Kramers-Kronig transformations. Finally, we
characterized the finer points and operation of the stroboSCAT setup.

Chapter 3 covered several case studies in which stroboSCAT resolved energy transport in
both ordered and disordered semiconductors. In TIPS-Pn, exciton transport was hindered
by abrupt grain boundaries. stroboSCAT also characterized the increased spot-to-spot vari-
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ability in confined transport compared to unhindered transport within large grain areas.
Leveraging stroboSCAT’s depth-dependent phase, we observed charge carriers in a polycrys-
talline perovskite thin film bypassing highly resistive morphological boundaries (MBs) at
the film surface by traveling deeper into the film before crossing over to a neighboring grain.
Spectral interferometry emerged as an important addition to the stroboSCAT microscope
for correlating image contrast phase flips with the location of MBs. Finally, in silicon, the
differential phase contrast and a separation of time scales was instrumental in distinguishing
overlapping heat from charge distributions.

Chapter 4 focused on stroboSCAT in low-dimensional systems including a transition
metal dichalcogenide (TMDC) heterostructure and metal-contacted TMDC. In encapsulated
four-layer MoS2 where nonradiative decay pathways dominate the relaxation, excitons and
heat coexist over many nanoseconds. We developed a point spread function correction to be
able to subtract stroboSCAT measurements collected at different probe imaging wavelengths,
where heat and excitons overlap in the near-resonant measurement but only heat was ob-
served far from electronic resonances. Separate temperature-dependent reflectance contrast
spectroscopy measurements characterized contributions due to heating alone near-resonance.
In combination with a spatiotemporal model, we isolated the excitonic contribution to the
stroboSCAT signal and also benchmarked stroboSCAT as a highly sensitive non-contact ther-
mometry approach. Extensions of this work might include exploring other layered TMDCs
and intrinsically thermoelectric materials.

All together, these studies highlight optical scattering as a universal, sensitive probe of
photoexcitations in emerging semiconducting materials. Although the differential contrast
in stroboSCAT may be difficult to decode, the reward is a glimpse into the intricate world
of nanoscale energy transport and transduction. The insights gleaned from taking a closer
look at all of the photoexcitations at play and the inherent structural disorder they must
navigiate will deepen our understanding of their emergent functional properties and inform
the design principles for next-generation optoelectronic devices.
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Appendix A

Sample preparation

A.1 General sample requirements for stroboSCAT

measurements

A.1.1 Sample substrates

All substrates are 22×22 mm or 24×50 mm VWR #1.5 glass coverslips (thickness 0.16-0.19
mm), but can be smaller. Every substrate is subjected to an extensive cleaning procedure
as follows: 15 min sonication in a 2% Hellmanex solution in NANOpure deionized water,
followed by several quick rinses in NANOpure deionized water; 15 min sonication in NANOp-
ure deionized water; 10 min sonication in acetone; 10 min sonication in isopropyl alcohol;
immediately dried under a flow of filtered nitrogen; and finally cleaned with an O2 plasma
for 3 minutes in a reactive ion etch chamber. For substrates that are too small to span
the sample stage, they may be mounted onto a larger 25×50 mm coverslip with epoxy or
extended with nail polish-adhered coverslip “wings” (Figure 2.24).

A.2 Sample preparation for materials in Chapter 3

A.2.1 Metal-halide perovskite single crystals

Methylammonium lead bromide (MAPbBr3) single crystals were prepared according to a
published procedure using antisolvent vapor diffusion [234]. Briefly, a 1:1 molar ratio, 0.2
M solution of PbBr2/MABr was prepared in N,N-dimethylformamide (DMF). The solution
was then filtered using a 0.2 µm PTFE syringe filter. 2 mL were placed in a clean 4 mL vial,
which was placed inside a larger scintillation vial filled with dichloromethane. The large vial
was sealed and crystals were left to grow for 1 week, resulting in hyperrectangular crystals
of dimensions ∼3×3×1 mm. CsPbBr3 single crystals were grown using antisolvent vapor
diffusion according to a published procedure [239]. The same procedure as that described
for MAPbBr3 was used, with a 1:1 molar ratio, 0.04 M solution of PbBr2/CsBr in DMF
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and using nitromethane as antisolvent. The crystals were left to grow for 3 weeks, resulting
in large hyperrectangular crystals of dimensions ∼ 20×2×2 mm, which were cleaved before
mounting on substrates for measurements.

A.2.2 Metal-halide perovskite thin films

MAPbBr3 polycrystalline films were prepared by dissolving MABr and Pb(Ac)2 in a 3:1
molar ratio in DMF with a final concentration of 0.5 M. The solution was spin-cast at 2000
rpm for 60 seconds. The films were subsequently annealed for 5 minutes at 100°C [114].

MAPbI3 polycrystalline films were prepared by using different published processing routes
described briefly below:

• Pb(Ac)2 precursor films [370] were prepared by dissolving MAI and Pb(Ac)2 in a 3:1
molar ratio in DMF for a final concentration of 0.5 M. The solution was spin-cast at
2000 rpm for 60 seconds. The films were subsequently annealed for 5 minutes at 100°C.

• PbI2 precursor films [114] were prepared by dissolving MAI and PbI2 at a 1:1 molar
ratio at 200 mg/mL in DMF. The solution was spin-cast at 2000 rpm for 30 seconds.
The films were subsequently annealed for 20 minutes at 100°C.

• PbCl2 precursor films [247] were prepared by dissolving MAI and PbCl2 at a 3:1 molar
ratio with final concentrations of 2.64 M and 0.88 M, respectively. The solution was
spin-cast at 2000 rpm for 60 seconds. The films were subsequently left to dry for 30
minutes at room temperature in the glovebox, followed by annealing at 90°C for 150
minutes.

A.2.3 TIPS-pentacene

TIPS-pentacene was dissolved in toluene at 5mg/mL and filtered through a 0.45 µm poly-
tetrafluoroethylene (PTFE) filter. The substrates were treated by leaving to soak overnight
in a petri dish with a solution of 190 µL TPS in 100 mL toluene, then rinsed with toluene
and dried prior to deposition. The TIPS-pentacene solution was then spin-cast at 250 rpm,
and then solvent-vapor annealed at 60°C in a toluene-saturated atmosphere for 24 hours.

A.2.4 Silicon

Silicon wafers were prime-grade p-type, boron-doped wafers purchased from WaferNet Inc.,
used without further modification. The wafer may be cut with a diamond scribe to fit in
the sample stage directly. The immersion oil droplet placed on the objective or silicon wafer
must be large enough to span the working distance of the objective (0.14 mm) where the glass
substrate would otherwise be. An alternative option is to cut a smaller piece of silicon wafer
and image it through a clean glass substrate with a little bit of immersion oil between the
imaged wafer surface and glass substrate for index matching. For this sample configuration,
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it is also much easier to find the sample focus if the oil droplet on the bottom of the substrate
extends beyond the opaque silicon wafer fragment so that its spread becomes obvious when
it comes into contact with the objective as the sample stage is lowered (Figure A.1). It
is also possible, however, to roughly center a larger wafer fragment over the objective and
lower the sample into focus while imaging on the camera, which is the method currently
being used in the lab.

coverslip

silicon wafer

immersion oil

Figure A.1: Silicon-oil-coverslip sample configuration with immersion oil extending beyond
the narrow wafer fragment.

A.2.5 Reagents

All reagents were used as received without further purification. Methylammonium bromide
(MABr, GreatCell Solar); methylammonium iodide (MAI, GreatCell Solar); Cesium bro-
mide (CsBr, Alfa Aesar); lead bromide (PbBr2, Alfa Aesar); lead iodide (PbI2, Alfa Aesar);
lead chloride (PbCl2, Alfa Aesar); lead acetate trihydrate (Pb(Ac)2, Sigma-Aldrich); 6,13-
Bis(triisopropylsilylethynyl)pentacene (TIPS- Pentacene, Sigma-Aldrich); Trichloro(phen-
ethyl)silane (TPS, Sigma-Aldrich); poly(methyl methacrylate) (PMMA, Mw = 120,000,
Sigma-Aldrich). All solvents are purchased from Sigma-Aldrich.

A.2.6 Sample handling

All samples apart from Silicon and halide perovskite single crystals are prepared in a sealed
glovebox with nitrogen atmosphere and with <2ppm O2 and H2O. Once prepared, the sam-
ples are sealed between two substrates using epoxy (EPO-TEK OG159-2) in the glovebox
to protect them from water and oxygen exposure during measurements. For atomic force
microscopy measurements on thin films, another sample is prepared consecutively under the
same conditions and using the same solution, but is not sealed between the two substrates
and is measured immediately after preparation. Single crystals are all grown at ambient
conditions. Once the crystals are grown, they are brought into the glovebox, placed on clean
substrates, and 200 µL of a 30 mg/mL solution of PMMA in chloroform (mixed at 50◦ for
15-30 min or until fully dissolved) is dropcast on the crystals to keep them in place and
prevent exposure to oxygen and moisture during measurements.
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A.3 Sample preparation for materials in Chapter 4

We use the hot pick-up technique to fabricate hBN-encapsulated few-layer MoS2 heterostruc-
tures on coverglass [314]. Briefly, hBN and MoS2 are exfoliated onto 285 nm of thermally
oxidized SiO2 on Si. We make stamps consisting of PDMS covered with a thin film of the
thermoplastic polymer polycarbonate (PC). Using these stamps, we first pick up the top
hBN, then the desired MoS2 flake, and then the bottom hBN, all at 50◦C. We deposit the
stack onto #1.5 coverglass, which serves as the substrate for all stroboSCAT measurements,
at 180◦C, and then dissolve the PC in chloroform.

We characterize the hBN-encapsulated MoS2 sample using optical microscopy, Raman
spectroscopy, and atomic force microscopy (AFM). The 4L MoS2 flake measured in Section
4.3 is outlined in blue in Figure A.2a,b. The AFM image in Figure A.2b shows that our
sample has large (> 7×7 µm), homogeneous, bubble-free areas, which are ideal for measuring
in stroboSCAT. The separation between the two MoS2 Raman peaks demonstrates that these
samples are 4 layers thick Figure A.2c,d [371–373]. The hBN layer between the MoS2 flake
and glass substrate is thin enough (∼5 nm) to allow easy optical access to the MoS2 layer
within the 1.4 NA objective’s depth of field.
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c d

Optical Microscope

10 μm

a b AFM

Figure A.2: (a) Optical microscope image of hBN-encapsulated MoS2 where blue outline
is 4L MoS2, yellow outline is 1L MoS2, green outline is substrate-adjacent hBN and purple
outline is air-adjacent hBN. (b) Atomic force microscopy scan of sample used to identify
hBN thicknesses. (c, d) Raman spectroscopy of out-of-plane A1g mode in pre-encapsulated
(c) and post-encapsulated (d) region, demonstrating a shift that corresponds to an MoS2

thickness of 4 layers.
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Appendix B

Useful calculations

B.1 Carrier density

Calculating the expected carrier density (cm−3 or cm−2) for a stroboSCAT measurement re-
quires one measurement in the lab (described below), knowledge of experimental parameters
(laser wavelength, repetition rate, pulse width, beam diameter) and the sample’s complex
refractive index.

The first step is to calculate the energy density incident on the sample. In the lab, we
measure the incident beam power with a ThorLabs microscope slide power sensor (S175C)
by spanning the sensor over the sample stage, centered above the objective. (In a future
sample stage iteration that accommodates standard 1′′ × 3′′ slides, the power sensor could
be slotted into the stage directly.) Note that most semiconductors have indices of refraction
higher than that of air (nair = 1) or glass (nglass = 1.5), so the measured light transmission
through a bare coverslip or the exposed objective is slightly higher than what would reach
the sample experimentally, although this is usually a small effect that may be ignored. For
example, ∼4% of the incident light will be reflected at a glass-air interface compared to
∼20% at a MoS2-glass interface due to a higher impedance mismatch (nMoS2 ∼ 4). From this
direct measurement of power, the incoming beam fluence (energy per unit area per pulse)
may be calculated:

fluence [J/cm2] =
laser power [J/s]

repetition rate [s−1]× beam area [cm2]
. (B.1)

An aside on Gaussian beam width conventions

Gaussian beams have a transverse (to the direction of propagation) intensity, I(r), that is
typically described by the following equation

I(r) =
2P

πw2
e−2r2/w2

, (B.2)
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Figure B.1: (a) Pump beam profile reflected from a glass coverslip. (b) Gaussian fit to the
region boxed in yellow (a) with associated Gaussian beam width conventions for comparison.

where P is the total beam power and w is the radius of the beam when its intensity drops
to 1/e2 (∼13.5%) of its maximum value. A common definition for the beam area then is
simply A = πw2 in which about 86% of the laser power is contained.

Other conventions for beam widths include the 1/e width, where the electric field strength
drops to ∼37% of its maximum value, and the full width at half maximum (FWHM), where
the intensity drops to 50% of its maximum value. The 1/e width is used to define the
maximum possible exposure to a laser beam in the ANSI laser safety standard. In practice,
after imaging the reflected beam profile, you may fit a standard Gaussian distribution, G(r) ∝
exp−r2/2σ2, with characteristic width, σ (Figure B.1). The following equations may be
used to convert the standard deviation to any of these other width conventions:

w1/e2 = 2σ (B.3)

w1/e = (2/
√
2)σ ≈ 1.414σ (B.4)

FWHM = 2
√
2 ln 2σ ≈ 2.355σ (B.5)

From the beam fluence (Equation B.1), the photon density may be calculated

photon density [cm−2] =
fluence [J/cm2]

energy per photon [J]
, (B.6)

where Planck’s constant is used to convert the incident light frequency or wavelength to
energy (E = hν = hc/λ).

Finally, the carrier density may be calculated in a few different ways.
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Case #1, Very thin samples: If the absorbing material is so thin that incident light is
reflected at its boundaries and may bounce back through the material multiple times, effec-
tively enhancing the absorption, a transfer-matrix calculation may be used to estimate the
fraction of incident photons that are actually absorbed, f :

carrier density [cm−2] = photon density [cm−2]× f. (B.7)

Case #2, Thicker samples: More commonly, the imaginary part of the refractive index,
k, or the sample absorption coefficient, a = 4πk/λ, are known and may be used to calculate
the volumetric carrier density:

carrier density [cm−3] = photon density [cm−2]× a[cm−1]. (B.8)

The area carrier density may be calculated using the sample thickness, z, or the micro-
scope depth of field (300 nm), whichever is smaller:

carrier density [cm−2] = carrier density [cm−3]× z[cm]. (B.9)

Finally, the carrier density should be multiplied by 1−R = T , the fraction of light that
is transmitted to the material after partial reflection at the substrate-sample interface. All
together, from the measured incident laser power to the area carrier density, the calculation
is

carrier density [cm−2] =
T × laser power [J/s]× a [cm−1]× z [cm]

repetition rate [s−1]× beam area [cm2]× energy per photon [J]
(B.10)

or, when a transfer-matrix calculation (Section B.4) is used to estimate the fraction of
incident photons absorbed, az may be replaced with that fraction. Equation B.10 may be
more compactly expressed as

∆N =
TFaz

hν
, (B.11)

where N is the carrier density [cm−2], F is the laser fluence, and ν is the optical frequency of
the pump pulse. Note that az is a first-order approximation using a Taylor series expansion
of the Beer-Lambert law: I(z)/I0 = e−OD = e−az ≈ 1− az + (az)2/2 where I(z) is the light
intensity at depth z, I0 is the incident light intensity, and OD is the optical density. So
1− I(z)/I0 = 1− e−az ≈ az is the light intensity that is absorbed after propagating through
depth z, valid when az is small.

In the case where the sample is thinner than the penetration depth (1/a) and the objective
depth of field (300 nm), Equation B.10 may be modified [374, 375]:

∆N = (1−R1)
F

hν
az(1 +R2e

−az), (B.12)
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where R1 is the reflectance from the glass-sample interface and R2 is the reflectance from
the sample-air interface. The second term accounts for additional absorption from back-
reflections at the top sample surface. The transfer-matrix method should account for this
effect as well, but it can be convenient to have a simple equation on hand too.

There are several other useful quantities one may wish to calculate from the incident
beam power and other experimental parameters:

peak power [W] =
laser power [J/s]

repetition rate [s−1]× pulse width [s]

(B.13)

power density [W/cm]2 =
fluence [J/cm2]

pulse width [s]
(B.14)

carriers per pulse = carrier density [cm−2]× beam area [cm2]
(B.15)

average carrier separation [cm] =
1

3

√
carrier density [cm−3]

=
1√

carrier density [cm−2]

(B.16)

Note that to calculate a peak fluence at the center of the carrier distribution, the flu-
ence calculated with the the chosen beam width convention, (1/e2, 1/e,FWHM), must be
multiplied by the corresponding factor, (e2, e, 2, respectively). For example, if the calcu-
lated 1/e2 fluence was 35 µJ/cm2, the peak fluence would be 35 × e2 = 260 µJ/cm2. The
peak fluence can be used to calculate the peak carrier density, peak power density, mini-
mum carrier separation, etc., and is often important to calculate when nonlinear effects like
Auger-Meitner recombination are possible and would acquire a spatial dependence due to
the spatially-dependent carrier distribution.

B.2 Calorimetry

Calorimetry is the act of measuring changes in the state variables of a body for the purpose of
deriving the heat transfer associated with changes of its state due, for example, to chemical
reactions, physical changes, or phase transitions under specified constraints [376]. Calorime-
try used in the context of this dissertation typically refers to quantifying the amount of heat
released or absorbed during a reaction by measuring temperature changes in a thermally
isolated chamber [377]. For example, this is how the caloric content of food is determined.
Maybe you burned potato chips or marshmallows in your high school chemistry class. In the
context of light-matter interactions, and light absorption in particular, we use “calorimetry”
to refer to the calculated temperature increase from the conversion of light energy into heat
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or a temperature increase in a light-absorbing material. Knowing the material’s absorption
properties, such as a or k, specific heat capacity, c, and mass density, ρ, the calculation is
performed as follows:

B.2.1 Method #1: Using the definition of heat capacity

The heat capacity, C, represents how much energy, ∆Q, must be supplied to a material to
raise its temperature by ∆T :

C =
∆Q

∆T
. (B.17)

Note that Q can be heat that is dissipated from any original form of energy - thermal,
electrical, chemical, solar. The more familiar form of this equation in calorimetry uses the
specific heat capacity, (c = C/m), an intensive property

Q = mc∆T, (B.18)

where m is the mass of the material. In practice, the material thickness, z, and density, ρ,
are known. To put an upper bound on the temperature increase in a material due to light
absorption, ∆Tmax, we assume if there is no emission that all absorbed photons are converted
to heat, i.e., nonradiative relaxation pathways completely dominate and no absorbed photons
escape via light emission. In addition, we use the peak fluence or peak carrier density to
calculate the peak temperature attained:

∆Tmax =
Q

mc
=

peak fluence · fraction of photons absorbed

ρzc
. (B.19)

Note that Equation B.19 does not factor in the spatial profile of the laser pulse, however, by
calculating the maximum temperature change in the center of the excitation profile and using
the known Gaussian pulse profile in space, the corresponding temperature increase spatial
map, ∆T (x, y), may be constructed. For 4-layer MoS2 and the measurements described
in Chapter 4, the maximum predicted temperature increase at the center of the 440 nm
excitation spot is:

∆Tmax =
260 µJ/cm2 · 0.06

5 g/cm3 · 0.65× 10−7 cm/layer · 4 layers · 0.4 J/g K
= 30 K. (B.20)

B.2.2 Method #2: Unit analysis, with c in friendly units

Alternatively, using unit conversion, the heat capacity [332] may be expressed in units,
[eV/(cm2K)], that are more conducive to experimental parameters. (Special thanks to Dipti
Jasrasaria for introducing me to this useful Rabani group calculation!) For example, in the
same 4-layer MoS2 case described above:
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c = 15.22
cal

mol K
· 2.611 × 1019 eV

cal
· mol

160.07 g
· 5.06 g

cm3
· 0.65× 10−7 cm

layer
· 4 layers

= 3.27× 1012 eV cm−2 K−1.

(B.21)

Used in conjunction with the peak carrier density, Npeak, and incident pump energy,
Epump, this formulation yields a straightforward calculation for ∆Tmax:

∆Tmax = NpeakEpump/c =
3.5× 1013

cm2
· 2.8 eV · cm2 K

3.27× 1012 eV
= 30 K. (B.22)

This formula is also useful for calculating the expected temperature increase due to
relaxation to the band edge or thermalization, ∆Ttherm. For example, in 4-layer MoS2, about
40% of the absorbed energy is converted to heat through relaxation to the direct band edge,
(ED = 1.8 eV), and an additional 10% by relaxation to the lowest-energy indirect band edge,
(EID = 1.4 eV):

∆Ttherm,D = Npeak(Epump − Edirect)/c = 0.36∆Tmax = 11 K, and (B.23)

∆Ttherm,ID = Npeak(Epump − Eindirect)/c = 0.5∆Tmax = 15 K. (B.24)

B.3 Products and convolutions of Gaussians

The convolution of two Gaussians is also Gaussian, a property known as “self-similarity,” and
the variance of the result of such a convolution is the sum of the variances of the constituting
Gaussians. Here, we perform the derivations, in all gory detail, that lead to these conclusions
in order to explain further and to understand their limitations and extensions.

Consider two two-dimensional Gaussian probability distribution functions (PDFs)

g1(x, y) =
1

2πσ2
1

e
− (x2+y2)

2σ2
1 and g2(x, y) =

1

2πσ2
2

e
− (x2+y2)

2σ2
2 , (B.25)

where ∫ ∞

−∞

∫ ∞

−∞
g1(x, y) dx dy =

∫ ∞

−∞

∫ ∞

−∞
g2(x, y) dx dy = 1. (B.26)

The convolution of these two functions is defined as

g1 ⊗ g2 =

∫ ∞

−∞

∫ ∞

−∞
g1(x− u, y − v)g2(x, y) du dv. (B.27)

Since it is not always easy to evaluate convolution integrals in real space, we invoke the
convolution theorem [378] and perform the calculation in reciprocal space:
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g1(x, y)⊗ g2(x, y) = F−1[F (g1(x, y))F (g2(x, y))], (B.28)

where F is the Fourier transform

F (g(x, y)) =

∫ ∞

−∞

∫ ∞

−∞
g(x, y) e−2πi(mx+ny) dx dy, (B.29)

and F−1 is the inverse Fourier transform:

F−1(F (m,n)) =

∫ ∞

−∞

∫ ∞

−∞
F (m,n) e2πi(mx+ny) dx dy. (B.30)

The Fourier transform of g1(x, y) is given by

F (g1) =
1

2πσ2
1

∫ ∞

−∞
e
− x2

2σ2
1 e−2πimx dx

∫ ∞

−∞
e
− y2

2σ2
1 e−2πiny dy. (B.31)

Using Euler’s formula eiθ = cos θ − i sin θ, we can re-write Equation B.31 as:

F (g1) =
1

2πσ2
1

∫ ∞

−∞
e
− x2

2σ2
1 [cos 2πmx− i sin 2πmx] dx

∫ ∞

−∞
e
− y2

2σ2
1 [cos 2πny − i sin 2πny] dy.

(B.32)
The terms in sinx and sin y are odd, and therefore their integral over all space is zero,
leaving:

F (g1) =
1

2πσ2
1

∫ ∞

−∞
e
− x2

2σ2
1 cos 2πmx dx

∫ ∞

−∞
e
− y2

2σ2
1 cos 2πny dy. (B.33)

We pull out our handy dandy integral table [379] and find the result of the standard integral:∫ ∞

−∞
e−ax2

cos 2kx dx =

√
π

a
e−

k2

a . (B.34)

With a = 1/2σ2
1 and k = πm or k = πn, the integrals in Equation B.33 may be evaluated:

F (g1) = e−2πσ2
1(m

2+n2). (B.35)

This is yet another Gaussian PDF in (m,n), i.e., the Fourier transform of a Gaussian PDF is
another Gaussian PDF, another self-similarity! The Fourier transform of g2(x, y) will yield
a similar expression, and so putting it all together:

F (g1)F (g2) = e−2πσ2
1(m

2+n2) e−2πσ2
2(m

2+n2) = e−2π(σ2
1+σ2

2)(m
2+n2). (B.36)

This result, comparing with Equation B.35, is the Fourier transform of a Gaussian PDF with
width
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σg1⊗g2 =
√
σ2
1 + σ2

2. (B.37)

And since the Fourier transform is invertible,

F−1[F (g1)F (g2)] =
1

2π(σ2
1 + σ2

2)
e
− x2+y2

2(σ2
1+σ2

2) . (B.38)

Note that the area under a convolution is equal to the product of the areas under the
functions:

∫ ∞

−∞
(g1 ⊗ g2) dx =

∫ ∞

−∞

[∫ ∞

−∞
g1(u)g2(x− u) du

]
dx

=

∫ ∞

−∞
g1(u)

[∫ ∞

−∞
g2(x− u) dx

]
du

=

[∫ ∞

−∞
g1(u) du

] [∫ ∞

−∞
g2(x) dx

]
.

(B.39)

Therefore, convolving an arbitrary function with a point spread function represented by a
Gaussian PDF preserves the area under the arbitrary function.

In the case where one of the Gaussian functions in the convolution is not normalized and
has an arbitrary amplitude, N ,

gN(x, y) = Ne
−x2+y2

2σ2
N , (B.40)

the convolution of gN(x, y) with normalized PDF g1(x, y) is given by:

gN(x, y)⊗ g1(x, y) =
Nσ2

N

σ2
N + σ2

1

e
− x2+y2

2(σ2
N

+σ2
1) . (B.41)

The area of a 2D Gaussian with amplitude N and width σN is given by 2πNσ2
N . Using the

standard Gaussian integral ∫ ∞

−∞
e−ax2

dx =

√
π

a
, (B.42)

we find that the area under gN(x, y) is preserved in the convolution with a PDF:
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∫ ∞

−∞

∫ ∞

−∞
gN(x, y)⊗ g1(x, y) =

Nσ2
N

σ2
N + σ2

1

∫ ∞

−∞
e
− x2

2(σ2
N

+σ2
1) dx

∫ ∞

−∞
e
− y2

2(σ2
N

+σ2
1) dy

=
Nσ2

N

σ2
N + σ2

1

√
2π(σ2

N + σ2
1)

2

= 2πNσ2
N

=

∫ ∞

−∞

∫ ∞

−∞
gN(x, y).

(B.43)

Key takeaways

• The convolution of two Gaussian functions with widths σ1 and σ2 is also a Gaussian
function with width σ1⊗2 =

√
σ2
1 + σ2

2

• The area under a convolution of two Gaussians is equal to the product of the areas
under the Gaussians: A1⊗2 = A1A2

• Convolution with a PDF (normalized Gaussian) preserves the area under the original
function.

B.4 Transfer-matrix method

Consider a plane wave incident on an interface between two materials, like a glass coverslip
and a thin semiconducting film. The relevant electric field values are the incident amplitude,
Ei, the reflected amplitude, Er, and the transmitted amplitude, Et. The ratio of the reflected
and incident amplitude is called the reflection coefficient, r. The ratio of the transmitted and
incident amplitude is called the transmission coefficient, t. In the geometrical optics approx-
imation for light propagation, the Fresnel equations relate r and t to the index of refraction
of the two materials that form the interface and the angle of the incident light relative to
the surface normal. The equations are derived by applying the boundary conditions for the
electric and magnetic field [172]. For s-polarized light (electric field polarized parallel to the
plane of the interface), r and t are given by:

rs =
Er

Ei

=
ni cos θi − nt cos θt
ni cos θi + nt cos θt

and (B.44)

ts =
Et

Ei

=
2ni cos θi

ni cos θi + nt cos θt
, (B.45)

where ni, nt are the refractive index in the incident medium and transmitting medium,
respectively, and θi, θt are the angles measured from the surface normal to the incident and
transmitting plane waves, respectively. The reflectance, R, and transmittance, T , quantify
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Figure B.2: The transfer-matrix method on an N = 5 stack of 3 finite layers between two
semi-infinite non-absorbing layers yields the forward (vn) and backward (wn) electric field
amplitudes and absorbed light fraction (an) in each layer along with the overall reflection
(r) and transmission (t) coefficients.

the fraction of incident power that is reflected by or transmitted across the interface and are
given by the square of the reflection and transmission amplitude coefficients, respectively.
For normally incident s-polarized light:

Rs ≡ |rs|2 =
∣∣∣∣ni − nt

ni + nt

∣∣∣∣2 and (B.46)

Ts ≡ |ts|2 =
∣∣∣∣ 2ni

ni + nt

∣∣∣∣2 = 1−Rs. (B.47)

Note that this does not (yet) account for attenuation of the electric field due to light absorp-
tion. It only describes the reflected or transmitted field amplitudes or power right on either
side of the interface.

If there happened to be a counter-propagating plane wave coming from the other side
of the interface, say going from material 2→1 instead of 1→2, we can use the principle of
superposition to express the forward (Ef ) and backward (Eb) propagating field amplitudes:

Eb1 = Ef1r12 + Eb2t21 (B.48)

Ef2 = Ef1t12 + Eb2r21 (B.49)

where t12, r12 are the transmission and reflection coefficients going from layer 1 to 2.
We use the “tmm” Python software package to implement the transfer-matrix calculation

[323, 326]. The package is available from PyPI (https://pypi.org/project/tmm/). The
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Jupyter notebook below was originally written by Cora Went with slight modifications by
me. To run, it requires λ, n, k for each layer in a separate excel spreadsheet.

import numpy as np

import pandas as pd

import matplotlib.pyplot as plt

import scipy.io

from scipy.interpolate import interp1d

from tmm import coh_tmm , absorp_in_each_layer , color

# load n,k data as a pandas dataframe with

# different materials as csv sheets

# then convert to dictionary with sheet name as key ,

# data arrays as lambda (nm), n, k

def read_excel_sheets(xls_path):

xl = pd.ExcelFile(xls_path , engine='openpyxl ')
df = pd.DataFrame ()

new_dict = {}

for idx , name in enumerate(xl.sheet_names):

sheet = xl.parse(name , skiprows=1)

new_dict[name] = sheet.to_dict(orient='split ')
return new_dict

nkdata_raw = read_excel_sheets('nkdata.xlsx')

# list of materials (sheet names) in stack ,

# *** bottom to top*** in the order that light would pass through them

mat_list = np.array(["layer1","layer2","layer3"])

# list of layer thicknesses in nm, start and end with inf

d_list = np.array([np.inf ,thickness1 ,thickness2 ,thickness3 ,np.inf])

# list of wavelengths

ldas = np.arange(400 ,800 ,1).reshape(-1,1)

# polarization

pol = "s"

# incident angle

theta = 0;

# interpolate nk data

nkdata = {}

for mat in mat_list:

raw = nkdata_raw[mat+"_raw"]

n_raw = interp1d(raw[:,0],raw[:,1],fill_value="extrapolate")

k_raw = interp1d(raw[:,0],raw[:,2],fill_value="extrapolate")

n = n_raw(ldas/1000)

k = k_raw(ldas/1000)

nkdata[mat] = np.column_stack ((ldas ,n,k))
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# wavelength for Fresnel coefficient calculation

wl = wavelength

# initialize all matrices

R = np.zeros(np.shape(ldas))

T = np.zeros(np.shape(ldas))

A = np.zeros(np.shape(ldas))

a_layer = np.zeros((np.size(ldas),np.size(mat_list)))

# loop over all wavelengths

i = 0

for lda in ldas:

# initialize n_list , index

n_list = np.ones(np.size(d_list), dtype=complex)

j = 0

# calculate n,k at this wavelength for each material , populate n_list

for mat in mat_list:

j += 1

nk = nkdata[mat]

n_list[j] = nk[i,1]+nk[i,2]*1j

# TMM

coh_tmm_data = coh_tmm(pol , n_list , d_list , theta , lda)

# absorption in each layer

a = absorp_in_each_layer(coh_tmm_data)

# add to arrays

R[i,0] = coh_tmm_data["R"]

T[i,0] = coh_tmm_data["T"]

A[i,0] = 1- coh_tmm_data["R"]-coh_tmm_data["T"]

a_layer[i,:] = a[1:np.size(mat_list)+1]

# calculate Fresnel coefficients at specific wavelength

if lda==wl:

vw_list = coh_tmm_data["vw_list"]

kz_list = coh_tmm_data["kz_list"]

delta_n = d_list[1:-1]*kz_list[1:-1]

# propagate v and w to the end of each layer

vw_list[1:-1,0] = vw_list[1:-1,0]*np.exp(delta_n*1j)

# v will decrease , w will increase (absorption)

vw_list[1:-1,1]=vw_list[1:-1,1]*np.exp(delta_n*-1j)

vw_list[0]=[1,coh_tmm_data["r"]]

vw_list[-1]=[coh_tmm_data["t"],0]

vw_amp = np.square(np.absolute(vw_list))

total_R = coh_tmm_data["R"]

total_T = coh_tmm_data["T"]
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i += 1

print('At wavelength ', wl , ' nm:')

# forward and backward amplitudes (columns , respectively)

# in each layer (rows)

# at a particular wavelength!

df_amps = pd.DataFrame({'|r|_f': np.round(np.abs(vw_list[:,0]),3),

'|r|_b': np.round(np.abs(vw_list[:,1]),3)})

print(df_amps)

# forward and backward phases

df_phase = pd.DataFrame({'phi_f ': np.round(np.angle(vw_list[:,0]),3),

'phi_b ': np.round(np.angle(vw_list[:,1]),3)})

print(df_phase)

# forward and backward *squared* amplitudes

df_intensity = pd.DataFrame({'R_f': np.round(vw_amp[:,0],3),

'R_b': np.round(vw_amp[:,1],3)})

print(df_intensity)

print('\n Total reflection coefficient , R = ', total_R)

print('\n Total transmission coefficient , T = ', total_T)

print('\n Estimated absorption fraction = ', 1-(total_T+total_R))

# plotting

fig ,ax = plt.subplots(figsize=(10 ,7.5))

i = 0

for mat in mat_list:

ax.plot(ldas , a_layer[:,i], label = "$"+mat+"$",linewidth=3)
i += 1

ax.set_xlabel("Wavelength (nm)",size=18 ,fontweight='bold')
ax.set_ylabel("Absorption",size=18 ,fontweight='bold')
ax.legend(loc="upper right",fontsize=14)

ax.set_title("Simulated Absorption",size=22 ,fontweight='bold')
ax.tick_params(labelsize='14')
ax.set_xlim([400 ,800])

ax.set_ylim([0,1])

# find absorption at particular wavelength (indexed from 0=400 nm)

# in particular layer a_layer[wavelength ,layer]

absorption=np.sum(a_layer[lda_index ,layer_index])

print(absorption)
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B.5 Azimuthally averaged profile function in Python

# data = NxN image array

# center = (x,y) pixel center

# len = length of azimuthal profile ,

# preferably odd for Simpson 's rule calculation

def azimuthal_profile(data , center , len):

# remember , indices in python are row , column

y,x = np.indices ((data.shape))

# calculate the radius from center of each pixel

r = np.sqrt((x - center[0]) **2 + (y - center[1]) **2)

# round to integer value

r = r.astype(np.int)

# weight each radius by its corresponding pixel value

tbin = np.bincount(r.ravel(), data.ravel())

# number of pixels in each radius bin

nr = np.bincount(r.ravel())

# normalize radial values by the number of pixels

# that were in each radii bin

azim_profile = tbin / nr

# crop to a shorter profile , skipping first pixel

azim_profile_crop = azim_profile[1:len]

return azim_profile_crop




