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R&D, Attrition and Multiple 
Imputation in The Business Research and 

Development and Innovation Survey (BRDIS)

Juana Sanchez
Sydney Noelle Kahmann

Dennis Li

UCLA Department of Statistics

Presented by the three authors at the Annual Conference of the Federal Statistical Research Data 
Centers on “Big Data” on  September 14, 2017, Los Angeles, California 

The results regarding BRDIS data were obtained while Juana Sanchez was Special Sworn Status researcher of 
the U.S. Census Bureau at the Center for Economic Studies. Research results and conclusions expressed 
are those of the authors and do not necessarily reflect the views of the Census Bureau. The research has been
screened to insure that no confidential data are revealed. 



• Item nonresponse is a source of non-sampling error. Its impact on 
error may vary considerably by survey (Dixon, 2002).

• Impact on population estimates of R&D based on BRDIS are unknown

• Goal: improving accuracy of estimates of the effects of firm and 
economic environment variables on R&D expenses using MI.

Research Overview
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• NSF/Census Bureau BRDIS: annual mandatory survey of about 40,000 
US nonprofits. Manufacturing (~42%), services and research business 
(~58%) included. Linked to LBD administrative data. 

• 3 strata: Unknown R&D,  R&D>0, and R&D=0.

• NSF provides national estimates of total R&D and R&D employment 
based on BRDIS

BRDIS and LBD
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• R&D not imputed by NSF or Census Bureau. 

• False impression of constant annual data quality disappears when 
studying missing data patterns over time

• This research shows that survey design characteristics lead to attrition 
at a higher rate for higher R&D performers. After MI, we show that 
estimates of total R&D vary considerably. 

Missing Data in BRDIS
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Before Conducting MI, Missing 
Data Patterns Were Explored!



Mechanisms describe the assumptions about the nature of the missing data 
and can be categorized as follows:

1. MCAR (Missing Completely at Random)

2. MNAR (Missing Not at Random)

3. MAR (Missing at Random) 

Re: Little and Rubin(1987)

Missing Data Mechanisms
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Is R&D MCAR?

• Probability of missing values has nothing to do with the observed or 
missing values

• R&D question is compulsory. Not MCAR.
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Is R&D MNAR?

• Probability of missing values depends on the missing values 
themselves, and can also depend on observed values too

• BRDIS is not MNAR based on our study because missingness is 
due to survey design characteristics
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Is R&D MAR?

• Probability of missing values depends only on the observed values of 
other variables in the dataset (not the missing variable itself)

• In BRDIS, the unit and item nonresponse in the R&D field is 
MAR and due to survey design characteristics. 
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Variables Affecting Missing R&D
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• Packages in R that can be used to visualize the missing data through 
plots include VIM and Amelia. We use simulated data.

• Amelia
– missmap

Re:  Honaker (2011)

• VIM 
– aggr
– marginplot
– pbox
– spineMiss
– matrixplot

Re: Templ & Filzmoser (2008)
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• COUNT=how many years 
company is surveyed

• Companies within a count  
are similar in R&D, payroll, 
employment, stratum. 
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Reshaping the Data
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The data shown are artificial, for illustrative purposes.  



• Simulated data of companies that had COUNT=6. 

ID   RD1   RD2    RD3   RD4   RD5   RD6   UR1 UR2  UR3 UR4 UR5  UR6 MU  try 
234 .       25      21      11       .        .       1     1      1     1     1       .    1      2  
456   4       1        .          .       .       3        1     1      1      .      .      1   0      3   

• Year when missing is randomly 
chosen by the company. 

• Item non-response higher in RD6 
• In general, item nonresponse due 

to unit nonresponse.

Data for Illustration of Visualization
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Visualization

This view of the data is 
with Amelia missmap
command showing the 
data the way we 
simulated it.  
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Visualization

When you view actual 
data, it could well 
look like this if you 
use an aggregation 
plot of the VIM 
package in R. 
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Visualization

Along the horizontal axis 
the two parallel box plots 
both represent the 
variable rd1, but the red 
boxplot is for those values 
of rd1, where no values 
for rd2 are available, and 
the blue box plot for rd1 
values where the 
information for rd2 is 
available.
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Visualization

• Distribution of rd1 is white boxplot
• The other boxplots shown also refer to rd1, but they are grouped 

according to missing-ness (red) or non missing-ness (blue) of each 
observation in another variable. 

• In this plot, there is no dependence between magnitude of rd1 and 
presence of missing values in the other variables. 

Federal Statistical Research Data Centers Conference
September 14, 2017 17

VIM pbox



Possible Patterns of Response

BRDIS only surveys active companies
Y = non-missing

• YYYYYN, YYYYNN, YYYNNN, YYNNNN, YNNNNN -  attrition due to 
survey response burden

• YYNYNY, NYYYNY, YNYNYY, YNNYYN, etc. – examples of temporary 
attrition, good candidates for imputation
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Findings in BRDIS-Similar Analysis

• Count is a proxy for firm size, age, industry, payroll, employment, 
survey design variables and R&D

• Companies in the same count are similar à they should be imputed 
using their count group information

• Makes sense to use count as an important variable in the imputation.

• So... what type of imputation?
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Methods to Handle Missing Data

1. Complete Case (CC) Analysis

2. Inverse Probability Weighting (IPW)

3. Last Observation Carried Forward (LOCF) Imputation

4. Unconditional Mean Imputation

5. Single Imputation

6. Stochastic Imputation

7. Multiple Imputation
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• Default method in statistical software packages such as R, Stata, SAS. 
Most commonly used. 

• Delete whole row which contains missing data on any variable

• Advantages: easiest, default, unbiased with MCAR

• Disadvantages: loss of valuable data, mostly biased (MCAR is rarest)

Megan M. Marron & Abdus S. Wahed (2016) Teaching Missing Data 
Methodology to Undergraduates Using a Group-Based Project Within a Six-

Week Summer Program, Journal of Statistics Education, 24:1, 8-15

Complete Case Analysis (CC)
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Inverse Probability Weighting (IPW)

• Look for similarities between subjects who are missing the outcome of 
interest vs. those who are not

• Find pairings where similarities exist, and calculate the probability of 
missing the outcome of interest based on pairings

• Advantages: results are unbiased under MAR and MCAR
• Disadvantages: reduced sample size, skewed if small predicted 

probability of complete data 
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Megan M. Marron & Abdus S. Wahed (2016) Teaching Missing Data 
Methodology to Undergraduates Using a Group-Based Project Within a 
Six-Week Summer Program, Journal of Statistics Education, 24:1, 8-15
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Last Observed Carried Forward

• Plug in last available measurement in place of the missing values
• Advantages: very simple 
• Disadvantages: decreased sample variance (replacement with 

identical values)
• It is the least preferred method because of large bias

Megan M. Marron & Abdus S. Wahed (2016) Teaching Missing Data 
Methodology to Undergraduates Using a Group-Based Project Within 
a Six-Week Summer Program, Journal of Statistics Education, 24:1, 

8-15
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• Replace missing values with the mean of the available values
• Advantages: easy to implement
• Disadvantages: leads to a reduction in variability. It also changes the 

correlation between the imputed variable vs. other variables.

Unconditional Mean Imputation
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Single Imputation

• Also known as deterministic/regression/conditional mean imputation: 
where missing values are imputed with predicted values from a 
regression equation

• Advantages: usage of complete information to impute
• Disadvantages: imputed values are directly from the regression line, 

decreasing variability. It does not reflect the full uncertainty of the 
missing data.
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Megan M. Marron & Abdus S. Wahed (2016) Teaching 
Missing Data Methodology to Undergraduates Using a 

Group-Based Project Within a Six-Week Summer Program, 
Journal of Statistics Education, 24:1, 8-15
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Stochastic Imputation

• Done by adding randomly drawn residuals from regression imputation, 
based on residual variance from regression model

• Advantages: “adds back” lost variability from regression imputation 
and produces unbiased correlation estimates under MAR
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Megan M. Marron & Abdus S. Wahed (2016) Teaching Missing 
Data Methodology to Undergraduates Using a Group-Based 

Project Within a Six-Week Summer Program, Journal of 
Statistics Education, 24:1, 8-15
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BRDIS Imputed Using MI

• Used STATA 14‘s MICE. Specialized to survey data, allows imputation 
by count and subpopulation analysis at the estimation stage.

Re: Schafer(1999), Enders(2010), IDRE(2016), Rubin(1987), Little(1988), White et al., 
(2011). 
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Phases of MI

• Imputation phase: Using all years data, create multiple copies of the 
data (e.g., m=50, each of which contains different estimates of the 
missing values). R&D, R&DFO, R&DEMP and TOTEMP are imputed. The 
imputation model is:

R&D = 1 + 2R&DFO + 3 + 4TOTEMP + 5X1 + :::::: + kXk + 
R&DFO = 1 + 2R&D + 3R&DEMP + 4TOTEMP + 5X1 + :::::: + kXk + 
R&DEMP = 1 + 2R&D + 3R&DFO + 4TOTEMP + 5X1 + :::::: + kXk + 
TOTEMP = 1 + 2R&D + 3R&DFO + 4R&DEMP + 5X1 + :::::: + kXk + 

• Analysis Phase: Analyze each of the 50 filled in data sets. Yields 50 
sets of parameter estimates and standard errors.

• Pooling Phase: The parameter estimates (e.g. coefficients and 
standard errors) obtained from each of the 50 data sets are pooled.
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Tables
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Tables
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Tables
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• Our study of missing data patterns in BRDIS linked to LBD suggests 
that attrition due to survey response burden is the main reason for 
item nonresponse, more so in higher R&D companies. 

• MI of the data that uses that information provides us with more 
observation for regression analysis to study economic theories that 
matter (without changing the correlation structure of the data). 

• We found that estimates of total R&D are higher than estimates 
obtained with complete case analysis. 

• Recommendations: Moving to Poisson sequential sampling might be a 
good idea to adopt by NSF/Census Bureau. 

• More  information on this research can be found in CES working paper 
17-13. This presentation will appear in UC e-scholarship. 

Conclusions
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Appendix

• A common way to do this in the response literature is binary logistic 
regression.

• By modeling the probability of unit nonresponse in the last year, j, as a 
function of unit nonresponse and item non response in period j-1, we 
can test the hypothesis that  item nonresponse helps predict future 
unit nonresponse.

• In BRDIS, we found item nonresponse in recent years to be 
significant predictor of unit nonresponse in the next year. 

Does Item Non-Response Help Predict Unit Non-Response?
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