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Using an approximate evaluation of Miller's goiden rule formula to calculate autoionization widths which allows for the consideration only of $L^{2}$ functions, the positions and lifetimes of the lowest ${ }^{1,3}{ }^{p}$ autoionizing states of he have been obtained to reasonable accuracy. This method has been extended to molecular problems, and the ab initio configuration interaction potential energy and width surfaces for the $\mathrm{He}\left(2^{3} \mathrm{~S}\right)+\mathrm{H}_{2}$ system have been obtained. Quantum mechanical close-coupling calculations of ionization cross sections using the complex $\nabla^{*}-\frac{i}{2} \Gamma$ potential have yielded rate constants in good agreement with the experimental results of Lindinger, et al. The potential energy surface of the $\mathrm{He}\left(2^{1} S\right)+\mathrm{H}_{2}$ system has also been obtained, and exhibits not only a high degree of anisotropy, but also contains a relative maximum for a perpendicular ( $C_{2 v}$ ) approach which appears to arise from s-p hybridization of the outer He orbital. However, similar ab initio calculations on the $\mathrm{He}\left(2^{1} \mathrm{~S}\right)+\mathrm{Ar}$ system do not show such anomalous structure. In addition, the complex poles of the S-matrix (Siegert eigenvalues) have been calculated En several autoionizing states of He anl $\mathrm{H}^{-}$, with
encouraging results even For quite modest basis sets. This method has been extended to molecular problems, and results have been obtained for the He $\left(2^{3} S\right)+H$ and He $\left(Z^{1} S\right)+H$ systems.
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## I. INTRODUCTION

Penning ionization is the collisional autoionization of a two particle system $A^{*}-\mathbb{E}$, in which the excitation energy of particle $A$ is greater than the ionization potential of particle $B$ :

$$
\begin{align*}
A^{\star}+B & \rightarrow A+B^{+}+e^{-}  \tag{1.la}\\
& \rightarrow A B^{+}+e^{-} \tag{1.1b}
\end{align*}
$$

(Actually, reaction (l.la) is referred to as Penning ionization, while reaction (1.1b) is often called associative ionization.) These reactions play an important role in many phenomena, such as gaseous discharges, shock waves, photolysis, and plasmas. In fact, Penning ionization involvIng He atoms in the lowest metastable states is important in the physics of the atmosphert of stars and planets.

Under the Burn-Oppenheimer approxination, we can separate the electronic problem of the ionization from the nuclear motion. Thus, for a given (fixed) nuclear geometry, the (electronically) bound A*-B state is sicting in a continuum of $A-B^{+}+\mathrm{e}^{-}$states, since the energy of the ejected electron is not quantized. From quantum mechanics, however, we know that in such a situation, the brund state rapidly decays to the cont: nrum, with a lifetime on the order of $10^{-13}$ sec. A way to view this decay is as follows: For energies close to the resonance energy $E_{r}>0$, the eigensolutions have large amplitudes for a bound $A^{*}-B$ configuration near the nuclei, but asymptotically behave like oscillatory continum solu:ions. 1 If we imagine that at time $t=0$ we form the system in the bound state, then this corresponds to a linear combination of
eigenfunctions in which all of the asymptotic oscillations interfere destructively. However, at some later time (still with fixed nuclei), this linear combination of eigensolutions changes, and thus the asymptotic oscillations grow, corresponding to a net outward flux of ionized electrons.

Within a classical or semiclassical framework, all of the interesting aspects of the dynamics--ionization cross sections, brancining ratios for associative to Penning ionization, the angulardistributions of both electrons and heavy particles, and the energy distribution of the ionized electrons--are determined by the three functions $V^{*}, V_{+}$, and ${ }^{18} \mathrm{~V}^{*}$ and $V_{+}$ are the potential energy surfaces for the $A^{*}-B$ and $A-B^{+}$systems, respectively, while it is the width, or probability of ionization, as a function of nuclear coordinates. (Alternatively, $[/ \hbar$ is the autoionization rate, while h/ $/$ is the lifetime of the $A^{*}-B$ state with respect to autoionization.) The present work deals mainly with the calculation of these three functions. Since $A-\mathrm{B}^{+}$is an ordinary bound electronic state, the $\mathrm{V}^{+}$surface can easily be obtained with standard techniques of electronic structure calculations. However, since the $A^{*}-B$ state is imbedded in a continuum of ionized states, other techniques are necessary for the calculation of $V^{*}$ and $\Gamma . V^{*}$ can often be calculated with relative ease by using the stabilization meïhod. ${ }^{2-5}$ In practice, Enis method reduces to a variational calculation in which the trial wavefunction is restricted to those configurations which one intuitively assumes should contribute most to the bound part of the resonant eigenfunction. The form of this trial function is also chosen to decay asymptotically, so that bound state techniques (e.g., integrals over orbitals and matrix diagonalization) may be applied without modification. The calculation of the width is much less straightiorward. One inethod which has been relatively successful
employs the golden rule approximation of Miller. ${ }^{6}$ Uning Fesnbaci projection operator techniques, "Miller "ound that the width is giver by (in atonic units)

$$
\begin{equation*}
\Gamma=2 \pi \rho \mid\left\langle_{p} ; i-E_{r}\right| \lambda^{2} i^{2} \tag{1.2}
\end{equation*}
$$

where $t$ is a normalized bound state wayefunction deseribins thy metastable $A^{*}-B$ state, $X$ is a continum function degenerate with : aicin describes the ionized $A-B^{+}+e^{-}$state, and $\rho$ is the density of continume stases at $E_{r}$, the resonance energy:

$$
\begin{equation*}
\left.E_{r}=\langle\dagger| H| \rangle\right\rangle \tag{1.3}
\end{equation*}
$$

This result suggests that we may view the width as tie square of the coupling matrix element between an initial (bound) and final (continwan) state, in analogy to the standard result from time-dependent perturbation theory. ${ }^{8}$ (The $-\mathrm{E}_{\mathrm{r}}<\varphi|\chi\rangle$ term of Eq. (1.2) results from arthogonalization of $x$ to $\phi$.

A more direct method of determining $V^{*}$ and $:$ which recently has siown great promise is a variational calculation of the Siegert zigenvalues of the system. 9-11 These eigenvalues correspond to complex energies at which the Green's function or, equivalently, the S-matrix, has poles. These occur at the resonances of the system as well as at the jound states. Physically, the pole in the S-matrix for a resonance arises because there is only an outward flux of electrons from the autoionizing state. Since these poles occur energies $E_{r}-\frac{i}{2} \Gamma$, we obtain both $V^{*}$ and $?$ from the same calcuiation.

Until fairly recently, ? had been obtained only for two and chree electron systeras. ${ }^{12,13}$ However, these calculations employed the golden
rule apmonch, and involved procedures, sucit as the use of fylleraes basis set: ar the ratiotion of matriz elements between bound and continuun thetions, whid canozt easily be entended to more complicated systems. Wuther aphrorin, tife achod of rotated coordinates, has also been used cuccesprully fur calculations on small aturace systers, 14 and appears 50 or. h:ll buited to problems with spherical symatry. However the extension Lo nom-spherically symetic problema, ire, molecules, is not clear. Therefore, the goal of the work presented in this thesis has been to develop simple methods for the calculations of autojonization energies and width; which are based on stfonard electronic structure techaigues, and which can be applied to larger, molecular systems. of particular emphasis in this mork have been systems which involve the lowest ${ }^{1,3}$ s states of He colliding with various targets (e.g., $\mathrm{H}, \mathrm{H}_{2}$, and ar). These systems were chosen for a number of reasons: (1) There are relatively few electrons, so that ratherextensive electronic structure calculations are feasible. (2) It is possible, once the potential energy surfaces and widths are available, to obtain cross-section information for these systems fairly easily, which can then be compared with experiment. (3) Reliable experimental data are availab:e on these systems. (4) Experimental results on the $\mathrm{He}\left(2^{\mathrm{l}} \mathrm{S}\right)+\mathrm{H}_{2}$, Ar systems have indicated that the corresponding potential curves contain relative maxima, ${ }^{15-17}$ a rather unusual feature. The following chapters contain the implementation of both the stabilization--golden rule and Siegert eigenvalue approaches outlined above. Chapter II contairs a preliminary calculation of some He resonances by an approximate version of the golden rule method, in which the continuum function $x$ of Eq. (1.2) is replaced by a function which asympcotically decays. The extension of this method to meiecular calculations
is discussed in Chapter IIf, and results ion the potential emergy surianes and widths for the He $\left(2^{3} S\right)+i_{2}$ s $\because$ sterare presented in Chapter iv. In Chapter $\because$, pots quantum mechanical and classical seatecriar calectiations of the ionization cross sections and rate constants for the He ( $\left.2^{3} S\right)+H_{2}$ system are discussed, and shown to be in good agrement $n^{i}$ ath experiment, thus demonstrating that the surfaces and widths are reasonably accurate. Chapters VI and VII present our results for the potential energy surfaces of the $\mathrm{He}\left(2^{1} \mathrm{~S}\right)+\mathrm{H}_{2}$ and $\mathrm{He}\left(2^{1} \mathrm{~S}\right)+$ Ar systems, respectively. The former is shown to contain an anomalous structure for certain geometries, while the latter ducs not. Finali $\because$, the calculations of the Siegert eigenvalues for both atomic and molecula: systems ate discussed in Chapter VIII, and the results for the $H e\left(2^{3} S\right)+H$ and $H e\left(2^{3} S\right)+l l$ systems are presented.


## II. pWildri:ira atoaic calculaTio:is

In order to scucy che feasibility of approximating the continuum function \% in the golder rule formula [Eq. (1.2)] by a function which asymptotically decays, calculations have been performed for the positions and widrhs of twn autoionizing states of He. ${ }^{19}$ Section A discusses the theoretical aspects of the calculation. Results for the He ( $2 \mathrm{~s} 2 \mathrm{p}{ }^{1,3} \mathrm{p}$ ) autoionizing states are presented in Section $B$, and comparsd with more accurate calculations of Miller ${ }^{6}$ and Bhatia and Temkin. ${ }^{12}$

## A. Theoretical Considerations

The motivation for the idea of this approximation lies in the fact that the bound function $\geqslant$ used in Eq. (1.2) decays rapidly to zero outside of a region of space near the nucleus. This implies that we only get contributions to the width Enside of this region, and we threfore only need to know the form of the continum: function $X$ of Eq. (1.2) inside this region. Thus, $X$ can be approximated by a function which also decays asymptotically, i.e., $X$ can be taken as a linear combination of some set of square-integrable $\left(L^{2}\right)$ functions, as long as this set spans a region of space at least as large as that spanned by $\phi$. (Furthermore, since $\phi$ approximates the exact resonant eigenfunction in the region of configuration space characterizing the metastable state, the quantity ( $H-E_{r}$ ) $\phi$ is approximately zero. Therefore, the form of $X$ is actually important only in some "shell" near the extent of $\phi$. )

As will soon become clear, a convenient choice for this approximate $X$ is one of the non-resonant eigenfunctions of the Hamiltonian matrix used in the stabilization procedure. For, following llazi and Taylor's analysis of a one-dimensional model problem, ${ }^{2}$ winen we performed a stabilization
calculation, ve stari witi some basis of X orthonormal sin conifurations $\left\{{ }^{\prime}{ }_{i}\right.$ ' and inaponalize tie fanintonisa matrix

$$
\begin{equation*}
H_{i j}=\left\langle\left. t_{i}^{\prime} H\right|_{j}\right\rangle \tag{2.1}
\end{equation*}
$$

On physical grounds, we can then identify one root as the resonance:

$$
\begin{equation*}
y_{r}=\sum_{i=1}^{N} a_{r i} \phi_{i}, \tag{2.2}
\end{equation*}
$$

and obtain the resonance position:

$$
\begin{equation*}
E_{\mathbf{r}}=\left\langle\psi_{\mathbf{r}}\right| H\left|\psi_{\mathbf{r}}\right\rangle \tag{2.3}
\end{equation*}
$$

In addition, as Hazi and laylor demonstrate, ${ }^{2}$ some of the other N-1 eigenfunctions of $H_{i j}$ are approximate "continuum-1ike" solutions of energy $E_{c}$ that correspond to the ionized state $\mathrm{He}^{+}+\mathrm{e}^{-}$for various electron energies:

$$
\begin{equation*}
x_{c}=\sum_{i=1}^{N} a_{c i} \Phi_{i} \tag{2,4}
\end{equation*}
$$

These approximate solucions oscillate within the space spanned by the basis set, but decay rapidly to zero outside of this space. But since this space is the same as that over which $\psi_{r}$ is defined, approximating $X$ of Eq. (1.2) by one of the $X_{c}$ having the proper energy should still provide a reasonable result for the width.

A further consideration is that $\psi_{r}$ of Eq. (2.2) also contains contributions from configurations which correspond to continuum-like solutions. To get a bound function for the golden rule expression,
then, we must first project out of $\mathrm{H}_{\mathrm{r}}$ these continuurn contributions. This is easily done by restricing the sumation in Eq. (2.2) to exclude these continum confiburations. This then provides us with our approximate $\phi$ :

$$
\begin{equation*}
\phi \cong \sum_{i=1}^{N}{ }^{\prime} a_{r i}{ }_{i} \tag{2.5}
\end{equation*}
$$

where the prime on the sumation indicates the exclusion of certain configurations. (Note that if this projection is not done, the orthogonality of $\psi_{r}$ and $X_{c}$ mould give a zero width.) Substituting the approximate $X$ and $\ddagger$ ctoices of Eqs. (2.4) and (2.5) into the golden rule formula (1.2), and using the fact that

$$
\begin{equation*}
H X_{c}=E_{c} X_{c} \tag{2.6}
\end{equation*}
$$

we trivially obtain our working equation for the width:

$$
\begin{equation*}
\Gamma=2 \pi \rho\left(E_{r}-E_{c}\right)^{2}\left|\Sigma^{\prime} a_{r i} a_{c i}\right|^{2} \tag{2.7}
\end{equation*}
$$

where the prime emphasizes that the sumation excludes certain configurations.
Before using Eq. (2.7), however, we must first determine $\rho$, the derisity of continuum states at the resonance energy. As discussed above, $\chi_{c}$ decays rapidly at the boundary of the space spanned by the basis set. This roughly corresponds to the boundary condition of an infinite wall at some boundary $L$, so that we maj use a particle-in-a-box analysis to claim that the energies of continuum states corresponding to $\mathrm{He}^{+}+e^{-}$which are determined by the basis set are roughly given by (in atomic units)

$$
\begin{equation*}
E_{n}=-\frac{1}{2} z^{2}+\frac{1}{2} k_{n}^{2} \tag{2.8}
\end{equation*}
$$

where $-\frac{1}{2} 2^{2}$ is the energy of the $\mathrm{He}^{+}$core and $\mathrm{k}_{\mathrm{n}}$ is given by

$$
\begin{equation*}
k_{n} \approx 2 \pi n i L \tag{2.9}
\end{equation*}
$$

This analysis is substantiated by the fact that when $k_{n}$ is determined for each continuum eigenvalue, a $k_{n}$ vs $n$ plot is nearly linear. From Eq. (2.8), it is clear that

$$
\begin{equation*}
\frac{\partial E_{n}}{\partial n}=k_{n} \frac{\partial k_{n}}{\partial n} \tag{2.10}
\end{equation*}
$$

or, for a unit change in $n$,

$$
\begin{equation*}
\Delta E_{n} \approx k_{n} \Delta k \tag{2.11}
\end{equation*}
$$

However, since the eigenfunctions are normalized to unity by the stabilization procedure, we can take

$$
\begin{equation*}
\rho=\frac{1}{\Delta E} \approx \frac{1}{k_{n} \Delta \mathbf{k}} \tag{2,12}
\end{equation*}
$$

The slope $\Delta k$ of the $k_{n}$ vs $n$ plot can be determined to an accuracy of 10-15\%, causing a corresponding uncertainty in $\rho$.

## B. Results for $\operatorname{He}\left(2 s 2 p^{1}, 3_{p}\right)$

The positions and widths of the $2 s 2 p^{1,3}$ patoionizing states of he were calculated using the HETIMT and MRINO programs written by Schaefer. ${ }^{20}$ The basis sets for these calculations were con!osed of linear combinations of Slater determinants formed fron Slater type orbitals with exponents
given in Table l. (Each orbital in this lisc is ortnogonalized to those preceeding it.) The $2 s$ and $2 p$ exponents were chosen by optimizing the energy of the autoionizing state in a separate salculation consisting only of the $2 s 2 p$ and $2 s 2 p$ configurations. A set of diffuse $p$ functions was then added to represent an oscillatory continum orbital. (The rather large exponent for this $p$ set was chosen so that the outermost maxima of the radial $p$ functions rougnly matched the extrema of a radial coulomb function of the proper energy.)

From the orbital basis in Table $1,1 s 2 p$ and $2 s 2 p$ configurations were chosen to represent the bound resonant state, and a set of $1 \mathrm{~s} 2 \mathrm{p}^{\prime}$, 1s3p, ...., ls8p configurations was taken to represent various continuum solutions. That is, since these configurations roughly correspond to a bound ls electron and a $p$ electron with large amplitude far from the nucleus, a linear combination of such lsmp configurations should approximate the $\mathrm{He}^{+}+\mathrm{e}^{-}$state. Configuration interaction (CI) calculations were then performed with this set of 9 configurations. Since only the 1 s 2 p and 2 s 2 p configurations were chosen to describe the resonance, the primed sumnation in Eq. (2.7) consists only of two terms. $\Gamma$ is thus not only very simple to evaluate, but is also a direct measure of the amount that the resonant state mixes into the continum state, and vice-versa.

It was initially hoped that the resonant root would be closely bracketed by continuum-like solutions, providing (approximately) the degeneracy to $\phi$ required by the golden rule formula and allowing for the computation of an average width. However, since adjacent continuum solutions differ (roughly) by one-half of a wavelength over the effective length of the "box" formed by the basis set (see Section $A$ ), these

Iable 1 . Easis sets for atomi= calculations.

|  | $3_{P}$ | $1_{P}$ |
| :---: | :---: | :---: |
| 15 | $2=2.00$ | $z=2.00$ |
| 2s | . 74 | . 56 |
| 2p | . 85 | . 99 |
| $2 p^{\top}, 3 p-8 p$ | 1.71-1.81 | $1.71-1.81$ |

Figure I. F for He $\left({ }^{3} \mathrm{P}\right)$ resonance as determined from the gnlden rule equation (2.7) fur several basis sets giving continuum roots in a zange near the resonance energy $\mathrm{E}_{\mathrm{r}}=-0.7504 \mathrm{a}$ a.

solutions are widely spaced. It was possible, though, by adjusting the exponent $\zeta$ of the $2 p$ '-8p set, to get one continum-like solution fairly close to resonance. In fact, as 5 was varied, the energy $E_{c}$ of the closest continuum root moved monotonically through an interval about $E_{r}$. The width $I$ was then calculated for a number of $E_{c}$ values. Since both $?$ and $E_{r}$ were relatively stable against variations in $\zeta, \Gamma\left(E_{c}\right)$ values could easily be interpolaced for a value at $E_{c}=E_{r}$. Results for $\Gamma$ as a function of $E_{c}$ are plocted in Figure $I$ for the He ( ${ }^{3} \mathrm{P}$ ) resonance. Final interpolated results for the positions and widths of the $1,3_{p}$ resonances are given in Table II, and compared with the more accurate golden rule calculations of Miller, ${ }^{5}$ and with the accurate Feshbach projection operator calculations of Bhatia and Temkin. ${ }^{12}$ The agreement in the ${ }^{1} P$ widths is quite good, while our ${ }^{3}$ p width is about a factor of two too large. From the crudeness of the approximations described above, however, even an error of a factor of tiro is quite reasonable. It is also important to note here that good results can be obtained for the widths even though the errors in the resonance energies are quite large. Of course, the resonance energies could be improved by performing larger CI calculations, but the interest here was in determining if reasonable widths could be obtained with a small enough basis such that the method presented above could be applied to larger systems, as will be discussed in the following chapters.

Table II. Final results for atomid resonances.

|  | This Work |  | Miler's Results ${ }^{\text {a }}$ |  | Accurate Values ${ }^{\text {b }}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| State | $E_{r}$ (a.u.) | $\Gamma(\mathrm{eV})$ | $E_{r}$ (a.u.) | $\Gamma(\mathrm{eV})$ | $E_{r}$ (a.u.) | I' (eV) |
| $\mathrm{He}\left(2^{1} \mathrm{P}\right)$ | -0.6577 | 0.0420 | -0.6579 | 0.0375 | -0.6929 | 0.0374 |
| $\mathrm{He}\left(2^{3} \mathrm{P}\right)$ | -0.7504 | 0.0170 | -0.7531 | 0.0078 | -0.7615 | 0.0084 |

$a_{\text {See References }} 6$
${ }^{\mathrm{b}}$ See References 12.

IIT. THE EXTE:SLO: OF A: APPROXIMATE GOLDE: RLLE METHOD TO MOLECKIAR CALCULATEONS

In the preceeding chapter, we demonstrated tiat one could odtain reanonable results for tine width of an autoionizirg state even when tine continuun function $X$ in the golden rule Formula $\{$ Eq. (1.2)] is replaced by a function which asymptotically decays. However, tie procedure discussed above possesses several serious drawbacks, pronibiting a direct application to molecular 'systems. First, the method is not accurate enough for quantitative calculations. Second, the neєd for running several calculations with different basis sets would make the method too costly. Finally, the procedure requires the identification of a "continuum-like" eigensolution; which is difficult, if not impossible, for iarger, molecular systems.

These drawbacks ram be eliminated, however, by a more sccurate (but still practical) choice tor the continuum Eunction $X$. For, with only a different choice for $X$ (involving the true coulomo orbital for the ionized electron), Hiller ${ }^{6}$ obtained very accurate widtins for the atomic systems discussed in Chapter II (cí. Taole II). The major problem with such a choice for $X$, though, is that the matrix element evaluations required by tine golden rule formula are too time-consuming for general application to larger systems. The basic idea of the approach developed in this chapter, then, is to explicitly expand this coulomb orbital in a set of square-integrable functions. As we shall see, this leads to a practical way of defining the $?$ and $Q$ projection operators of the Feshoach approach ${ }^{7}$ such that standard configuration interaction (CI) techniques can be used with almost no modifications. Application of
 As before, let how the cleat once :amilewnian En an autoionization problem with $:$ electron (The nuclear geometry $\overrightarrow{\mathrm{R}}$ is fixed and suppressed.)

 another winch zepemides the product of an $\therefore-1$ defection ion core wavefunction and a function wish asymptotically behaves like a coulomb wave. Now suppose we choose an orthonormal ser of $L^{2}$ spatial orbitals $\left\{\phi_{1}, \ldots, \phi_{n}\right\}$ winch is flexible enough to represent both the bound and the ionized components of the resonant eigenfunction in some finite region of space. We then construct orthonctal configurations ${ }_{i}$ : by king linear combinations of Slater determinants formed from this orbital set which have the proper spatial symmetry. This set of orthonormal configureLions $\left\{\hat{\vartheta}_{i}\right\}$ forms the basis for a space $\hat{A}$ of $N$ electron wave functions, where $\hat{A}$ is a subspace of $A$, the space of all possible $N$ electron wavefunctions. Let us next denote by $\hat{H}$ the representation of $H$ in this space A. That is,

$$
\begin{equation*}
\hat{H}=\sum_{i j}\left|\phi_{i}>H_{i j}<\phi_{j}\right| \tag{3.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\left.H_{i j}=\left\langle\Phi_{i}\right| H| \rangle_{j}\right\rangle \tag{3.2}
\end{equation*}
$$

We now wish to partition the space $\hat{A}$ such that we can identify the bound and ionized components of the eigenfunction of $\hat{H}$. For this purpose, let ${ }^{\prime}$ ion be an approximate wavefunction for the ground state of the $N-1$ electron ion core which has been constructed from the $\left.i \varphi_{1}\right\}$ set,
and 16 : us derine

$$
\begin{equation*}
x_{i}=A ;_{i o n}\left(\vec{r}_{1}, \ldots, \vec{r}_{2-1}\right) \dot{r}_{i}\left(\vec{r}_{y i}\right) \quad, \quad i=1, \ldots, n, \tag{3.3}
\end{equation*}
$$

whre Ais the antismmetrizer. Then each $X_{i}$ has the form of an ion corf, times another orbital, and since ${ }_{j}$ ion has been constructed from the $\left[{\underset{r}{i}}^{\}}\right.$set, each $X_{i}$ can aiso be written in terms of the $N$ electron configurations $\left\{\phi_{i}\right\}$. The set $\left\{x_{i}\right\}$ therefore spans some subspace of $\hat{A}$. We can then define the desired projector $?$ onto this subspace as

$$
\begin{equation*}
P=\sum_{i=1}^{n}\left|x_{i}><x_{i}\right| \tag{3.4}
\end{equation*}
$$

and the conjugate projector $Q$ as

$$
\begin{equation*}
Q=1-P \tag{3.5}
\end{equation*}
$$

What these definitions mean physically is that any element in the $P$ subspace of $\hat{A}$ can be written as an antisymmetric product of an ion wavefunction for $\mathrm{N}-1$ electrons and another function $\mathrm{f}\left(\vec{r}_{N}\right)$, while an element in the $Q$ subspace cannot. That is, the bound function $\phi$ in the golden rule formula is an element only of the $Q$ subspace. In fact, $\phi$ is an eigenfunction of $\hat{Q H Q},{ }^{7}$ so that both $\phi$ and $E_{r}$ can be easily determined, as we will see.

We now consider the appropziate form for the continum function $\chi$ which we shall use in the golden rule expression, following closely the development of Miller, et al. ${ }^{13}$ As a physical assumption, suppose we take

$$
\begin{equation*}
\chi\left(\vec{r}_{1}, \ldots, \vec{r}_{N}\right)=\wedge_{\psi_{\text {ion }}}\left(\vec{r}_{1}, \ldots, \vec{r}_{\mathrm{r}-1}\right) \phi_{c}\left(\vec{r}_{N}\right) \tag{3.6}
\end{equation*}
$$

where ${ }_{c}$ is a coulomi orbital for the ionized elecron with as:mptotic energy $\varepsilon$ and direction $\hat{E}$. Enploying a partial wave expansion of $\because c$ and the major interparticle asis, we obtain

$$
\begin{equation*}
\phi_{c}(\vec{r})=\sum_{\lambda m} Y_{\ell m}^{*} i^{\hat{\ell}} \exp \left(i \sigma_{\ell}\right) \bar{\psi}_{\varepsilon \ell_{\mathrm{m}}}(\vec{r}) \tag{3.7}
\end{equation*}
$$

where $\sigma_{\ell}$ is the usual coulomb phase shift and the partial coulomb orbital $\hat{p}_{\text {chm }}$ is

$$
\begin{equation*}
\phi_{\varepsilon \ell m}(\vec{r})=r^{-1} F_{\ell}(-1 / k, k r) Y_{\hat{\lambda} m}(\hat{r}) \tag{3.8}
\end{equation*}
$$

with $k=(2 \varepsilon)^{1 / 2}$. ( $\hat{E}$ and $\hat{r}$ are referred to the major interparticle axis.) Since the radial coulomb function $F_{2}$ is normalized for large $r$ as

$$
\begin{equation*}
F_{\ell}(-1 / k, k r) \sim \sin \left[k r+(1 / k) \ln (2 k r)+(\pi \ell / 2)+\sigma_{2}\right], \tag{3.9}
\end{equation*}
$$

the density of continuum states $\rho$ is given by

$$
\begin{equation*}
2 \pi \rho=4 / k \tag{3.10}
\end{equation*}
$$

Defining $X_{\text {elm }}$ by Eq. (3.6) with $\phi_{\text {elm }}$ replacing $\Phi_{c}$, we substitute the expansion in Eq. (3.7) into the golden rule formula [Eq. (1.2.)], and obtan the autoionization width in the direction $\hat{\varepsilon}$ :

$$
\begin{equation*}
\Gamma(\hat{\varepsilon})=\frac{4}{k}\left|\sum_{\ell m} Y_{\ell m}(\hat{\varepsilon}) i^{-\ell} \exp \left(i \sigma_{\ell}\right) I_{\ell}\right|^{2} \tag{3.11}
\end{equation*}
$$

where

$$
\begin{equation*}
I_{2}=\langle\phi| H-E_{r}\left|X_{E l m}\right\rangle \tag{3.12}
\end{equation*}
$$

For a collinear case in winct lite excited and ioniated states are of the same spatial. symmety, ondy the m $=0$ term contributes to the sumation in Eq. (3.11). (Other cases will be considered as tiey occur.) Furthermore, the margitude $\varepsilon$ of the energy of the ionized electron is fized by onergy conservation. That is, for a fixed nuclear geometry $\vec{R}$, $E$ is simply the vertical difference between the excited and ionized surfaces:

$$
\begin{equation*}
\varepsilon=V^{*}(R)-V_{t}(R) \tag{3.13}
\end{equation*}
$$

Therefore, to get a total width, we need only integrate over angles:

$$
\begin{equation*}
\Gamma=\int \mathrm{d}_{2} \hat{E} \Gamma(\hat{c}) \tag{3.14}
\end{equation*}
$$

Einally, substituting Eq. (3.11) Eor $\hat{\Gamma}(\hat{E})$ into Eq. (3.14) and performing the integration over $\mathrm{d}_{2} \hat{E}$ trivially (since the $\mathrm{Y}_{20}(\hat{\mathrm{E}}$ ) functions are arthonormal), we obtain

$$
\begin{equation*}
\Gamma=\frac{4}{k} \sum_{Q=0}^{\infty}\left|I_{Q}\right|^{2} \tag{3.15}
\end{equation*}
$$

where

$$
\begin{equation*}
I_{Q}=\langle\phi| H-E_{r} \mid A \psi_{\text {ion }}\left(\vec{r}_{1}, \ldots, \overrightarrow{\mathbf{r}}_{\mathrm{N}-1}\right) \phi_{\left.\left.\varepsilon \ell 0^{\left(\vec{r}_{N}\right.}\right)\right\rangle} \tag{3.16}
\end{equation*}
$$

We now wish to obviate the problem of needing to calculate matrix elements containing coulomb Eunctions, as in Eq. (3.16). From the discussion in the preceeding chapter, it would seem reasonable to expand the coulomb orbital $\phi_{\varepsilon \ell}$ in the orbital basis $\left\{\phi_{i}\right\}$ :

$$
\begin{equation*}
\phi_{E \ell O} \cong \sum_{i=1}^{n} a_{i}^{(2)_{i}}, \quad a_{i}^{(2)}=\left\langle\phi_{i}\right| \phi_{E \ell 0^{\prime}} \tag{3.17}
\end{equation*}
$$

In Eact, : :ickmen, et al. ${ }^{21}$ demonstrated with calculations on the tie (2 $\left.{ }^{3} \mathrm{~S}\right)+\mathrm{H}$ system that for the choices of F and Q projectors presented above, the part of cho which is not square-integrable may be neglected in a calculation of the width. Therefore, we may appronimate $X_{\text {eio }}$ by

$$
\begin{equation*}
x_{E 3,0} \cong A v_{i o n}\left(\vec{r}_{1}, \ldots, \vec{r}_{N-1}\right)\left(\sum_{i=1}^{n} a_{i}^{(0)} \hat{r}_{i}\left(\vec{r}_{i}\right)\right) \text {, } \tag{3.18}
\end{equation*}
$$

or,

$$
\begin{equation*}
x_{t 20} \cong \sum_{i=1}^{n} a_{i}^{(2)}\left[\lambda_{i o n}\left(\vec{r}_{1}, \ldots, \vec{r}_{N-1}\right) \phi_{i}\left(\vec{r}_{N}\right)\right] \tag{3.19}
\end{equation*}
$$

where the quantity in square brackets is an element of the $P$ subspace, as discussed above, and is identically one of the basis configurations $\phi_{i}$ of that subspace when a single determinant is chosen for $\psi_{i o n}$, as has been done in our work. Thus, $X_{\text {elo }}$ of Eq. (3.19) is a linear comoination of elements in the $P$ subspace:

$$
\begin{equation*}
\chi_{E \ell O} \equiv \sum_{P} a_{i}^{(\ell)} \Phi_{i} \tag{3.20}
\end{equation*}
$$

where the $P$ subscript signifies that $\Phi_{i}$ is a member of the $P$ subset. Furthemore, since the bound function $\phi$ of Eq. (3.16) is an eigenfunction of $Q \hat{H} Q$, it can be written as a linear combination of elements in the $Q$ subspace:

$$
\begin{equation*}
\phi=\sum_{Q} b_{j} \Phi_{j} \tag{3.21}
\end{equation*}
$$

Using the expressions for (evo and if given by Egs. (3.20) and (3.21), we obtain:

But since $\phi_{j}$ and $\phi_{i}$ have been constructed from the same -3 of orthonomal orbitals, they are orthonormai, so the $-\mathrm{E}_{\mathrm{r}}$ term is zero, and we are thus leff with only off-diagonal (i.e., Pho) matrix elements which are normally calculated in a CI procedure. Dur final working equation is therefore given by

$$
\begin{equation*}
\Gamma=\frac{4}{k} \sum_{i=0}^{\infty}\left|\sum_{Y} b_{j} \sum_{\mathrm{P}} \mathrm{a}_{\mathrm{i}}^{(i)} \mathrm{H}_{\mathrm{ji}}\right|^{2} \tag{3.23}
\end{equation*}
$$

Before proceeding to some actual calculations using Eq. (3.23), we will sumarize the basic steps in the computation:

1. An orbital basis set $\left(p_{1}^{\prime}, \ldots, \phi_{n}^{\prime}\right)$ is chosen. An orthogonal transformation is performed on them (i.e., a self-consistent-field calculation is done) to generate better orbitals $\left\{中_{1}, \ldots, p_{n}\right\}$ from which we construct the $N-1$ elecrion $\psi_{i o n}$ function, the ground state of the core ion. This procedure also provides $V_{+}$, the ionized state energy at the given nuclear geometry.
2. The same $\left\{\phi_{1}, \ldots, \phi_{n}\right\}$ set is used to construct a set of $N$ electron configurations needed for a CI calculation.
3. This configuration set is divided into $P$ and $Q$ subspaces, with the $P$ configurations following the $Q$ configurations. $P$ configurations are those which have the form of $\psi_{\text {ion }}$ ' another orbital. A11 other configurations are in the $Q$ subspace.
4. The Hamiltonian matrix $\hat{\mathrm{H}}_{\mathrm{ij}}$ is computed. It has the Eolinsing blacked form:

5. The Q $\hat{H} Q$ block of $\hat{H}$ is diagonalized to yield o (i.e., the $\left\{b_{j}\right.$ \} coefficients) and $E_{r}$, the resonance energy $\psi^{*}$ for the given nuclear geometry.
6. From $v_{+}$and $v^{*}$, $\varepsilon$ is computed from Eq. (3.13), giving $k=(2 \varepsilon)^{1 / 2}$. The $a_{i}^{(2)}$ coefficients are then obtained by evaluatiug the necessary overIap integrals of Eq. (3.17).
7. Finally, using the $\mathrm{p} \hat{H} \mathrm{O}$ block of matrix elements, Eq. (3.23) is evaluated to yield the width at the given nuclear geometry.


The chapter presents the results for the potential energies $v^{*}$ and $V_{+}$and widtins for the He ( $\left.1 \mathrm{~s} 2 \mathrm{~s}^{3} \mathrm{~S}\right)+\mathrm{H}_{2}$ system as functions of the nuclear geonetry, obtained from the stabilization--golden rule metnod described in Chapter III. Because the excitation energy of $\mathrm{He}\left(2^{3} \mathrm{~S}\right)$ is So large ( $n, 20 \mathrm{eV}$ ), ionization must be considered for all nuclear geometries. The geometric parameters for this system are shown in Figure II. R is the distance from the helium to the midpoint of $\mathrm{H}_{2}$, $r$ is the $\mathrm{H}_{2}$ bondlength, and S is the angle between the two.

It should be pointed out here that the only other theoretical calculation of the potentials and widths for this system were carried out by Cohen and Lane, ${ }^{22}$ who also studied the corresponding singlet syster. However, their procedure is somewhat limited in applicability, as they employed a smaller, valence-bond CI with a single-center expansion to describe the $\mathrm{H}_{2}$ molecule. In addition, they present results only for the equilibrium bond length of $H_{2}$. They also obtained widths using a golden-rule procedure as described above, but employing a slightly different (and less practical) expansion of the coulomb orbital in $\mathrm{L}^{2}$ functions than that used here.

The self-consistent-field and Hamiltonian matrix element calculations described in Chapter III were performed with the GAUSSIAN 70 SCF program ${ }^{27}$ plus the CI package developed by Morokuma and co-workers. ${ }^{23}$ The basis set of Slater type orbitals used in our calculations is given in Table III. Each STO in this list was expanded in six Gaussian orbitals, with exponent scaling factors rec•mmended by Hehre, et al. ${ }^{28}$ This "double zeta plus polarization" level basis set was used in

Tanle IIT. fasis set of shater-type orbitals for the calculations on $\operatorname{He}\left(2^{3} 5\right)-H_{2}{ }^{a}$

| 2 ton | Orbital | Zeta |
| :---: | :---: | :---: |
| He | - 1 s | 2.00 |
|  | is | 1.00 |
|  | 2s | 0.61 |
|  | $2 p_{x}, 2 p_{y}, 2 p_{z}$ | 0.61 |
| Each H | $1 s$ | 1.50 |
|  | 1 s | 1.00 |
|  | $2 p_{x}, 2 p_{y}, 2 p_{z}$ | 1.00 |

${ }^{a}$ Each STO was expanded in 6 Gaussian-type orbitals.

Figure II. Coordinates ( $\mathrm{R}, 0, \mathrm{r}$ ) specifying the geometry of $\mathrm{He}+\mathrm{H}_{2}$.

Figure II.

order to accurately describe botin the $\mathrm{He}^{*} \mathrm{H}_{2}$ resonance and he ${ }_{2}^{+}$ionic states. However, in order to be able to identify the resonant eigensolution of fita, only a single 2 s orbital was included in the basis set, with an exponent that was optimized in a separate calculation of fie ( $2^{3}$ ) . It was thus hoped that the resonant root could be characterized as having a major contribution from the configuration corresponding to a single excitation from the lowest molecular orbital (essentially a ls orbital on He) to the molecular orbital most resembling a $2 s$ orbital on He. This was found to be true. In fact, since the resonant state we are iaterested in has triplet spin symetry, it was usually the lowest root of oflo.

The SCF procedure described above was then used to oittain good molecular orbitals for a description of the ground state of $: \mathrm{BeH}_{2}^{+}$, as required by our choices for the $P$ and $Q$ projectors. In order to demonstrate that this choice of molecular orbitals does not significantly harm the accuracy of the CI description of the $\mathrm{He}^{*} \mathrm{H}_{2}$ state, tests were run with different basis sets. Since it is we 11 known that when every possible symnetry-allowed configuration arising from a given orbital set is retained in the CI basis (i.e., when a full CI is performed), the eigenvalues of the CI Hamiitonian do not change when the basis orbitals are rotated (as happens in the SCF procedure), we first considered an orbital basis set which was sufficiently small that a full CI could be performed. Such a basis was obtained by deleting the hydrogenic p orbitals from the basis given in Table III. CI potential energy and width results for this basis were then compared with those obtained from a CI calculation in which only single and double excitations from the ground state reference occyancy ${\underset{1}{1}}_{1}^{\phi_{1}}{ }_{2}{\underset{2}{2}}_{2}$ are retained. (Again, since the $\phi_{1}$ and $\phi_{2}$ orbitals are obtained from an SCF calculation

 expected ifferences in asymptotic ( $R \rightarrow \infty$ ) limits, fin notential surfaces obtained in these calculations were virtually identical, and tite width surfaces differed by less than $3 \%$. Therefore, in our final calculations with the full orbital basis of Table III, we retained only single and double excitations in the CI' wavefunction. This produced a manageable number of configurations spanning the QHQ subspace: $150^{3}{ }^{3} 1$ configurations for $\mathcal{C}_{2 v}\left(6=90^{\circ}\right)$ geometries, $237^{3} \Sigma^{+}$configurations for $C_{\text {d }}$ $\left(\theta=0^{\circ}\right)$, and $3 I j^{3} A^{\prime}$ configurations for $C_{s}\left(A=45^{\circ}\right)$. Two furtiner tests of the potential surface were then carried out for this basis. firsc, with the helium far removed (i.e., $\mathrm{R} \rightarrow \infty$ ), the $\mathrm{H}_{2}$ bond length (r) was varied, and the dependence of the energy was found to be exactly that for an isolated $\mathrm{H}_{2}$ molacule. ${ }^{24}$ Second, with one of the hydrogens far removed and the otier near the helium, the energy dependence was in good agreement with the ${ }^{-} \mathrm{He}\left(2^{3} \mathrm{~S}\right)+\mathrm{H}$ results of Hickman, et al. ${ }^{21}$

The dimensions of the PHP blocks of the matrix, i.e., the number of P -type configurations; were relatively small: 6 for $\mathcal{C}_{2 \mathrm{~V}}$ geometries, 8 for $C_{\infty v}$, and 11 for $C_{s}$. This is fortunate in that these are the numpers of coefficients $a_{i}^{(\ell)}=\left\langle\phi_{i}\right| \phi_{E \ell O^{\prime}}{ }^{\gamma}$ which must be computed for each $\ell$ in the partial wave sum for $[$. The overlaps were evaluated by Gaussian quadrature, with the coulomb orbital (which is centered at the midpoint of $\mathrm{H}_{2}$ ) evaluated using the continued fraction algorithm oí Steed. ${ }^{2 j}$

It is worthwhile to point out that once the $Q \hat{H} Q$ block is diagonalized and the $\left\{b_{j}\right\}$ coefficients for the resonant root have been determined, the quantity $\sum_{Q} b_{j} H_{j}$ can be computed for each of the (6-11) i values oc the ?
subspace. As the CI matrix is now no longer needed, the $a_{i}^{(2)}$ coefficients, and the $l_{i}$, values and total $i$ can then be computed in a separate calculation. Before this can be done, however, the energy of the ejected electron biven in Eq. (3.13) must be computed and corrected for the errors in the asymptotic $(R \rightarrow \infty)$ limits of the $V^{\star}$ and $V_{+}$surfaces. The correct asymptotic liait for $\mathrm{He}_{\mathrm{C}}^{\mathrm{H}} \mathrm{H}_{2}^{+}(\mathrm{r}=2.0)$ of $-3.5063 \mathrm{a} . \mathrm{u}$. was taken from Edmiscon, et al. ${ }^{26}$ For $\mathrm{He}\left(2^{3} \mathrm{~S}\right)+\mathrm{H}_{2}(r=1.40)$, the correct asymptotic 1imit of -3.3495 a.u. was computed by adding together the energy of two hydrogen atoms ( -1.0 a.u.), the experimentally accepted $H_{2}$ well depth ( $D_{e}=$ 0.1743 a.u.), the helium ground state ( -2.9037 a.u.), and the excitation energy of the $1 \mathrm{~s} 2 \mathrm{~s}^{3} \mathrm{~S}$ state ( $0.728_{4}$ a.u.).

One final coment must be made concerning our calculations. Even though this is a triatomic system, only $m=0$ contributions were included in the partial wave sumatioli for $\Gamma$ (see $E q$. (3.11) and the subsequent discussion). This procedure is valid for the following reasons: For $\mathcal{C}_{\infty \mathrm{y}}$ (collinear) geometries the ionization is a $Z \rightarrow \Sigma$ transition, so only the m $=0$ term contributes, as discussed in Chapter III. For $C_{2 v}$ (perpendicular) geometries, only even $m$ terms can contribute, since the $R$ axis is also an axis of $C_{2}$ symmetry. Also, the maximum \& (and hence $\mathrm{m})$ in the orbital basis of Table III is $\ell=1$, so that only the $m=0$ term will contribute in this case; otherwise, the angular integrations in $I_{\ell}$ [see Eq. (3.12)] involving the product of $\phi$ and the coulomb orbital will give zero. Finally, in the $C_{s}(\theta=459$ case, all m contribute in principle, so that the $m=1$ term does have a non-zero effect in this case. However, this contribution has been shown to be smali, ${ }^{22}$ as the resonant wavefunction $\ddagger$ contains only very small contributions from configurations which do not possess $\Sigma$ symmetry. This implies that the

- $\quad$ (in
$H_{2}$ may be treated as a neafly spherically symerric entity, m armment which is botne out $b:$ the fact that $V^{*}$ and rare fatrly insensitive =. the angle $f$, and that tiese quantities change smoothly as $\bar{j}$ is varied from $0^{\circ}$ to $90^{\circ}$. An additional fact which suppores this argument is that if the $\mathrm{H}_{2}$ is treated as spiericaliy symetric, calculated ionization cross sections for various collision energies are in excellent agreement with those calculated by treatiag the $\mathrm{H}_{2}$ as a rigid rotator (see Chapter V). It was thus felt that $m=1$ terms could be neglectec in these calculations.

Potential energies $\psi^{*}$ and $Y_{+}$and widths ${ }^{7}$ were caiculated ior several vaiues of $\mathrm{B}, \mathrm{E}$, and r (cf. Figure II ). (The nuclear repulsion energy is always included in the potentials.) The complete results are listed in Table IV. Even though the orbital basis set was not optimized for the $\mathrm{HeH}_{2}^{+}$system, the collinear SCE $\mathrm{V}_{+}$energies we obtained are in good agreement with the results of Brown and Hayes. ${ }^{29}$ In addition, the $V^{*}$ results we obtained are in good agreement with, though somewhar less repulsive for $R<6 a_{0}$, than those obtained by Haberland ${ }^{30}$ by fitting molecular beam differential cross section measureaents.

Since there are three degrees of freedom in this system, it is difficult to graphically display the results. However, as the scattering calculations presented elsewhere in this thesis are based on a rigid rotator approximation to the $H_{2}$ molecule (see Chapter V), we will discuss the "slices" of the excited state $\mathrm{V}^{\star}$ potential and width $\Gamma$ corresponding to a fixed value of $r=1.40 \mathrm{a}_{\mathrm{o}}$ (the equilibrium bond length). Such slices of $V^{\star}$ and $\Gamma$ are shown in Figures III and IV, respectively. Considering Figure III, we see that the potential is basically repulsive, as would be expected from the repulsion of the excited helium electron

Table [.

| R | 6 | $r$ | $v^{*}$ | $\Gamma$ | $\mathrm{V}_{+}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 3.0 | 0 | 1:00 | -3.186143 | $6.06 \times 10^{-3}$ | -3.309554 |
| 3.0 | 0 | 1.25 | -3.21658́a | $3.78 \times 10^{-3}$. | -3.395816 |
| 3.0 | 0 | 1.30 | -3.216311 | $3.47 \times 10^{-3}$ | -3,407380 |
| 3.0 | 0 | 1.35 | -3.214,490 | $3.19 \times 10^{-3}$ | -3.416385 |
| 3.0 | 0 | 1.40 | -3.2114.2L | $2.95 \times 10^{-3}$ | -3.424050 |
| 3.0 | 0 | 1.80 | $-3.158920$ | $1.52 \times 10^{-3}$ | -3.454388 |
| 3.0 | 45 | 1.40 |  |  | -3.421032 |
| 3.0 | 90 | 1.00 | -3.208059 | $7.34 \times 10^{-3}$ | -3.304738 |
| 3.0 | 90 | 1.35 | -3.255670 | $4.31 \times 10^{-3}$ | -3.410330 |
| 3.0 | 90 | 1.40 | -3.255828 | $4.03 \times 10^{-3}$ | -3.417774 |
| 3.0 | 90 | 1.45 | -3.255040 | $3.79 \times 10^{-3}$ | -3.424046 |
| 3.0 | 90 | 1.80 | -3.233047 | $2.60 \times 10^{-3}$ | -3.445639 |
| 4.0 | 0 | 1.00 | -3.240024 | $2.96 \times 10^{-3}$ | -3.306871 |
| 4.0 | 0 | 1.30 | -3.282371 | $1.98 \times 10^{-3}$ | -3.405918 |
| 4.0 | 0 | 1.35 | -3.232938 | $1.88 \times 10^{-3}$ | -3.415042 |
| 4.0 | 0 | 1.40 | $-3.282363$ | $1.80 \times 10^{-3}$ | -3.422804 |
| 4.0 | 0 | 1.45 | -3.280818 | $1.73 \times 10^{-3}$ | -3.429387 |
| 4.0 | 0 | 1.80 | -3.252833 | $1.48 \times 1 i^{-3}$ | $-3.453140$ |
| 4.0 | 0 | 3.00 | -3.175245 |  | -3.436948 |
| 4.0 | 45 | 1.40 | -3.289316 | $1.71 \times 10^{-3}$ | -3.422144 |
| 4.0 | 90 | 1.00 | -3.2:6569 | $2.83: 10^{-3}$ | -3.3055i2 |
| 4.0 | 90 | 1.35 | -3.294346 | $1.56 \times 10^{-3}$ | -3.413793 |
| 4.0 | 90 | 1.40 | -3.294770 | $1.40 \times 10^{-3}$ | -3.421556 |

Faile [\%, con:in]. :

| ? | . | $:$ | \% | $\because$ | $Y_{+}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 4.0 | 90 | 1. $\therefore$ S | -3.20:030 | $1.35 \times 10^{-3}$ | -3.425:31 |
| 4.0 | 90 | 1.80 | -3.272235 | 8. $60 \times 10^{-4}$ | -3.45105\% |
| 5.0 | 0 | 1.4.5 | -3.296540 | $4.23 \times 10^{-4}$ | -3.421461 |
| 5.0 | 0 | 2.50 | $-3.222522$ | $6.12 \times 10^{-1}$ | -3.447632 |
| 5.0 | 0 | 3.00 | -3.214252 |  | -3.433381 |
| 5.0 | 0 | 4.00 | -3.201510 |  | -3.404606 |
| 5.0 | 45 | 1.40 | -3.259139 | $3.67 \times 10^{-4}$ | -3.421413 |
| 5.0 | 90 | 1.40 | -3.300937 | $2.88 \times 10^{-4}$ | -3.421335 |
| 6.0 | 0 | 1.00 | -3.254250 | $9.15 \times 10^{-5}$ | -3.305166 |
| 6.0 | 0 | 1.35 | -3.301680 | $7.07 \times 10^{-5}$ | -3.413250 |
| 6.0 | 0 | 1.40 | -3.301357 | $6.96 \times 10^{-5}$ | -3.420990 |
| 6.0 | 0 | 1.45 | -3.301094 | $6.88 \times 10^{-5}$ | -3.427517 |
| 6.0 | 0 | 1.80 | -3.279458 | $6.91 \times 10^{-5}$ | -3.450831 |
| 6.0 | 0 | 4.0 | -3.200593 |  | -3.403446 |
| 6.0 | 45 | 1.40 | -3.302615 | $6.01 \times 10^{-5}$ | -3.420994 |
| 6.0 | 90 | 1.00 | -3.255096 | $8.10 \times 10^{-5}$ | -3.304798 |
| 6.0 | 90 | 1.40 | -3.303270 | $4.89 \times 10^{-5}$ | -3.421038 |
| 6.0 | 90 | 1.80 | -3.280749 | $3.66 \times 10^{-5}$ | -3.451174 |
| 6.5 | 0 | 7.0 | -3.202478 |  | -3.370072 |
| 7.0 | 0 | 1.40 | -3.304333 | $1.05 \times 10^{-5}$ | -3.420302 |
| 7.0 | 45 | 1.40 | -3.304538 | $8.97 \times 10^{-6}$ | -3.420785 |
| 7.0 | 90 | 1.40 | -3.304747 | $7.58 \times 10^{-6}$ | -3.420827 |
| 7.5 | 0 | 7.0 | -3.191493 |  | -3.363930 |
| 8.0 | 0 | 2.00 | -3.257331 | $1.57 \times 10^{-6}$ | -3.304754 |
| 8.0 | 0 | 1.35 | -3.305258 | $1.58 \times 10^{-6}$ | -3.413002 |
| 8.0 | 0 | 1.40 | -3.305482 | $1.62 \times 10^{-6}$ | -3.4:0712 |

Table ju, ratimud.

| $8.0$ | 0 | 1.45 | $\begin{gathered} \because \\ -3.36-750 \end{gathered}$ | $1.55^{"} \times 10^{-6}$ | $-3.427230$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 8.0 | 0 | 1.EV | -3.283052 | $2.00 \times 10^{-6}$ | $-3.450479$ |
| 8.3 | 65 | 1.65 | -3.305ご23 | $1.32 \times 10^{-6}$ | $-3.420590$ |
| 8.0 | 90 | 1.00 | -3.257383 | $1.26 \times 10^{-6}$ | -3.304600 |
| 8.0 | 90 | 1.40 | -3.305565 | $1.10 \times 10^{-6}$ | -3.420713 |
| 8.0 | 90 | 1.80 | -3.282984 | $1.15 \times 10^{-6}$ | -3.450615 |
| 9.0 | 0 | 1.40 | $-3.305947$ | $2.46 \times 10^{-7}$ | -3.420662 |
| 9.0 | 90 | 1.40 | -3.305940 | $1.50 \times 10^{-7}$ | -3.420553 |
| 10.0 | 0 | 1.40 | -3.305108 | $3.82 \times 10^{-8}$ | -3.420630 |
| 10.0 | 45 | 1.40 | $-3.305093$ | $2.65 \times 10^{-8}$ | -3.420622 |
| 10.0 | 90 | 1.40 | -3.306027 | $1.89 \times 10^{-6}$ | -3.420520 |
| 14.5 | 0 | 23.0 | -3.205108 |  | -3.368466 |
| 15.0 | 0 | 22.0 | -3.200393 |  | -3.360546 |
| 17.0 | 0 | 18.0 | -3.134897 |  | -3.358469 |
| 19.5 | 0 | 13.0 | -3.129821 |  | -3.358542 |
| 23.0 | 0 | 6.0 | -3.129245 |  | -3.369969 |
| 24.5 | 0 | 3.0 | -3.160397 |  | -3.431992 |
| 25.0 | 0 | 1.40 | $-3.306141$ |  | -3.420572 |
| 25.0 | 90 | 2.00 |  |  | -3.453147 |
| 25.0 | 90 | 1.00 | -3.257929 |  | -3.304509 |
| 25.0 | 90 | 1.35 | -3.305916 |  | -3.412854 |
| 25.0 | 90 | 1.40 | $-3.306141$ |  | -3.420572 |
| 25.0 | 90 | 2.45 | -3.305415 |  | -3.42\%102 |
| 25.0 | 90 | 1.80 | -3.283589 |  | -3.450367 |

${ }^{\text {a }}$ The energies for $\mathrm{HeH}_{2}^{+}$were determined from the SCF wave function. The exact asyppotic limits for these potentials are $V^{*}(R \rightarrow \infty, r-1.4)=$ $-3.3495 \mathrm{a} . \mathrm{u}$. and $V_{+}\left(R^{+\infty}, r=2.0\right)=-3.5063 \mathrm{a} . \mathrm{u}$.
${ }^{\mathrm{b}} \mathrm{R}, \mathrm{r}$, and 9 are the coordinates defined in Figure II.
from the closed shell $H_{2}$. The long-range van der Wals attraction was not calculated, since it would not havo been reliable for our choice of basis sec. he also see that the potenticl is not very anisotropic, justifying the concept of a spherically sometric $H_{2}$ discussed above. From Figure IV, we note that alchough there is some leveling off for small $R$, $\Gamma$ shows the typical exponential behavior calculated or estimated for other autoionizing molecules. This is not surprising, since in the golden rula picture, f depends on the overlap of two functions whicin are exponentially decaying in $R$.

For the scattering calculations presented in the following ciapter, it is quite useful to parameterize the potential $V^{*}$ with width ( for fi:ed $r$ by the following Legendre expansions:

$$
\begin{align*}
& V^{*}(R, \theta)=\sum_{\ell=0}^{\infty} v_{\ell}(R) P_{\ell}(\cos \theta),  \tag{4.1}\\
& \Gamma(R, \theta)=\sum_{i=0}^{\infty} \Gamma_{\ell}(R) P_{\ell}(\cos \theta), \tag{4.2}
\end{align*}
$$

where, since $H_{2}$ is homonuclear, only even terms contribute. Since the potential and width are fairly isotropic, these expansions should converge rapidly. In fact, since $\mathrm{V}^{*}$ and $\Gamma$ were calculated for three values of $\theta$ at each $R$, we have assumed that the series can be truncated after the first three terms ( $\ell=0,2,4$ ). That is, we substitute results (at each R) for $\theta=0^{\circ}, 45^{\circ}$, and $90^{\circ}$ into Eqs. (4.1) and (4.2) and solve explicitly for the Legendre moments $v_{\ell}$ and $\Gamma_{\ell}$ :

$$
\begin{equation*}
v_{0}(R)=\frac{1}{15}\left[V\left(R, 0^{\circ}\right)+8 \cdot V\left(R, 45^{\circ}\right)+6 \cdot V\left(R, 90^{\circ}\right)\right] \tag{4,3}
\end{equation*}
$$

Figure 1ll. Inceraction potential $U^{*}(R, F)$ for he $\left(2^{3} S\right)+H_{2}$ with fixed at $0^{\circ}\left(\mathrm{C}_{2, \mathrm{~V}}\right), 45^{\circ}\left(\mathrm{C}_{\mathrm{s}}\right)$, and $90^{\circ}\left(\mathrm{C}_{2 \mathrm{v}}\right)$. The $\mathrm{H}_{2}$ bond leng th is fized at the equilibrium value $r_{0}=1,40 a_{0}$. The celculated asymptotic limit for this potential is $V^{*}(2-m, r=1.40)=$ -3.306141 a.u.

 $0^{\circ}\left(C_{\alpha N}\right)$ and $90^{\circ}\left(C_{2 v}\right)$. The $H_{2}$ bond length is Eixed at the equilibrium value $r_{0}=1.40 a_{o}$. The $\epsilon=45^{\circ}\left(C_{s}\right)$ results lie in between those of $9=0^{\circ}$ and $\theta=90^{\circ}$, and have been omitted for clarity.

Figure IV.


$$
\begin{align*}
& \left.v_{2}(R)=\frac{2}{21}\left[5 \cdot v\left(R, 0^{\circ}\right)+4 \cdot v\left(R, 45^{\circ}\right)-9 \cdot \because R 2,90^{\circ}\right)\right]  \tag{4,4}\\
& v_{4}(R)=\frac{16}{35}\left[V\left(R, 0^{\circ}\right)-2 \cdot V\left(R, 45^{\circ}\right)+V\left(R, 90^{\circ}\right)\right] \tag{4.5}
\end{align*}
$$

with analogous equations for $\Gamma_{0}, \Gamma_{2}$, and $\Gamma_{4}$. These Legendre moments for $V^{*}$ and $\Gamma$ are tabulated in Table $V$ and are plotted in Figures $V$ and VI, respectively. Since $v_{0}>v_{2} \gg v_{4}$, this procedure appears justified. In fact, $\Gamma_{4}$ is so small relative to $\Gamma_{2}$ that it can be neglected.

Considering briefly the $I$ dependence of the potential and width surfaces, we found that for $R \geq 6 a_{o}$, the equilibrium value of $r\left(r_{0}\right)$ is unchanged from the value for an isolated $\mathrm{H}_{2}$ molecule. In fact, even at $R=3 a_{0}, r_{0}$ is only $0.12 a_{0}$ less than the isolated value. Furthermore, a cubic fit of the potential in $r$ about $r_{0}$ (for fixed $R$ and $B$ ) of the form

$$
\begin{equation*}
V^{*}(r)=V^{*}\left(r_{0}\right)+\alpha\left(r-r_{0}\right)^{2}+\beta\left(r-r_{0}\right)^{3} \tag{4.6}
\end{equation*}
$$

shows that in the $\mathcal{C}_{\infty y}$ case, the $\alpha$ and $\beta$ coefficients at $R=3 a_{o}$ only change by $52 \%$ and $12 \%$, respectively, from their asymptotic values; [or the $C_{2 v}$ case, $\alpha$ and $\beta$ remain virtually unchanged at $R=3 a_{0}$. These facts strongly suggest that the electronic structure of the $H_{2}$ is relatively unperturbed until $R \leq 3 a_{0}$. Since at thermal energies the region $R<5 a_{0}$ is roughly energetically Eorbidden (cf. Figure V), and since the dependence of $\Gamma$ on $r$ was not found to be pronounced for $r$ near $r_{0}$, treating the $H_{2}$ as a rigid rotacor in the calculations of ionization cross sections seems a reasonable approximation. Such calculations are presented in the following chapter.

Table V. Legendre expansion coefficients of the potential energy surface and width, in atomic units.

| $R\left(a_{0}\right)$ | $v_{0}$ | $v_{2}$ | $v_{4}$ | $\Gamma_{0}$ | $\Gamma_{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | .065113 | .029598 |  | $3.67 \times 10^{-3}$ | $7.20 \times 10^{-4}$ |
| 4 | .015107 | .007986 | .000685 | $1.59 \times 10^{-3}$ | $3.09 \times 10^{-4}$ |
| 5 | .006416 | .002679 | .000206 | $3.39 \times 10^{-4}$ | $9.44 \times 10^{-5}$ |
| 6 | .003315 | .000922 | .000047 | $5.62 \times 10^{-5}$ | $1.41 \times 10^{-5}$ |
| 7 | .001533 | .000277 | -.000002 | $8.52 \times 10^{-6}$ | $1.92 \times 10^{-6}$ |
| 8 | .000609 | .000059 | -.000010 | $1.25 \times 10^{-6}$ | $3.31 \times 10^{-7}$ |
| 9 | .000199 | -.000005 |  | $1.82 \times 10^{-7}$ | $6.40 \times 10^{-9}$ |
| 10 | .000049 | -.000012 | -.000004 | $2.42 \times 10^{-8}$ | $1.21 \times 10^{-8}$ |

Figure V. Legendre moment: $\gamma_{Z}(\mu), \lambda=0,2,4$, of the ie $\left(2^{3} S\right)+H_{2}$ potential energy surface [cr. Eq. (4.])]. The $\mathrm{H}_{2}$ bond lengtin is eined at the equilibrim value $I_{0}=1.40 \mathrm{a}_{0}$.


Fibure VI. legendre moments "' $(: 2), 2=0,2$ of autcionization width for He ( $2^{3}$ S)+H2 [cf. Ki. (4.2)]. The $H_{2}$ bond leafth is fized at the equilibrium value $r_{0}=1.40 a_{0}$.


## V. SCatterli:C celcelatlons on the he $\left(2^{3} S\right)+H_{2}$ SISTEM

This chapter prosents a study of the scattering of triplet metastable helium, He $\left(2^{3} 5\right)$, by an $H_{2}$ molecule. Such a study is worthwile for a number of reasoñ. First, several elastic and reactive channels are possible:

$$
\mathrm{He}^{*}+\mathrm{H}_{2}(\mathrm{j})^{\prime} \rightarrow\left\{\begin{array}{l}
\mathrm{He}+\mathrm{H}_{2}\left(\mathrm{j}^{\prime}\right) \\
\mathrm{He}+\mathrm{H}_{2}^{+}+\mathrm{e}^{-}  \tag{5.1b}\\
\mathrm{HeH}^{+}+\mathrm{H}+\mathrm{e}^{-} \\
\mathrm{HeH}_{2}^{+}+\mathrm{e}^{-}
\end{array}\right.
$$

Second, because the system has=ouly four electrons, extensive CI calculations for the interaction potentials and autoionizing width are feasible. In fact, such calculations have already been presented for this system in the previous chapter. Third, as was discussed above, the interaction potential $\mathrm{V}^{*}$ between $\mathrm{He}^{*}$ and $\mathrm{H}_{2}$ is basically repulsive, so the cross sections for the various reactions given in Eq. (5.1) should be strongly energy dependent. This means that the accuracy of the calculated cross sections should provide a sensitive test of the potential and width. Finally, it is possible to judge the accuracy of our cross sections, as there is a considerable amount of experimental data ${ }^{31-35}$. with which to compare.

The potentials and widths presented in the last chapter have been used in both quantum mechanical and classical studies of the cross sections for the reactions given in Eq. (5.1). In Section A, We discuss
quantim mechanical ciose-coupling calculations of the elastic, rotationally inelastic, and total ionization cross sections in the (center-of-mass) collision energy range 0.010 to $0.500 \mathrm{eV} .{ }^{36}$ Section $B$ presents a discussion of classical calculations of the total ionization and associative ionization cross sections, based on a spherically symetric appro:imation to the $H_{2}$ molecule, in the energy range 0.010 to 1.000 eV .
A. Quantum Mechanical Calculations

In this section, we discuss quantum mechanical close-coupling calculations of the various cross sections related to the scattering of He ( $2^{3} \mathrm{~S}$ ) by $\mathrm{H}_{2}$, ${ }^{36}$ based on a rigid rotator approximation to the $\mathrm{H}_{2}$. The Cl interaction potential and autoionization widths needed for these calculations were presented in Chapter IV. A brief sumary of the theoretical aspects of the calculations is given in Section 1. Cross section and total ionization rate constants ase presented in Section 2 , and are shown to be in good agreemedt with the experimental results of Lindinger, et al. 37

## 1. Theoretical Considerations

The scattering calculations presented in this section are based on the well-known Arthurs and Dalgarno formalism for the scattering of an atom by a rigid rotator, ${ }^{38}$ and are exact within this approximation. For the present case in which ionization is possible, however, the loss of incident $\mathrm{He}{ }^{*}$ atoms due to Penning ionization is described by the complex potential, ${ }^{18,39-42}\left(V^{*}-\frac{i}{2} r\right) \equiv V$, where $V^{*}$ is che interaction potential for $\mathrm{He}\left(2^{3} \mathrm{~S}\right)+\mathrm{H}_{2}$ and r is the autoionization widrh. Roughly speaking, since the square modulus of the true wavefunction is proportional to

$$
\begin{equation*}
\left\lvert\, \exp \left[-i\left(v^{*}-\frac{i}{2} i\right) t / H i^{2}=\exp (-\Gamma t / H)\right.\right. \tag{3.2}
\end{equation*}
$$

we see that the width corresponds to a damping of the resonant state, i.e., a loss of the excited specie to ionization. The inclusion of this imaginary part of the potential is the only change needed in the Artiurs and Dalgarno formalism. The coupled-channel equations arising from the complex, angularly-dependent potential $v^{*}-\frac{i}{2} \Gamma$ are then numerically integrated to provide the complex S-matrix, from which the various cross sections can be derived. Since the method emnloyed nere and tests of its accuracy are presented elsewhere ${ }^{43}$ (see also Ref. 36 and references contained therein), we will present only a brief summary of the theory and computational method.

We start by considering the Schrödinger equation for our problem

$$
\begin{equation*}
\left(\mathrm{E}_{0}+\mathrm{H}_{1}-E\right) \Psi=0 \tag{5.3}
\end{equation*}
$$

where $H_{0}=H_{0}(R)$ is only a function of the radial distance (cr. Figure II) and $H_{1}=H_{1}(R, \theta)$ is a function of both radial distance and angular orientation. (In terms of a Legendre expansion of ( $V^{*}-\frac{i}{2} \Gamma$ ) $\equiv V$ as in Eqs. (4.1) and (4.2), $H_{0}$ contains the $\ell=0$ term of this expansion [ $\left.V_{0}(R)\right]$ while the higher order terms comprise $H_{1}\left[V_{2}(R), V_{4}(R)\right.$, etc.].) We next express the approximate set of solutions to Eq. (5.3) as

$$
\begin{equation*}
\Psi_{J M}=\sum_{n=1}^{N} \frac{2}{R} U_{j_{n} \ell} \Omega_{n}(R) \mathscr{y}_{j_{n} \ell} J M(\hat{R}, \hat{r}) \tag{5.4}
\end{equation*}
$$

where $J$ is total angular momentum quantum number, $j(l)$ is the rotational (orbital) angular momentum quantum number, and $!$ is relared to the product
of spherical harmonics $Y_{j m_{j}}(\hat{R}) \ddot{i}_{\hat{i} m_{2}}(\hat{r})$ oy a Clebsch-Gordan seriea. The solutions fum are approximate since the sumation is Einite. jising Eq. (5.4) in Eq. (5.3) leads to a set of i: coupled-cramnel equations (expressed in matriz rotation):

$$
\begin{equation*}
\left(\underline{\underline{H}}_{0}+\underline{\underline{H}}_{1}\right) \cdot \underline{\underline{U}}=0 \tag{5.5}
\end{equation*}
$$

where the elements of $\mathrm{H}_{0}$ are given by

$$
\begin{equation*}
\left.\left(H_{0}\right)_{n n^{\prime}}=\delta_{n n},: \frac{d^{2}}{d R^{2}}+k^{2}-\frac{2 m j_{n}\left(j_{n}+1\right)}{2 I}-v_{0}(R)-\frac{\hat{i}_{n}\left(i_{n}+1\right)}{R^{2}}\right\} \tag{5.6}
\end{equation*}
$$

and where the elements of $\mathrm{H}_{1}$ involve products of $\mathrm{V}_{2}(R)$ times anguiar integrals of $P_{\ell}(\cos \theta)$ with the $y$ functions. The solutions ${\underset{U}{U}}^{(i)}$ to Eq. (5.5) are expressed in terms of the components $L_{j}{ }^{\mathrm{J}} \ell^{2},(R)$, where $U_{j}^{J_{j} \ell}$, is the araplitude for a transition between the approximate states j2 and $j^{\prime 2}$ '. Since the $V_{2}(R)$ functions are complex, the coupled shannel equations of Eq. (5.5) have complex solutions. These solutions can be generated using a complex version of the Numerov aigorithm. ${ }^{44}$ In this procedure, the N complex coupled-channel equations are separated to give 2 N real coupled equations, to which we determine N linearly independent complex regular solutions $\underline{\underline{X}}^{(i)}$. The proper linear combinations of these $\underline{Y}^{(i)}$ must then be taken to insure that our solutions have the correct asymptotic behavior. To accomplish this, the asymptotic form of our complex solutions is matched direction to the complex s-matrix. Fulluwing the notation of Arthurs and Dalgarno, ${ }^{38}$ we write the desired asymptotic form as

$$
\begin{align*}
& \cdot \exp \left[i\left(k_{j}, R-\frac{2^{\prime}-}{2}\right)\right] \quad . \tag{5.7}
\end{align*}
$$

For convenicnce, we write Eq. (5.7) in matrix notation, so that for each J, we have $\mathrm{N} x \mathrm{~N}$ complex matrices

$$
\begin{equation*}
\underline{\underline{U}}^{\mathrm{J}}=\underline{\underline{H}}^{-}-\underline{\underline{\underline{H}}}^{+} \cdot \underline{\underline{k}}^{-1 / 2} \cdot \underline{\underline{S}}^{\mathrm{J}} \cdot \underline{\underline{K}}^{1 / 2} \tag{5.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\left(\underline{H}^{ \pm}\right)_{j} \ell \ell^{\prime}, j \ell=\delta_{j j} \delta_{2 \ell}, k_{j} R\left[n_{\eta}\left(k_{j} R\right) \pm i j_{2}\left(k_{j}^{R}\right)\right] \tag{5.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\underline{\underline{(K})_{j ' \ell ', j \ell}}=\hat{o}_{j j}, \delta_{l \ell,} k_{j}\right. \tag{5.10}
\end{equation*}
$$

The $j_{2}$ and $n_{\ell}$ in Eq. (5.9) are spherical Bessel functions, and have asymptotic forms such that

$$
\begin{equation*}
\left[n_{\ell}\left(k_{j} R\right) \pm i j_{\ell}\left(k_{j} R\right)\right] \imath \frac{1}{k_{j} R} \exp \left[ \pm i\left(k_{j} R-\frac{\pi \ell}{2}\right)\right] \tag{5.11}
\end{equation*}
$$

as is required for Eq. (5.7). Writing the set of linearly independent solutions $\underline{Y}^{(i)}$ as $\underline{\underline{Y}}^{\mathrm{J}}$, the asymptotic matching of Eq. (5.3) is accomplished by solving the equations

$$
\begin{align*}
& \underline{\underline{\underline{H}}}_{1}^{-} \cdot \underline{\underline{A}}+\underline{\underline{H}}_{\underline{H^{\prime}}}^{+} \cdot \underline{\underline{B}}=\underline{\underline{Y}}_{1}^{\mathrm{J}}  \tag{5.12}\\
& \underline{\underline{H}}_{2}^{-} \cdot \underline{\underline{A}}+\underline{\underline{H}}_{2}^{+} \cdot \underline{\underline{B}}=\underline{Y}_{2}^{\mathrm{J}} \tag{5.12b}
\end{align*}
$$

Where the subscripts 1 and 2 indicate that tac matrices are evaluated at two large valucs of $R, F_{1}$ and $R_{2}$. It can then be shown ${ }^{43}$ that the S-matrix is given by

$$
\begin{equation*}
\underline{\underline{\mathrm{S}}}^{3}=-\underline{\underline{\underline{k}}}^{1 / 2} \cdot{\underline{\underline{\underline{\mathrm{~B}}}} \cdot \underline{\underline{\underline{s}}}^{-1} \cdot \underline{\underline{\underline{K}}}^{-1 / 2} . . .} \tag{5.13}
\end{equation*}
$$

In actual compurations, the real and imaginary parts of the above matrix equations are separated for convenience.

Now that the S-matrix has been deterained, the elastic and rotationally inelastic cross sections can be expressed in terns of it, exactly as Arthurs and Dalgazno have done. The ionization cross section, on the other hand, is obtained by inverting the normal proof of the unitarity of the $S$-matrix ${ }^{45}$ based on the assumptinn of flux conservation. For the rotator initially in state $j$ and for an initial translational energy of $E=k_{j}^{2} / 2$, the total ionization cross section is then given by ${ }^{43}$

$$
\begin{equation*}
\sigma_{\text {ion }}(j)=\frac{\pi}{(2 j+1) k_{j}^{2}} \sum_{J=0}^{\infty} \sum_{2=|J-j|}^{j+j}(2 J+1)\left[1-\sum_{j^{\prime} \ell{ }^{\prime}}\left|S^{J}\left(j^{\prime} \ell^{\prime}, j^{\prime} 2\right)\right|^{2}\right] . \tag{5.14}
\end{equation*}
$$

The lack of unitarity of the S-matrix implies that the term in square brackets is non-zero, hence describing a loss of incident flux to ionization. Note that the cross section $\sigma_{\text {Ion }}(j)$ given by Eq. (5.14) is for the total anount of ionization over all possible channels \{e.g., for Eq. (5.1b) through (5.1d)]. Other cross sections can also be obtained from the (complex) s-matrix by application of the appropriate formulae. In particular, the differential elastic scatturing cross section (i.e., the
cross section for schttered He( $\left.2^{3} \mathrm{~S}\right)$ as a function of angle with the $\mathrm{H}_{2}$ remaining in the $\mathrm{j}=0$ state) is given by ${ }^{46}$

$$
\begin{equation*}
\frac{d 0_{00}}{d \xi}=\left|\frac{1}{2 i k_{0}} \sum_{j=0}^{m}(2 J+1)\left(s_{00}^{J}-1\right) P_{J}(\cos \theta)\right|^{2}, \tag{5.15}
\end{equation*}
$$

where $S_{00}^{J}$ is the $(1,1)$ element of the $S$-matrix. .

## 2. Result:

The coordinates for the $H e\left(2^{3} 5\right)+H_{2}$ system are shown in Figure II. The somplex potential $V^{*}-\frac{1}{2}$ [ used in the calculations presented in this section was given in the preceeding chapter. As discussed there, we are considering the "slice" of the $v^{*}$ and P surfaces corresponding to a fixed $H_{2}$ bond length of $r_{0}=1.40 a_{0}$. de have already shown that rhese "slices" can be accurately expressed as a low-order sum of even order Legendre moments

$$
\begin{equation*}
v^{*}-\frac{i}{2} \Gamma=\sum_{\ell}\left[v_{\ell}(R)-\frac{1}{2} \Gamma_{\ell}(R)\right] p_{\ell}(\cos \theta) \tag{5.16}
\end{equation*}
$$

Values for $v_{0}, v_{2}, v_{4}, \Gamma_{0}$, and $\Gamma_{2}$ are listed in Table $V$, and these functions are plotted in Figures $V$ and VT. $\Gamma_{4}$ was found to be negligible. These moments were in turn fit to some form which can easily be interpolated. In the region spanned by the calculated values, $v_{0}, v_{2}$, and $\Gamma_{0}$ were fit by a cubic spline procedure, $v_{0}$ and $v_{2}$ were set to zero for $R \geq 11 a_{0}$ and $9 a_{0}$, respectively. For $R \geq 9 a_{0}, \Gamma_{0}$ was set to (14.008) exp(-2.0177 R) a.u., obtained by fitting the exponencial form to the calculated values at $R=9 a_{0}$ and $R=10 a_{0}$. Finally, for all $R, \Gamma_{2}$ was set to $(0.73648) \exp (-1.7924 \mathrm{R})$ a.u. and $v_{4}$ was sec to
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(0.08375) exp( -1.2015 n ) a. u . These approximate fits to $\mathrm{v}_{4}$ and $\mathrm{r}_{2}$ were found to be suFiiciently accurate, since the total ionination cross section was insensitive to thei: inclusion over the entire (center-of-mass) collision energy range invescigated (0.010 ev to $0.500 \mathrm{eV})$. In fact, $\mathrm{v}_{4}$ had only a minor efifect on the rotational exritation cross sections.


All calculations presented here were run with the OPCHANX progran. 43 Only open (energetically allowed) rotational channels were included in our calculations. We found that inciuding only the $j=0$ and $j=2$ rotational states produced converged ionization cross sections for the entire energy range studied. For example, just above the threshold for the $j=0$ to $j=2$ zransition, inclusion of the just-opened channel produced less than a $2 \%$ variation in $\sigma_{i o n}(0)$. As could be expected, the cross sections for rotational excitation were somewhat more sensitive to the addition of extra channels. For collision energies just above the $j=0$ to $j=4$ transition, for example, inclusion of the $j=4$ channel increased the $0_{0+2}$ value by $12 \%$.

Calculated total ionization cross sections as a function of center-of-mass collision energy are given in Table VI for the case in which the $\mathrm{H}_{2}$ molecule is initially in the $\mathrm{j}=0$ state. Deviations from these results of only a few percent are obtained with the $H_{2}$ initially in the $j=1$ or $j=2$ states. As is apparent from Table VI, $\sigma_{i o n}$ is a strongly increasing function of the collision energy. This is a reflection of the fact that since $V^{*}$ is repulsive, high collision energies lead (on the average) to closer approaches of the particles. But since $\Gamma$ increases ranidly as $R$ decreascs, closer appraches have much higher ionization probabilities.

Table VT. J'ocal ionizetion cross sections as a function of energy for $\mathrm{He}\left(2^{3} \mathrm{~S}\right)-\mathrm{H}_{2}$

| $E(\mathrm{cV})$ | $\sigma_{i}\left(a_{0}{ }^{2}\right)$ |
| :---: | :---: |
| 0.010 | .34 |
| 0.040 | 1.6 |
| 0.070 | 3.5 |
| 0.100 | 6.4 |
| 0.140 | 11. |
| 0.200 | 20. |
| 0.300 | 30. |
| 0.400 | 35. |
| 0.500 | 39. |

Table VII. Cross sections for the rotationally inelastic process

$$
\begin{array}{rc}
\mathrm{He}\left(2^{3} \mathrm{~s}\right)+\mathrm{H}_{2}(\mathrm{j}=0) \rightarrow \mathrm{He}\left(2^{3} \mathrm{~s}\right)+\mathrm{H}_{2}(\mathrm{j}=2) \\
\hline \mathrm{E(eV)} & \sigma_{0 \rightarrow 2}\left(\mathrm{a}_{0}^{2}\right) \\
\hline 0.070 & 0.10 \\
0.100 & 0.63 \\
0.140 & 2.2 \\
0.200 & 5.3 \\
\hline
\end{array}
$$

Kotatiomal meximata eross scetion results for the $j=0$ to $j=$ ? transirion as a fmetion of colliston energy are given in Table VII. as i:: the case with $z_{\text {iun }}{ }^{\prime} 0$. 2 also increasces sharply with energ\%, and an analogous argument can be made for this betavior. That is, higher collision energics lead to closer approaches, where $v_{2}$ is larger. Since $v_{2}$ (and higher Legendre moments) couple the $j=0$ and $j=2$ states, there is consequently more rotational excitation. However, the $\sigma_{0 \rightarrow 2}$ values are much lower than those for $\sigma_{i o n}$. This is due not only to the fact that $\Gamma_{0}$ and $v_{2}$ are of the same order of magnitude for ciose approaches, but also to the fact that, unlike rotational excitation, in which flux can go back and forth, ionization is a virtually irreversible process.

Assuming that both the initial and final rotational states of $H_{2}$ are $\mathrm{j}=0$, the angular distribution of $H e\left(2^{3} \mathrm{~S}\right)$ in elastic collisions was calculated from Eq. (5.15) at 0.100 eV . The results are stown in Figure VII with the width included (lower curve) and not included (upper curve). Two comments concerting these results are in order:
(1) The effect of including $\Gamma$ is to decrease the amount of wide angle elastic scattering. Since collisions involving small impact parameters generally lead to large scattering angles for repulsive potentials, this suggests that the ionization is occuring for small impact parameters, i.e., for close approaches of the particles, as was postulated above.
(2) Unlike the total ionization cross section, the differential elastic cross section is quite insensitive to the inclusion of $v_{2}$, as well as to the inclusion of $\Gamma_{2}$. In fact, excluding both $v_{2}$ and $\Gamma_{2}$ causes noticeable differences only at large angles; even then, the
dizierunces are less than 5*.
Assuming a Maxwellian distribution of coliision energies, crosti suction results ${ }_{\text {ion }}(2)$ can be thermally averaged to $\because$ iald the ioniadtion rate constant $k(T)$ :

$$
\begin{equation*}
k(T)=\sqrt{\frac{3 k T}{\pi L}} \int_{0}^{\infty} d(E / k T)(E / k T) e^{-(E / k T)} o_{i o n}(E) \tag{5.17}
\end{equation*}
$$

where $k$ on the right hand side of Eq. (5.17) is the Boltamann constant. In our calculations, the integral in Eq. (5,17) was performed numerically with the trapezoid rule. The results we obtained for $k(T)$ agree reasonably well with the experimental results of Lindinger, et al, as shown in Figure VIII. Although the strong temperature dependence is correctly reproduced, our absolute values are somewhat low. In fact, if our results were scaled up by a constant factor of 1.7 , they would lie well within the allowed error bars from $300^{\circ}$ to $900^{\circ}$.

In general, then, the results presented in this section indicate that the $V^{*}$ and $\Gamma$ Eunctions presented in Chapter IV are reasonably accurate, though not perfect in all respects. As the width is based on a golden rule expression employing an approximate continuum function (see Chapter IV), $\Gamma$ could be too small, leading to ionization cross sections which are too small. This would also be the case if $V^{*}$ is too repulsive (see discussion above on $\sigma_{\text {ion }}(E)$ results), but this is contraindicated by a comparison with results obtained by Haberland 30 by fitting his experimental differential cross sections (see Chapter IV). Some error could also be due to the approximation of $\mathrm{H}_{2}$ as a rigid rotator, iut it was felt that these errors would not be on the order of those presented here. The best way to solve the question of

Fipure Vil. Differential elastic scatering cress sections for he ( $2^{3}$ S) $\mathrm{Hi}_{2}$ at (a.m.) collision encrgy $E=0.100 \mathrm{e}$ (, assuning the initial and final rotational states of $\mathrm{H}_{2}$ are $5=0$. The upper curve mas calculated with $\forall^{*}$ alone, while the lower curve was calculated vith $v^{*}-\frac{i}{2} \Gamma$. The cusp $a t g=20^{\circ}$ is due to the change in horizontal scale.






where the erfor lics may be by recomputing $v^{*}$ and ${ }^{\prime \prime}$ by another procedure. In Chapter VIII, we disciss now a calculation of the Siegert eizenvalues for a system can provide these quantities. In fact, results for the He ( $2^{1,3} 3$ ) + 1 systems indicate that the golden rule metnod may somewhat underestimate the width in certain cases.

## B. Classical Calculations

This section presents classical calculations of the total ionization and associative ionization cross sections for the scattering of He $\left(2^{3}\right.$ S $)$ by $H_{2}$ under the assumption of a spherically symmetric $H_{2}$. That is, we assume in this section that the full interaction potentiels and width are given only by the $v_{0}^{*}$ and $\Gamma_{0}$ terms in the Legendre expansions of the preceeding section. That this assumption is reasonable is based on the fact that the higher order terms in Legendre expansions made only a $10 \%$ contribution to $\sigma_{i o n}$ at 0.100 eV in the quantum mechanical calculations presented above. However, since the first $\left[P_{0}(\cos \theta)\right]$ tern in the Legendre expansion is independent of the angle $\theta$, the problem is thus reduced to one having only a single degree of freedom, $R$. (The $\mathrm{H}_{2}$ bond length is still fixed at $r=1.40 \mathrm{a}_{\mathrm{o}}$.) We can thus discuss the problem in the language of an atom-atom collision, which has been thoroughly developed by Miller. ${ }^{18}$ The basic aspects of Miller's derivations of the classical cross sections for total and associate ionizatjon are presented in Section 1. Results and comparsions with quantum mechanical calculations and with experiment are presented in Section 2.

## 1. Theory

The following discussion closely follows Miller's derivations, ${ }^{18}$ but employs the notation used in Garrison, Miller, and Schaefer ${ }^{47}$ We
assume throughour that the cotal collision encry $E$ is Iisud, anct that all quantities are given in atomit enits. The classical thecty of Penning ionization is then formulated in the darguage of pobabilities. For a given impact parameter $b, P_{b}(\Omega) d R$ is the probability that fonization occurs in the interval ( $R, R+d R$ ). Then, for a particle approaching with impact parameter $b$, it can be shown that ${ }^{13}$

$$
\begin{equation*}
P_{b}^{i n}(R)=\frac{\Gamma(R)}{v_{b}(R)} \exp \left[-\int_{R}^{\infty} d R^{\prime} \frac{\Gamma\left(R^{\prime}\right)}{v_{b}\left(R^{\prime}\right)}\right] \tag{5,18}
\end{equation*}
$$

where $\Gamma$ is the autoionization width and $v_{b}(R)$ is the radial velocity at R:

$$
\begin{equation*}
v_{b}(R)=\left\{\frac{2}{m}\left[E-v_{0}^{\star}(R)-\frac{E b^{2}}{R^{2}}\right]\right\}^{1 / 2} \tag{5.19}
\end{equation*}
$$

Since $\Gamma$ is the ionization rate and $\frac{1}{v_{b}(R)}$ is roughly the time spent in the interval ( $R, R+d R), \quad \Gamma(R) / v_{b}(R)$ is the probability of ionizing in the interval ( $R, R+d R$ ). The exponential factor is the survivi- factor for reaching $\mathbb{R}$ without ionizing. Similarly, for a retreating particle,

$$
\begin{equation*}
P_{b}^{\text {out }}(R)=\frac{\Gamma(R)}{v_{b}(R)} \exp \left[-\int_{R_{0}}^{\infty} d R^{\prime} \frac{\Gamma\left(R^{\prime}\right)}{v_{b}\left(R^{\prime}\right)}-\int_{R_{0}}^{R} d R^{\prime} \frac{\Gamma\left(R^{\prime}\right)}{v_{0}\left(R^{\prime}\right)}\right] \tag{5.20}
\end{equation*}
$$

where $R_{0}$ is the classical turning point, i.e., the point for which

$$
\begin{equation*}
E=v_{0}^{\frac{1}{n}}(R)+\frac{E b^{2}}{R^{2}} \tag{5.21}
\end{equation*}
$$

(see Figure IX). The total probability for ionization at $R$ is thus given by
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$$
\begin{equation*}
P_{b}(R)=P_{b}^{i n}(R)+P_{b}^{\text {out }}(R) \tag{5.22}
\end{equation*}
$$

and the total probability for ionization along a trajectory of impact parameter b is simply

$$
\begin{equation*}
P_{b}=\int_{R_{0}}^{\infty} P_{b}(R) d R \tag{5.23}
\end{equation*}
$$

To obtain a total cross section for ionization, we thus need to add up all the contributions from individ:al impact parameters:

$$
\begin{equation*}
\sigma_{t o t}=2 \pi \int_{0}^{\infty} \mathrm{db} \cdot \mathrm{~b} \cdot \mathrm{P}_{\mathrm{b}} \tag{5.24}
\end{equation*}
$$

Performing the necessary substitutions and the integration over $R$, we obtain

$$
\begin{equation*}
\sigma_{\text {tot }}=2 \pi \int_{0}^{\infty} d b \cdot b \cdot\left[1-\exp \left\{-2 \int_{R_{0}}^{\infty} d R^{\prime} \frac{\Gamma\left(R^{\prime}\right)}{v_{b}\left(R^{\prime}\right)}\right\}\right] \tag{5.25}
\end{equation*}
$$

We would also like to calculate the amount of associate ionization, i.e., the cross section $\sigma_{A I}$ for the formation of $\mathrm{HeH}_{2}^{+}$in our atom-atom picture. We can ther compute tint branching ratio $R=k_{A I} / k_{\text {tot }}$, which can be compared with experiment. Classically, we can consider the Ionization as a vertical transition from the excited $v_{0}^{*}$ curve to the ionized $v_{0}^{+}$curve, where the nuclear kinetic energy is locally conserved (see Figure IX). (The $\mathrm{v}_{0}^{+}$wurve is just the $\ell=0$ Legendre moment for the $r=1.40 \mathrm{SCF}$ results for $\mathrm{V}_{+}$presented in Chapter IV.) IF, after the ionization has occurred, the nuclear kinetic energy falls within the shaded region of Fisure IX, we have a bound (i.e., associated)
product. This includes both a component which is truly bound (E less than $v_{0}^{+}(\infty)$ ) as well as a component which is only quasibound ( $E$ less than the centrifugal barrier). The criteria for decidiag it the final nuclear kinetic energy falls within the shaded region can be included by restricting the limits on the $R$ integration of $P_{b}$ and by multiplying the integrand in Eq. (5.23) by a step function $h(x)$, which equals one if the final energy is sufficiently low and equals zero orherwise. Assuming, as is the case presented here, that the topology of $\mathrm{v}_{0}^{*}$ and $v_{0}^{+}$are such that only a single reaction of $R$ contributes to $\sigma_{A I}$, we obtain for $\sigma_{A I}$ a triple integral

$$
\begin{align*}
\sigma_{A I} & =2 \pi \int_{0}^{B} d b \cdot b \cdot \int_{R_{0}}^{\bar{R}} d R h(X) \frac{\Gamma(R)}{v_{b}(R)} \exp \left(-\int_{R_{0}}^{\infty} d R^{\prime} \frac{\Gamma\left(R^{\prime}\right)}{v_{b}\left(R^{\prime}\right)}\right) \cdot \\
& \cdot\left[\exp \left(\int_{R_{0}}^{R} d R^{\prime} \frac{\Gamma\left(R^{\prime}\right)}{v_{b}\left(R^{\prime}\right)}\right)+\exp \left(-\int_{R_{0}}^{R} d R^{\prime} \frac{\Gamma\left(R^{\prime}\right)}{v_{b}\left(R^{\prime}\right)}\right)\right], \tag{5.26}
\end{align*}
$$

Where $B$ is the maximum value of $b$ for which $v_{0}^{+}+\frac{E b^{2}}{R^{2}}$ possesses $a$ well, $\bar{R}$ is $R_{\text {max }}^{+}(b)$ (cf. Figure $L X$ ), and $X$ is given by

$$
\begin{equation*}
x=V_{\text {max }}^{+}(b)-E+v_{0}^{*}(R)-v_{0}^{+}(R) \tag{5.27}
\end{equation*}
$$

For the amount of the truly bound component only, $\overline{\mathrm{R}}$ is caken as the point $R^{0}$ where

$$
\begin{equation*}
\mathrm{v}_{0}^{+}(\mathrm{R})+\frac{E b^{2}}{\mathrm{R}^{2}}=\mathrm{v}_{0}^{+}(\infty) \tag{5.28}
\end{equation*}
$$

and X becomes

$$
\begin{equation*}
x=v_{0}^{+}(\infty)-E+r_{0}^{*}(p)-v_{0}^{+}(R) \tag{5.29}
\end{equation*}
$$

It w. let $R^{\prime}(b)$ be the largest valur of $R$ in the interval ( $R_{0}, R_{\text {max }}^{+}$( $b$ ) or $n^{\prime}$ ) for wich $h(X)=1$, we can rewrite the triple integral in Eq. (5.26) as the double integral:

$$
\begin{equation*}
\sigma_{A I}=2 \pi \int_{0}^{B} d b \cdot h \cdot\left\{\exp \left[-\int_{R_{0}}^{\infty} d R \frac{\Gamma(R)}{v_{b}(R)}\right]\right\} \sinh \left[\int_{R_{0}}^{R} d R \frac{\Gamma(R)}{v_{0}(R)}\right] \tag{5.30}
\end{equation*}
$$

In general, the values of $R_{0}, B, R_{\max }^{+}(b)$, and $R^{0}$ must be determined numerically. For certain choices of potentials, nowever, such as those described below, some of these values can be found analytically.

## 2. Results

The integrations in Eqs. (5.25) and (5.30) were performed with a Simpsons rule procedure. The $R$ integrals pose a problem, however, in that since $v_{b}(R)$ approaches zero as $R$ approaches $R_{0}$, the integrand is singular at $R_{0}$. Fortunately, this problem can be obviated by a suitable change of integration variable. Letting $x=\sqrt{R_{1}-R_{0}}$, we get the following transformation.

$$
\begin{equation*}
\int_{R_{0}}^{R_{i}^{1}} d R \frac{\Gamma(R)}{v_{b}(R)}=2 \int_{0}^{\sqrt{R_{1}-R_{0}}} d x \frac{\Gamma\left(R_{0}+x^{2}\right) \cdot x}{v_{b}\left(R_{0}+x^{2}\right)} \tag{5.31}
\end{equation*}
$$

The integrand is now finite for all $x$ in $\left[0, \sqrt{R_{1}-R_{0}}\right]$. However, the integrand has $0 / 0$ for as $x+0$, so that the limit of the integrand as $\mathrm{x} \rightarrow 0$ must be properly determined for evaluation at or near the lower limit of integration. For the choices of potential forms used
here, this can be done by standard limiting procedures involving expansion techniques. With this limiting procedure taken into account, the integrands in Eqs. (5.25) and (5.30) are s.ooth, well-behaved functions of $R$ and $b$. In fact, for energies less than $0.500 \mathrm{ev}, 20$ integration points were sufficient for four-figure accuracy in $C_{\text {tot }}{ }^{\circ}$ For higher energies, 40 points proved to be enough. A somewhat larger number of points was required for the $\sigma_{A I}$ calculations. In addition, the infinite limits in Eq. (5.25) were set to about 20.0 for the $b$ and R integrations.

Before presenting the results for the total ionization cross section, a few remarks are in order on how the classical turning point $R_{0}$ was obtained in these calculations. Basically, a strictly numerical technique was used. That is, suppose we define the function $f(R)$ by

$$
\begin{equation*}
\mathrm{f}(\mathrm{R})=\mathrm{v}_{0}^{*}(\mathrm{R})+\frac{E b^{2}}{R^{2}}-\mathrm{E} \tag{5.32}
\end{equation*}
$$

We thus want the value $R_{0}$ such that $f\left(R_{0}\right)=0$. Given the $i^{\text {th }}$ approximation to $R_{0}$, we can determine the $(i+1)^{s t}$ approximation by

$$
\begin{equation*}
R_{i+1}=R_{i}-\frac{f\left(R_{i}\right)}{f^{\prime}\left(R_{i}\right)} \tag{5.33}
\end{equation*}
$$

Since $v_{0}^{*}$ is fit by a cubic spline function, both $f\left(R_{i}\right)$ and $f^{\prime}\left(R_{i}\right)$ can be determined analytically. Given some initial guess to $R_{0}$ then, Eq. (5.33) can easily be iterated until the change in the computed $R_{0}$ value between successive iterations is sufficiently small. An efficient method of choosing the initial guess to $R_{0}$ is to take the final $R_{0}$ value
 Fq. (5.25)). The classical resulcs obtained with an atomatom approxination (solid curve) are compared with the quantum mechiaical results of Section A (crosses).

obtaincd For the previous ralue of b. Since the incremeat betwen $b$ values was not too large ( -1 ), this provided a good initial guess for $H_{0}$. Thas, only the initial gucss for $b=0$ is undetermined. Howerer, for $b=0$, the condition for $R_{0}$ becomes

$$
\begin{equation*}
0=f(R)=v_{0}^{*}(R)-E \tag{5.34}
\end{equation*}
$$

which, since $\gamma_{0}^{*}(R)$ is a cubic spline, can be solved analytically. ${ }^{48}$ Also, since: E crosses $\mathrm{v}_{0}^{*}(\mathrm{R})$ at one and only one point in the interval between two cubic fit points, the choice of root is unamiguous.

Results for the total ionization cross section for the collision energy range 0.010 to 1.000 eV are plotted in Figure X , and compared with the quantum mechanical. results of Section A. We see that the classical aton-atomresults are slightly lower than the quantum ones, but still within $10 \%$. Since the effect of $v_{2}^{*}$ in the quantum mechanical caiculations was to lower the ionization cross section by around $10 \%$, classical mechanics (i.e., the neglect to tunnelling) appears to introduce rougnly a $20 \%$ error over quantum mechanics. The magnitude of the error caused by the neglect of tunnelling is reasonable Enr the case of a repulsive potential and a width which rises rapidy as R decreases. Thermally averaging the cross sections to obtain rate constants as in Eq. (5.17) similarly produced results which are within $10 \%$ below those obtained in Section $A$.

In order to calculate the cross section for associative ionization $\sigma_{A I}$, the ionized $v_{0}^{+}(R)$ curve is needed. This function was derived from the SCF results for $\mathrm{V}^{+}$presented in Chapter IV by the use of. Eq. (4.3). It is listed in Table VIII and is plotted in Figure XI. To interpolate between the computed points, the $\mathrm{v}_{0}^{+}$

Table VIIL, $\quad=0$ Legendre moments ior $\because+$

| $R\left(a_{0}\right)$ | $v_{0}^{+}(a .4)$. |
| :---: | :---: |
| 3 | +0.000642 |
| 4 | -0.001381 |
| 5 | -0.090833 |
| 6 | -0.000439 |
| 7 | -0.000231 |
| 8 | -0.000129 |
| 9 | -0.000076 |
| 10 | -0.00050 |
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$$
\begin{equation*}
v_{0}^{+}(r)=\frac{c}{R^{8}}-\frac{c^{\prime}}{R^{4}} \tag{5.35}
\end{equation*}
$$

The value of $e^{\prime}$ was set to 0.69 , the polarizabilfty of helium. Taking two different qulues of $a$ lobtained by a least-squares fit of the data with and withom the computed value at $R=3 a_{o}$ produced two different fils to $v_{0}^{+}$, difering primarily in the position and depth of the minimua ia the athractiote well (cf. Figure $X I$ ) and isacketing the correct ${ }^{+}$curve. Thi true results should thus lie between those obtained Erom these two fits.

The adrantage of using a fit of the form in Eq. (5.35) is that cercain upper limits needed in Eq. (5.26) and (5.30) can be determined analytically. The position of the maximum of the centrifugai barrier, $R_{\max }^{+}(b)$, and the largest value of $b$ for which $v_{0}^{+}(R)+\frac{E b^{2}}{R^{2}}$ contains a well, B , can both be obtained by setting the derivative of the effective potential to zero:

$$
\begin{equation*}
0=\frac{d}{d R}\left(v_{0}^{+}(R)+\frac{E b^{2}}{R^{2}}\right)=\frac{1}{R^{6}}-\frac{c^{\prime}}{2 c} \cdot \frac{1}{R^{2}}+\frac{E b^{2}}{R^{2}} . \tag{5.36}
\end{equation*}
$$

As mentioned above, such cubic equations have analytir solutions, ${ }^{48}$ so that $\mathrm{R}_{\max }^{+}(\mathrm{b})$ is relatively easy to determine. Since no real solutions exist when the discriminant for the equation equals 0 , we obtain the condirion for $B$ as:

$$
\begin{equation*}
B=\frac{\left[(2 / 3) c^{\prime}\right]^{3 / 4}}{E^{1 / 2} e^{1 / 4}} \tag{5.37}
\end{equation*}
$$

 af for truly bound component), can similarly be obtained by sulvity fat cutuic equation

$$
\begin{equation*}
v_{0}^{+}(R)+\frac{E b^{2}}{R^{2}}=0 \tag{5.38}
\end{equation*}
$$

directl: The final quantity to be decermined, $R^{\prime}(b)$, corresponding to the lareest allowed $R$ value for which the step function $b(X)$ is non-sero, cannot be determined analytically. Tit wes determined by a straichtforward numerical search.

- Associative ionization cross sections © $A$ were calculated vith both of the Eits given in Figure $X I$, and witn and without the quasibound component. The four sets of cross sections were then theralally averaged via Eq. (5.17), producing associative rate constants $k$, at $300^{\circ} \mathrm{K}$. From these, branching ratios $R=k_{A I} / k_{\text {tot }}$ weze computed. Results for the total (both component) associative ionization for Fit 1 and fit 2 are $16 \%$ and $17 \%$, respectively. When just the truly bound component is considered, these results are $12 \%$ and $13 \%$. From these results, we can conclude that the branching ratio is not very sensitive to the well. region of the lonized curve, which is consistent with the picture that at thermal energies, the particles cannot get much closer than about $5 a_{o}$. We also note that the quasibound component contributes only $20 \%$ to $30 \%$ of the branching ratio. However, the experimentally determined branching ratio for the formation of $\mathrm{HeH}_{2}^{+}$is a mere $1.5 \% .32,34$ Clearly, some factor ins not properly been accounted Eor in this comparison, since classical mechanics would be expected to underestimate the result, through the negiect oi tunnelling. The difierence between this
theoretical treataent and what is experimentaly deteraned thus lies in the atom-atom approximation enniployed here. That is, this model cannot
 namurt of vibrational exaitation to subsequently decay to heif + H. Since the branching ratio for $\mathrm{HeH}^{+}$formation is around $10 \%$ at $300^{\circ} \mathrm{K}$, this is a plausible erplanation. In terms of porential curves, this means that to properly compare with experiment, we nead to add the $4_{2}^{+}$vibrational encrgy to the $v_{0}^{+}$curve, thereb; raising it relative to the original $v_{0}^{+}(\infty)$ value and decreasing the size of the well. In fact, for a sufficiently large amount of vibrational energy ( $\quad .002 \mathrm{a} . \mathrm{u}$. ), the well would disappear entirely, corresponding to a zero classical cross section for associative ionization. The observed branching ratio for $\mathrm{HeH}_{2}^{+}$formation could then be calculated only in a quantum mechanical framework. This last idea is supported by the work of Preston and Cohen, ${ }^{49}$ who observed no $\mathrm{Hell}_{2}^{+}$fommaion in a ciassical lrajectory study of this problem.


## VI. THE $\mathrm{He}\left(2^{1} \mathrm{~S}\right)-\mathrm{ii}$, s.Stan

This chapter presents the results of our stabilization--bolden
 particular interest in that recent experimental measurements : the differential scattering cross section ${ }^{15,16}$ suchest mai, unlke the triplet system, the singlet interaction fotentiai $\because^{*}$ containe a relative maximum (cf. figure : ilf). In a previcus ibeorecical scudy of this system, Cohen and Lane 22 Eoun a hisin desme of enisotropy. However, since theiz calculation employed a rather limited valencebond CI wavefunction with a single center expansion fur the $\mathrm{H}_{2}$ orbitals, a reliable maximum was either not observed or not reported.

The method employed in our work was presented in Chapter III. All comments in Chapter IV concerning the proccdure and programs apply here as well, and need not be repeated. Ly two differences between the work presented in Chapter IV and the current case are significant. First, the orbital basis set lisced in Table III was used as given, except that the 2 s and 2 p orbital exponents on He were changed to 0.505 , as derermined in a separate calculation of he ( $2^{1}$ S). Second, unlike the triplet calculation, the ground state (reference) configuration for $\mathrm{HeH}_{2}$ must ie included in the configuration set. Since it was considered a part of the $Q$ subspace of $\hat{H}$, the root corresponding to resonance was thus the second eigenvalue of $\hat{Q} \hat{Q} Q$.

The results for the resonance energy $V^{*}$ are listed in Table IX. Since the singlet SCF calculations on $H^{+}{ }_{2}^{+}$differ from the triplct only in the $2 s$ and $2 p$ He exponents, the $V_{\perp}$ results were almost the same as betore (differiny $0.0002 \mathrm{a} .$. ), and need not be repeated.
 with : inized at $0^{\circ}\left(C_{\text {onf }}\right)$ and $\left.90^{\circ}\left(C_{2},\right)^{\prime}\right)$. The $H_{2}$ bond length is fixed at the requllibrium value $r_{0}=1.40 \mathrm{a}_{0}$. The dashed curse is maneriand's effective spherically symetric putential (see Reference 30). All curves are plated with the same zero. The calculated asmptotic limit is $\mathrm{v}^{*}(\mathrm{k} \rightarrow \infty, \mathrm{r}=1.40)=$ -3.273656 a. 4.
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| K | ; | $\mathrm{r}^{\text {b }}$ | $y^{\star}$ | R | 9 | r | $v^{*}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3.00 | 0 | 1.40 | -3.191.579 | 5.00 | 0 | 1.40 | -3.269032 |
| 3.00 | 45 | 1.40 | -3.215420 | 6.00 | 4.5 | 1.40 | -3.270450 |
| 3.1010 | 20 | 1.40 | -3.234810 | 6.00 | 90 | 1.00 | -3.222912 |
| 4.00 | 0 | 1.40 | -3.256806 | 6.00 | 90 | 1.40 | -3.271680 |
| 4.00 | 45 | 1.40 | -3.263535 | 6.00 | 90 | 1.80 | -3.249739 |
| 4.00 | 90 | 1.40 | -3.269144 | 6.25 | 0 | 1.40 | -3.269508 |
| 4.513 | 0 | 1.40 | -3.263758 | 6.25 | 45 | 1.40 | -3.270702 |
| 4.50 | 45 | 1.40 | -3.267951. | 6.25 | 90 | 1.40 | -3.271725 |
| 4.50 | 90 | 1. 40 | -3.271489 | 6.50 | 0 | 1.40 | -3.269971 |
| 4.75 | 0 | 1.40 | -3.265434 | 6.50 | 45 | 1.40 | -3.270956 |
| 4.75 | 45 | 1.40 | -3.268869 | 6.50 | 90 | 1.40 | -3.271806 |
| 4.75 | 90 | 1.40 | -3.271769 | 6.75 | 0 | 1.40 | -3.270414 |
| 5.00 | 0 | 1.40 | -3.266548 | 6.75 | 45 | 1.40 | -3.271217 |
| 5.00 | 45 | 1.40 | -3.269406 | 6.75 | 90 | 1.40 | -3.271923 |
| 5.00 | 90 | 1.40 | -3.271817 | 7.00 | 0 | 1.40 | -3.270829 |
| 5.25 | 0 | 1.40 | - ${ }^{2} .267350$ | 7.00 | 45 | 1. 40 | -3.271479 |
| 5.25 | 45 | 1.40 | -3.269749 | 7.00 | 90 | 1.40 | -3.272061 |
| 5.25 | 90 | 1.40 | -3.271776 | 7.25 | 0 | 1.40 | -3.271215 |
| 5.50 | 0 | 1.40 | -3.267983 | 7.50 | 0 | 1.40 | -3.271571 |
| 5.50 | 45 | 1.40 | -3.770007 | 7.50 | 45 | 1.40 | -3.271987 |
| 5.50 | 90 | 1.40 | -3.271714 | 7.50 | 90 | 1.40 | -3.272368 |
| 5.75 | 0 | 1.40 | -3.268528 | 7.75 | 0 | 1. 40 | -3.271890 |
| 5.75 | 45 | 1.40 | -3.270234 | 8.00 | 0 | 1.40 | -3.272175 |
| 5.75 | 90 | 1.40 | -3.271677 | 8.00 | 45 | 1.40 | -3.272429 |

Table IX, continued.

| R | $三$ | r | $V^{*}$ | R | 0 | r | $v^{*}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 8.00 | 90 | 1.00 | -3.224158 | 10.0 | 90 | 1.35 | -3.273164 |
| 8.00 | 90 | 1.35 | -3.272406 | 10.0 | 90 | 1.40 | -3.273431 |
| 8.00 | 90 | 1.40 | -3.262672 | 10.0 | 90 | 1.45 | -3.272747 |
| 8.00 | 90 | 1.45 | -3.271987 | 10.0 | 90 | 1.80 | -3.251202 |
| 8.00 | 90 | 1.80 | -3.250440 | 25.0 | 0 | 1.40 | -3.273657 |
| 8.25 | 0 | 1.40 | -3.272423 | 25.0 | 45 | 1.40 | -3.273657 |
| 8.50 | 0 | 1.40 | -3.272638 | 25.0 | 90 | 1.00 | -3.225122 |
| 8. 50 | 45 | 1.40 | -3.272786 | 25.0 | 90 | 1.35 | -3.273388 |
| 8.50 | 90 | 1.40 | -3.272938 | 25.0 | 90 | 1.40 | -3.273657 |
| 9.00 | 0 | 1.40 | -3.272978 | 25.0 | 90 | 1.45 | -3.272975 |
| 9.00 | 45 | 1.40 | -3.273062 | 25.0 | 90 | 1.80 | -3.251443 |
| 9.00 | 90 | 1.40 | -3.273150 | 50.0 | 30 | 1.00 | -3.225122 |
| 9.50 | 0 | 1.40 | $-3.273217$ | 50.0 | 90 | 1.35 | -3.273388 |
| 9.50 | 45 | 1.40 | -3.273260 | 50.0 | 90 | 1.40 | -3.273656 |
| 9.50 | 90 | 1.40 | -3.273314 | 50.0 | 90 | 1.45 | -3.272974 |
| 10.0 | 0 | 1.40 | -3.273381 | 50.0 | 90 | 1.80 | -3.251442 |
| 10.0 | 45 | 1.40 | -3.273401 |  |  |  |  |
| 10.0 | 90 | 1.00 | -3.224905 |  |  |  |  |

${ }^{\text {all }}$ quantities in atomic units; angles in degrees. The exact asymptotic 1imit for the potential is $\mathrm{V}^{\star}(\mathrm{R} \rightarrow \infty, \mathrm{r}=1.40)=-3.3204 \mathrm{a} . \mathrm{u}$.
${ }^{b} R, r$, and $\theta$ are the coordinates defined in Figure II.

Ahso, the reason that tesults for the autoionization dichthare not tabulatad will be detaijerd below. $V^{*}$ results for a fized $\mathrm{H}_{2}$ bond Lengan ( $r_{0}=1.40 n_{0}$ ) and rwo sized orientation $\because=0^{\circ}$ and $r=50^{\circ}$, are ploted in Figure 3 It, and compared with the experimentally deduced potential of Habreland. ${ }^{30}$ From the figure, we see that the posential i: quite anisotropic, and that, whereas the $C_{\text {eng }}$ approach is purely rupulsive, the $\mathcal{C}_{2 v}$ approach actually does possess a relative maximura. In addition, a $C_{5}\left(0=43^{\circ}\right)$ approach (not shown) has a pronounced "wiskle", though not a true mazinun. Since the potential curve inferred by llaberfand ${ }^{30}$ assumes an isotropic potential, a direct comparison of our results with experiment is not possible. Such a comparison could be made with scattering calculations employing the complex potential $v^{*}-\frac{i}{2}$ r, but the autoionizing width for this system is not currently available (see below). However, the fact that the height of the relative maximum in our $C_{2 v}$ potential is roughly the same as that of Haberland's effective potential ${ }^{30}$ strongly suggests that our calculation is correctly modeling the physics of the situation.

The Legendre moments $v_{0}, v_{2}$, and $v_{4}$ defined by Eq. (4.1) are plotted in Figure XIII. The larg2 uegree of anisctropy is easily visualized from this figure, although the "wiggle" is not very pronounced. In fact, the raximum region in the $\mathcal{C}_{2 v}$ approach is converged in the Legendre moments to a crossing of the $v_{0}$ and $v_{2}$ curves. For if $v_{0}=v_{2}$ and $v_{4}$ is neglected, i.t can easily be shown [cf. Eqs. (4.3) to (4.5)] that $V\left(90^{\circ}\right)=\frac{1}{4} V\left(0^{\circ}\right)$, which is nearly true around $R=5 a_{0}$.

The physical origin of this unusual structure in the potential does not appear to be due to an avoided crossing with the $\mathrm{He}^{+}-\mathrm{H}_{2}^{-}$ionic state. Such an interaction is precluded by the fact that for the $C_{2 v}$
 svanctries. It should also be pointed out that the structure is :avt
 SY: rivalation ior the Heht state, as the corresponding Ct cal ralation with an $S f f$ on the $l l e l_{2}$ ground state also produced a $C_{\text {gv }}$ curve with a poantaced strusture. An analysis of the resonance wavefunction for various $R$ values in the $C_{2 v}$ approach indicates that the structure is ©ue to the intraction betwecn two excited states which asyantetically Wetome be $\left(\therefore s^{2} 5^{1} S\right)+H_{2}$ and he( $\left.1 . \mathrm{s}^{2} \mathrm{p}^{1} p\right)+H_{2}$. That is, For R larger than the rejative maximum, the excited He electron isi in an oriaial fhich has essent iojly 2 character, while for $R$ inside the maximum, the electron is in an orbital characterized as a $2 s-{ }^{2} p_{z}$ iobrid. Such $s-p$ correlation was also found to be important to Cohen and Lane. 22 To gain a more quanticative view of this hybridization, we performed a crude population analysis, as follows: For fixed $R$, we consider the eigenvectors for the two roots winch dissociate to $\mathrm{He}\left(2^{1} \mathrm{~S}\right)$, $\mathrm{He}\left(2^{1} \mathrm{P}\right)+\mathrm{li}_{2}$ (roots 2 and 3 of our calculation). For each root, the electron density in the $2 s$ and $2 p$ molecular orbitals of $H e$ is then roughly given by the squares of the coefficients for the configurations corresponding to single excitations from the ground state to the respective orbitals. To obtain the atomic orbital densities, these squared coefficients are then multiplied by the proper coefficients of the atomic orbitals in the molecular orbitals, and the results for a given atomic o.bital are summed over the $2 s$ and $2 p$ molecular orbitals. We thus end up with a crude measure of the electron density in the excited $s$ and $p$ atomic orbital.s, which we can denote by $D_{s}$ and $D_{p}$. We then detine tite mixing ratio for each of the eigenvectors as $D_{s} / D_{p}$. These mixing ratios are
 potential enage surface [ce. Eq. (4.1)]. The $H_{2}$ bond length is fixed at the equilibrium value $r_{0}=1.40 \mathrm{a}_{0}$. $\cdots$
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Given in Table $X$. From these results, it is clear thot outside the relative maximums the two roots correspond quite well to distinct $S$ and $p$ excited orbitals, whereas inside the maximm, the two roots become mixed, and at 5 a the excited orbitals are probably quite nearly sp hybrids.
'The structure in the potential surface may now be explained in terms of this $s-p$ hybridization. For the hybridization provides a mechanism whercby electron charge density may be polarized along the $R$ axis and away from the $\mathrm{H}_{2}$. Thus, more of the +1 charge of the He ${ }^{+}$ core is bared to the $H_{2}$, providing a charge-quadrunole interaction, for which the $C_{2 v}$ approach is the most stable. of course, such an effact is also possible for the $\mathrm{He}\left(2^{3} \mathrm{~S}\right)+\mathrm{H}_{2}$ system discussed in Chapter IV. However, the $\mathrm{He}\left(2^{3} \mathrm{~S}\right)-\mathrm{He}\left(2^{3} \mathrm{P}\right) \mathrm{spi} i t \operatorname{ting}$ is 1.14 eV , as opposed to 0.60 $e V$ in the singlet case. Such s-p interaction would then be expected to occur at smaller $R$ values, ${ }^{50}$ where the potential is too steeply repulsive to support a well.

Using the same procedure as was used in the triplet study (see Chapter IV), the autaionization width for $H e\left(2^{1} S\right)+H_{2}$ was computed. Unfortunately, in the present case the width did not fall to zero as the $\mathrm{H}_{2}$ was moved away $(\mathrm{R} \rightarrow \infty)$. In fact, $\Gamma$ reached an asymptotic value of $\sim 10^{-5}$ a.u. To understand the origin of this result, we will restrict our discussion to a $\mathrm{C}_{2 \mathrm{v}}$ geometry with a fixed $\mathrm{H}_{2}$ bond length of $\mathrm{r}_{\mathrm{o}}=1.4 \hat{\mathrm{a}} \mathrm{a}_{\mathrm{o}}$. We also consider the case in which $R$ is large, for in this limit we may talk : bout molecular orbicals which are centered on either He or $\mathrm{H}_{2}$. Since in our calculations the SCF is used to obtafn a good set of orbitals with which to describe $\mathrm{He}_{\mathrm{H}} \mathrm{H}_{2}{ }_{2}$, in the CT the reference (errund

Table $X . \quad \mathrm{D}_{\mathrm{s}} / \mathrm{D}_{\mathrm{p}}$ population ratios for $\mathrm{He}\left(2^{\mathrm{l}} \mathrm{S}\right)+\mathrm{H}_{2} .{ }^{\mathrm{a}}$

| R (a $a_{0}$ | Root 2 | Reot 3 |
| :---: | :---: | :---: |
| 3 | 1.07 | 1.23 |
| 4 | 1.55 | 1.20 |
| 5 | 2.34 | 1.01 |
| 6 | 3.66 | 0.48 |
| 7 | 1.99 | 0.20 |
| 8 |  | 0.66 |

${ }^{\text {a }}$ See text for definitions of quantities involved.
state) configuratiun, which is in the ofuspace, will mix with the single excitations in the $P$ subspace to provide a better description of $\mathrm{H}_{2}$. Unljke the triplet case, then, in winch the reference configuration is not included, this normal CI correlation of the $H_{2}$ is counted in the $H_{p q}$ coupling, and thus contributes to the width. Since such correlation would reach some non-zero asjnptotic value for large $R$, $\Gamma$ would be expected to level off as $R \rightarrow \infty$, as is observed. In addition, since sucin CI correlation changes with $R$ in some unknown manner, the asymptotic limit cannot simply be subtracted off to provide the width. In fact, when such a procedure is used, the results we obtain are about an order of magnitude smalier than those for the triplet system, in contrast to the results of Cohen and Lane, 22 who abcained an approximate singlet width which was slightly larger than their triplet. (Cohen and Lane ${ }^{22}$ did not observe the correlational difficulties discussed here as they did not use the golden rule approach for their singlet calculations.) It should also be pointed out that these asymptotic difficulties were not observed by Hickman in a golden rule calculation on $\mathrm{He}\left(2^{1} \mathrm{~S}\right)+\mathrm{H},{ }^{51}$ since as $R \rightarrow \infty$, there is no electronic correlation for the $H$ atom.

In an attempt to remedy our correlation difficulties, we tried a few other schemes, corresponding to different effective choices for the $P$ and $Q$ projectors. First, the reference configuration was remuved from the $Q$ subspace and placed in the $P$ subspace, so that the mixing between the ground configuration and tine $P$ configurations would not be counted in the width. However, since the reference configuration mixes strongly with the entire $Q$ space, this procedure was not effective. Second, with the reference ronfiguration repiaced in the $C$ subspace, the SGF calculation was performed on HeH ${ }_{2}$ instead of Heli ${ }_{2}^{+}$. This choice
of molecular orbitals provides a poorer descriftion of the continum function $X$ in Eq. (3.12), but this is probably not a serious concern, as Conen and Lane ${ }^{22}$ obtained reasonable widths for the $\left(2^{1,3} 5\right)+H_{2}$ wing quite modest wavefuncrions. The advantage of such a choice of molecular orbitals, however, is that by Brillouin's Theorem ${ }^{52}$ we know that the reference configuration cannot mix with those configurations which are single excitations from the reference (i.e., the $P$ configurations). We thus obtained no contributions to the width from the mixing between the reference configuration and the $P$ subspace. However, a different type of correlation in the $H_{2}$ was observed in this case. For large $R$, double excitations in the $H_{2}(\varepsilon Q)$ mixed strongly with the singie excitations in $H_{2}(\varepsilon P)$, again providing an asymptotic contribution to the width.

In a final attempt to remove the electronic correlation from the width, we replaced the single determinental ionic wavefunction $\forall_{i o n}$ in $X$ [cr. Eq. (3.6)] by a three electron CI wavefunction. The idea here is that by "precorrelating" the continum function $X$, the correlational effects described above could be expected to cancel out in the golden rule matrix element of Eq. (3.12). That is, suppose we reconsider the physical approximation assumed for the continuum function $\chi$,

$$
\begin{equation*}
X_{\varepsilon \ell 0}\left(\vec{r}_{1}, \ldots, \vec{r}_{4}\right)=A \psi_{\text {ion }}\left(\vec{r}_{1}, \vec{r}_{2}, \vec{r}_{3}\right) \phi_{\varepsilon \ell O}\left(\vec{r}_{4}\right) \tag{6.1}
\end{equation*}
$$

where, as before, we expand the coulomb orbital $\phi_{\varepsilon \& 0}$ as

$$
\begin{equation*}
\phi_{\varepsilon \ell 0}\left(\vec{r}_{4}\right) \approx \sum_{i=1}^{n} a_{i}^{(l)} \phi_{i}\left(\vec{i}_{4}\right) \tag{6.2}
\end{equation*}
$$

However, for ${ }_{i}\left(\vec{r}_{1}, \vec{r}_{2}, \vec{r}_{3}\right)$, we now take the ground state eigenvector Erom a CI caiculation on $\mathrm{HeH}_{2}^{+}$:

$$
\begin{equation*}
\psi_{\text {ion }}\left(\vec{r}_{1}, \vec{r}_{2}, \vec{r}_{3}\right)=\sum_{k} \xi_{k} \vec{r}_{k}^{3}\left(\vec{r}_{1}, \vec{r}_{2}, \vec{r}_{3}\right) \tag{5.3}
\end{equation*}
$$

where the superscript 3 indicates that $\hat{r}_{k}^{3}$ is a 3 -eiectron configuration. We us obtain for $X$ :

$$
\begin{align*}
X_{E 2,0} & \equiv A\left(\sum_{k} c_{k} j_{k}^{3}\right) \cdot\left(\sum_{i} a_{i}^{(2)} \psi_{i}\right) \\
& =\sum_{i} a_{i}^{(2)} \sum_{k} c_{k} \phi_{i k}^{4} \tag{6,4}
\end{align*}
$$

where ${ }_{i k}^{4}$ is a 4-eiectron configuration corresponding to a proper spatial and singlet spin coupling of the 3-electron configuration $\Phi_{k}^{3}$ with the orbitai $\phi_{i}$, $\phi_{i k}^{4}$ can be written as a simple linear combination of configurations $\Phi_{i}$ for $\mathrm{HeH}_{2}$. Assuming that the $\Phi_{\mathrm{k}}^{3}$ configurations contain single and double excitations from the 3-electron reference ground
 some tripie excitations from the 4-electron reference configuration of the original $\mathrm{HeH}_{2}$ set. It should be noted here, however, that the only terms in $X$ of Eq. (6.4) which contribute to the $I_{\ell}$ matrix element of Eq. (4.16) are those terms which were not included in the original Q subspace. To demonstrate this, we assume that a given $\Phi_{i k}^{4}$ corresponds to a configuration $\Phi_{t}$ (or a linear combination of such configurations), where $\phi_{t}$ is an element of the $Q$ subspace. Then the contribution to $I_{\ell}$ from the $\Phi_{i k}^{4}$ team is rclated to

$$
\begin{align*}
\left\langle Y_{Q}\right| H-E_{r}\left|{ }_{r}\right\rangle & \left.=\left\langle\sum_{j} b_{j}\right\rangle_{j}\left|H-E_{r}\right| h_{t}\right\rangle \\
& =\sum_{j} b_{j}\left(H_{j t}-H \tilde{C}_{j t}\right)=0 \tag{6.5}
\end{align*}
$$

where the last expression equals :ero because the final equality of Eq. (6.5) is simply the secular equation which determines the coefficients $\left\{b_{j}\right\}$ for the eigenvecturs of $Q \hat{H} C$. Contributions to the width only arise, then, from matrix elements between $Q$ configurations and $P$ conifigurations and between $Q$ configurations and triple excitations from the reference, Unfortunately, both types of matriz elements do not go to zero as $R \rightarrow \infty$, and the results from this procedure are not very different from the original calculation described above, with the exception that the asymptotic limit for $\Gamma$ is now $\sim 10^{-7}$ a.u. This indicates that a partial cancellation of the correlational effects may be occurring. In conclusion, For cases in which such correlational effects as those presented here are important, the choices of $P$ and $Q$ projectors presented in Chapter III are not suitable for an accurate calculation of the width. A different method presented in Chapter VIII, based on a calculation of the Siegert eigenvalues of a system, shows great promise for the calculation of widths in such cases.

## VIL. THE He $\left(2^{1} S\right) \div$ Ar SYSTEM

Another reaction of current scientific interest is the Penning nonization of Ar atoms by singlet metastàle He: ${ }^{15-17,53-55}$

$$
\begin{equation*}
\mathrm{He}\left(1 s 2 s^{1} s\right)+\mathrm{Ar} \rightarrow \mathrm{He}+\mathrm{Ar}{ }^{+}+\mathrm{e}^{-} \tag{7.1}
\end{equation*}
$$

llaberland ${ }^{17}$ recently published an exiensive study of the differential elastic scattering cross section for this system at several collision energies, from which it is concluded that a proper calculated fit to the cross section results requires an excited potential $v^{*}$ which contains a relative maximum (cf. Figure XIV), similar to that observed for the $\mathrm{He}\left(2^{1} \mathrm{~S}\right)+\mathrm{H}_{2}$ system (cf. Chapter VI). This unusual feature is necessary in that it gives rise to a well-resolved rainbow maximum in the differential cross section observed at intermediate angles ( $20^{\circ}$ for 100 meV ). This anomalous rainbow peak has also been observed by Siska, ${ }^{55}$ who obtained the differential cross section at a single collision energy (64. meV). Using a considerably less Elexible potential form than that of Haberland, Siska ${ }^{55}$ was able to obtain a good fit to his data with a potential containing a pronounced shoulder (cf. Figure XIV), though not a relative maximum. Nevertheless, the position (7 $a_{0}$ ) and height (25 meV) of the structure in Siska's potential are in good agreement with those of Haberland's. In addition, Siska's time~of-flight measurements 55 contain a single peak corresponding to elastic scattering, indicating that the observed behavior does not arise from an excitation transfer process producing $A r^{*}$.

Since this syscom has only a single dagree of freedom for the nuclear notion, a theoretical calculation of the $V^{*}$ potential is most
worthwhile, as it can be directly compared with the experimentally deduced potentials. Such a calculation is presented in this chapter. As the number of electrons in the HeAr system (20) is relatively large, extensive CI calculations were not considered feasible. However, the reasonably-sized calculation presented herein, while not of sufficient accuracy to reproduce the exact details of the potential, was considered adequate enough to furnish the gross shape of $\mathrm{V}^{*}$, i.e., two high-slope regions separated by abour $2 a_{o}$ and joined by a low-slope region.

The calculation of $V^{*}$ presented in this chapter differs significantly from the method detailed in Chapter III in three respects. First, those configurations corresponding to a HeAr ${ }^{+}$core plus another orbital (the P subspace of Chapter III) were included in the CI diagonalization. This corresponds to the alternative definitions of the $P$ and $Q$ projectors as used by Miller and Schaefer ${ }^{5}$ in a stabilization calculation for the $\mathrm{He}^{*} \mathrm{H}$ system. Such definitions place all the $L^{2}$ functions of the basis set into the $Q$ subspace, while the $P$ subspace contains only non- $L^{2}$ functions. Second, the molecular orbitals from which the configurations were generated were determined by an SCF calculation on the neutral HeAr system, instead of on HeAr ${ }^{+}$. That such a procedure does not change the overall characteristics of the calculated potential was discussed in Chapter VI. Third, all structure calculations discussed in this chapter ware performed with the BERKELEY system ${ }^{56}$ of minicomputer-based programs.

The atomic orbital basis set of 34 contracted Gaussian functions used in our study is listed in Table XI. Those orbitals centered on He are the same as those used for the he ( $\left.?^{1} \mathrm{~S}\right)+\mathrm{H}_{2}$ calculations (cri.

Figure XIV. Interaction potentials for $\mathrm{He}\left(2^{1} \mathrm{~S}\right)+\mathrm{Ar}$ plotted on a linear scale. The solid curve is the theoretical result. The dashed curve is Haberland's deduced potential (cf. Reference 30), while the dot-dashed curve is Siska's deduced potential (cf. Reference 55). All curves are plotted with the same zero. The calculated asymptotic limit is -528.944849 a.u.


Table XI. Contracted Gaussian orbital basis set for $\mathrm{He}\left(2^{l} \mathrm{~S}\right)+\mathrm{Ar}$.

| Atom | Orbital | Exponent | Coefficient |
| :---: | :---: | :---: | :---: |
| Ar | $1 s$ | 118186. | 0.00030 |
|  |  | -17688.8 | 0.00238 |
|  |  | $48 ? 7.30$ | 0.01233 |
|  |  | 114\%.96 | 0.04908 |
|  |  | 376.954 | 0.15104 |
|  |  | 138.070 | 0.23140 |
| Ar | $1 s^{\prime}$ | 138.070 | 0.10000 |
|  |  | 54.9540 | 0.40780 |
|  |  | 23.1650 | 0.18556 |
| Ar | 2s | 7.37688 | 1.0 |
| Ar | $2 s^{\prime}$ | 2.92369 | 1.0 |
| Ar | 3s | 0.6506603 | 1.0 |
| Ar | $3 s^{\prime}$ | 0.232877 | 1.0 |
| Ar | 4s | 0.083348 | 1.0 |
| AT | ${ }^{2} \mathrm{p}_{x}, 2 \mathrm{p}_{y}=2 \mathrm{p}_{z}$ | 660.901 | 0.00299 |
|  |  | 157.219 | 0.02364 |
|  |  | 50.0639 | 0.10589 |
|  |  | 18.6119 | 0.28567 |
|  |  | 7.43692 | 0.44322 |
|  |  | 3.08857 | 0.30458 |
| Ar | $2 \mathrm{P}_{\mathrm{x}}^{\prime}, 2 \mathrm{p}_{\mathrm{y}}^{\prime}, 2 \mathrm{p}_{z}^{\prime}$ | 1.10267 | 1.0 |
| Ar | ${ }^{3} p_{x}, 3 p_{y}, 3 p_{z}$ | 0.414763 | 1.0 |

Table XI , continued.


Table XI, continued.

| Atom | Orbital | Exponent | Coefficient |
| :--- | :--- | :--- | :--- |
| He | 2p, cont'd. | 0.139643 | 0.18984 |
|  | 0.058374 | 0.40499 |  |
|  | 0.026692 | 0.40124 |  |
|  | 0.012619 | 0.10519 |  |
|  |  |  |  |

Chapter VI), except that the expansion of the STO's in Gaussians is given explicitly. For the Ar, the ( $12 \mathrm{~s}, 9 \mathrm{p}$ ) Gaussian set used by Veillard ${ }^{57}$ was contracted to a [6s,4p] set by Dunning's rules. ${ }^{58}$ This "double-zeta" level basis set on Ar was then augmented by diffuse 4 s and 4 p Gaussians, with exponents chosen by the even-temperedness criterion. ${ }^{59}$ These diffuse functions were included for a better description of either $\mathrm{Ar}^{-}$ or Ar* states, as it was felt that such states might'play a role in determining the interaction energy. In addition, a 3d set of polarization functions was added to the Ar , with an exponent of 0.81 . The final Ar basis of 28 contracted Gaussians gave an SCF energy which was only 0.006 a.u. higher than that obtained by Veillard ${ }^{57}$ with an uncontracted Gaussian set.

For a given nuclear separation (R), the SCF calculation on HeAr thus provided 34 molecular orbitals from which the configurations were generated. With the $1 s^{2} 2 s^{2} 2 p^{6}$ core of Ar and the highest five virtual orbitals frozen out of the configuration generation, all allowed single and double excitations from the ground state reference occupancy yielded a CI basis set of 1398 configurations. An iterative procedure was used to obtain the desired root of the resulting Hamiltonian matrix. This root was identified by considering the molecular orbital populations determined from the eigenvectors. The results for $\mathrm{V}^{*}$ are given in Table XII and are plotted in Figure XIV. Clearly, no "wiggle" is obtained, although the potential does appear to be roughly linear in the $6 a_{0}$ to $8 a_{o}$ region, with a sharp rise for $R<6 a_{o}$. However, when $V^{*}$ is plotted on a semilog scale, an anomalous feature is readily apparent (cf. Figure XV). For a normal repulsive potential, such a plot would produce a roughly linear curve for the low-energy repulsion

Table XII. Resonance energies for $\mathrm{He}\left(2^{1} \mathrm{~S}\right)+\mathrm{Ar}$.

| $R\left(a_{0}\right)$ | $V^{*}$ (a.u.) |
| :---: | :---: |
| 4.0 | -528.918737 |
| 4.5 | --528.933942 |
| 5.0 | -528.939501 |
| 5.5 | -528.941434 |
| 6.0 | -528.6.2164 |
| 6.5 | -528.942595 |
| 7.0 | -528.942987 |
| 7.5 | -528.943373 |
| 8.0 | -528.943740 |
| 8.5 | -528.944055 |
| 9.0 | -528.944308 |
| 9.5 | -528.944489 |
| 10.0 | -528.944627 |
| 25.0 | -528.944849 |

region. Our calculated $V^{*}$ curve for $H e\left(2^{1} S\right)+A r$, on the other had, definitely possesses a downard curvature for this region. We also see that the structure in our curve occurs over the same region as the structures in both Haberland's $s^{17}$ and Siska's ${ }^{55}$ curvis, tirougit it is not nearly as pronounced as theirs.

A fow more comments on our calculated fotential are in order. First, the coliputed van der Wals tail is too unreliable to be included in our discussion. Second, the computed asympotic excitation energy for the $H e\left(2^{1} \mathrm{~s}\right)$ state is $23.6 \mathrm{eV}^{\mathrm{V}}$, as opposed to 20.6 eV from experiment. This implies that our calculation is providing a much better description for the ground state of the system than for the excited state under consideration. Third, the calculated asymptotic splitting between the $2^{1} S$ and $2^{1} p$ states of he is 0.58 ev , in good agreement mi:h the experimental val:ts of 0.60 eV , indicating that the calculation is treating these states equally.

In analogy to the findings of Chapter VI, the anomalous structure obtained here could be expected to arise from the coupling between the two states which dissociate to $\mathrm{He}\left(2^{1} \mathrm{~S}\right), \mathrm{He}\left(2^{1} \mathrm{P}\right)+\mathrm{Ar}$. That is, hybridization of the excited He orbital would allow charge density to be dram away from the Ar, baring more of the $\mathrm{He}^{+}$core to Ar, and lowering the energy. In the present case, we define the s-p mixing ratio as the ratio between the population densities in the $2 s$ and $2 p$ molecular orbitals for the resonant root. (This mixing ratio is somewhat crude, for it does not take into account the s-p hybridization of the molecular orbitals.) These mixing ratios are given as a function of $R$ in Table XIII. We note that the amount of $s-p$ hybridization rises sharply in the
 scale. The solid curve is the theoretical result, The dashed curve is Haberland's deduced potential (see Peference 30), while the dot-dashed curve is Siska's deduced potential (see Reference 55). All curves assume the same zero.

rofion of the anomabus stricture in $V^{*}$, but not nearly to the same degree as was observed for $\left.H \mathrm{H}_{2} \mathrm{I}^{2} \mathrm{~S}\right)+\mathrm{H}_{2}$. These facts seem to indicate Chat the same mechanism can be applied to both sys:ems, but that much more extengive calculations nued to be performed on fle Ar to obtain a result which is of comparable accuracy.

In order to deteraine the extent to which our ab initio potential aprees with the experimentally observed cross sections, we performed quantum mechanical calculations for the differential elastic scattering cross section for he (2 ${ }^{1}$ ) +Ar, using tie single-channel. SCAT program provided by Hickman. This progran was first tested by reproducing the cross sections obtained by Haberland ${ }^{17}$ ard Siska ${ }^{60}$ when provided with the potentials and widths ${ }^{17,60}$ those authors found best fit their data. (Notc: The $A$ and $C$ coefficients of Haberland's $\Gamma$ should be corrected ${ }^{61}$ to read $A=1632.6 \mathrm{eV}, \mathrm{C}=0.0163 \mathrm{eV}$.) Dur $\mathrm{V}^{*}$ curve was parancterized in the following manner: For $R$ between $4 a_{o}$ and $10 a_{o}$, $V^{*}$ was fit by a cubic spline function through the computed points. For $k>10 a_{o}, V^{*}$ was set to (96.565) $\exp (-0.96796 \mathrm{~K})$ a.u., while for $R<4 a_{0}, V^{*}$ was set to $(766.82) \exp (-1.7460 \mathrm{R}) \mathrm{a} \cdot \mathrm{u}$. These exponential fits were determined by a fit of the exponential form to the last two and first two computed points, respectively. Regardless of the form assumed for the ionization width $\Gamma$, the calculated potential did not yield a differential cross section with a rainbow peak for 100 meV . Instead, a very broad shoulder is obtained, with a breaking angle (i.e., the angle at which $\frac{d \sigma}{d \theta}$ starts to drop precipitously) between $30^{\circ}$ and $70^{\circ}$, depending on the form of $\Gamma$. This is to be compared with the experimental result of a rainbow peak at $20^{\circ}$ for a collision rinergy of 100 mey. Fwen


| R (a ${ }_{0}$ ) | Ratio (\%) |
| :--- | :---: |
| 9.0 | 0.20 |
| 8.5 | 0.24 |
| 8.0 | 0.60 |
| 7.4 | 1.9 |
| 7.0 | 3.7 |
| 6.5 | 12.3 |
| 6.0 | 19. |
| 5.5 | 25. |
| 5.0 | 29. |
| 4.5 | 27. |

[^0]forms for the width containing broad mazma did not change the general shape of the differential cross section. Similarly, addition of the proper van der wals tail ${ }^{52}$ to our potential did not significantly alter our results. Althougi it would be useful to compate an ab initio with for the ile $\left(2^{l} S\right)+A r$ system, then, it is doubtful if any such width rimsld providte a differential cross section with a rainbow peak, given arr caiculated $V^{*}$. However, as an anomalous shoulder in the cross section is obtained with our potential, it is possibly fairly ciose to the accurate one. That is, our potential may need to be modified cnly slighty (e.g., perhaps made fiatter in the óa to $3 a_{0}$ region) to produce a peaked cross section.

## PIII. THE CALCULSIO: OF SIEGERT EIGENWILES

In previous chapters, it was demonstrated that the stabilization-golden rule method presented in Chapter III can in some cases be used to obtain reliable positions ( $E_{Y}$ ) and widths ( $(X)$ for autoionizing systems. In other cases, notably those involving a singlet system which correlates strongly with the ground state, the method was observed to fail in the computation of the autoionisation width. In addition, it should be pointed out that the method is an approximate one, not only in the approzimation of the continuum function by a function which is square-integrable, but also in the neglect of non-resonant seattering processes. It was thus considered most useful to develop a more exact and direct method to compute $E_{r}$ and $\Gamma$, which could the: be applied to molecular problems. As discussed in Chapter $I$, the aim of such a method is to calculate the complex poles of the S-matrix, or equivalently, of the Green's function, which correspond to resonances. Since the position of such a pole is

$$
\begin{equation*}
E=E_{r}-\frac{i}{2} r, \tag{8.1}
\end{equation*}
$$

we can directly obrain the position and width of the resonance from the real and imaginary parts of the pole position. This procedure therefore obviates the need for choosing $P$ and $Q$ projectors, and avoids the approximations inherent in the golden rule expression.

As mentioned in Chapter $I$, one such direct approach, the method of rotated coordinates, has already proven successiul for calculations of smal.i atomic systems, ${ }^{14}$ e.g., $\mathrm{H}^{-}$and $\mathrm{He}^{-}$. However, this method suffers
from the ambinuty (as wry as excess computation) of examining the "stability" of the complax eigenvalue with tespect to the rotation angle. A more serious drawack with this metnod is that the extension to non-spionically symatric systems, i.e., nolecules, is unclear. Another dirent approach, the one which will be discussed in this chapter, is based on a variational calculation of the siegert eigenvalues of the system. ${ }^{\text {9-11 }}$ As will be demonstrated below, this approach contains several important advantages: (1) the method requires little more than standard electronic structure techniques, (2) the resulting complex eigenvalues are stable with respect to increasing the size of the basis sct, (3) only a reiatively small number of diagonalizations must be performed to obtain converged results, (4) the extension to molecular systems is quite straightforward, and (5) no significant approximations are involved.

The metiod employed in this chapter stems from the variational calculation of Siegert eigenvalues proposed by Bardsley and Junker, ${ }^{10}$ and applied by them to a one-dimensional model problem, to the $2 \mathrm{~s}^{2}$ autoionizing state of $\mathrm{H}^{-}$, and to the lowest ${ }^{2}$ S resonance of $\mathrm{He}^{-} .^{11}$ It will be demonstrated below, however, that Bardsley and Junker's somewhat pessimistic conclusions on the applicability of this method to more complicated systems can be disregarded when a proper iterative scheme to obtain the Siegert eigenvalues is employed. The basic theory of the Siegert eigenvalue approach is presented in Section A, along with the results for a one-dimensional model problem, from which it will become evident that the method cunverges in a completely stable manner to the correct result as the basis set size is increased.

Section 3 presents the ap,lication of the method to some well-anen autoionizing states of $\mathrm{H}^{-}$and $H e$, and it is demontraced that resulus of useful accuracy ( $\alpha_{\sim}^{2} 20 \%$ error in $\quad$ ) can be obtance wits quite wodest variational functions ( $\leq 10$ configurations). 63 The extension tomol-
 are presented in Section $C$.

## A. The Variational Calculation of Sicsert Eigenvaiues

To illustrate the variational calculation employrd by Pardsley and Junker ${ }^{10}$ to calculate the Siegert eigenvalues o: a system, we consider s-wave scatering from a potential $V(r)$ wich can support a resonance. We also assume that $V(r)$ is identically zero for $r \geq r_{0}$. Employing atomic units throughout (and taking $m=1$ as well), the Schrödinger equation for our problem is given by

$$
\begin{equation*}
\left(-\frac{1}{2} \frac{d^{2}}{d r^{2}}+V(r)-\frac{1}{2} k^{2}\right) \psi_{k}(r)=0 \tag{8.2}
\end{equation*}
$$

where $k=\sqrt{2 E}$. The usual scattering boundary conditions require that the solutions $\psi_{k}(r)$ to Eq. (8.2) that we desire be regular at the origin and asymptotically ( $I \cdot r_{0}$ ) behave like

$$
\begin{equation*}
\psi_{k}(r) \sim e^{-i k r}+s(k) e^{i k r} \tag{8.3}
\end{equation*}
$$

where $S(k)$ is the $S$-matr: . vhich for real $k$ is a number of umit modulus. We then need to look at conplex values of $k$ for which $S(k)$ has a pole. The corresponding complex energy $E=\frac{1}{2} \mathrm{k}^{2}$ is a pole of the analytically continued Creen's function, and thus

$$
\begin{equation*}
E=E_{r}-\frac{i}{2} r \tag{8.4}
\end{equation*}
$$

It can then be shown ${ }^{9}$ that $S(k)$ has a pole at $k$ if and only if

$$
\begin{equation*}
\psi_{k}^{\prime}\left(r_{0}\right)-i k: \psi_{k}\left(r_{0}\right)=0 \tag{3.5}
\end{equation*}
$$

We thus have an eigenvalue problem for Eq. (8.2) with the boundary conditions that $\psi_{k}(r)$ be regular at the origin and satisfy Eq. (8.5) at $r=r_{0}$. It is interesting to note that this eigenvalue problem is not Hemitian. The consequences of this fact (e.g., that the cigenvalues need not be real) will be discussed below. Of greater importance is the fact that for physical systens, there is no Einite distancr $r_{0}$ beyond which the potential identically vanishes. We thus need to consider the limit of Eq. (3.5) as $r_{0}{ }^{+\infty}$. This corresponds to a new asymptotic boundary condition

$$
\begin{equation*}
\psi_{k}(r) \sim \text { constant } x e^{i k r} \tag{8.6}
\end{equation*}
$$

which can also be obtained from the usual boundary condition [Eq. (8.3)] by assuming that $S(k)$ has a pole at $k$. Physically, this indicates that a pole in the $S$-matrix corresponds to a situation in which there are only outgoing waves, which, as discussed in Chapter $I$, is the case for an autoionizing state. Our eigenvalue problem for physical systems thus requires a solution to Eq. (8.2) which is regular at the origin and contains only outgoing radial waves for large $r$.

As in the case of a normal, Hermitian problem, we now wish to transform our non-Hernitian eigenvalue problem into a variational problem. Proceeding as in the usual Raleigh-Ritz variational method,
we choose a trial function $\psi_{t}$ having a form which imposes the desired boundary conditions:

$$
\begin{equation*}
\psi_{t}(r)=\sum_{n=0}^{N-1} c_{n} \phi_{n}(r)+c_{N} \theta(r) \tag{8.7}
\end{equation*}
$$

The variational coefficients $\left\{c_{n}\right\}, n=0,1, \ldots, N$ are then determined by requiring that the functional $I\left[\psi_{t}\right]$,

$$
\begin{equation*}
I\left[\psi_{t}\right]=\int_{0}^{\infty} d r \psi_{t}(r)\left[-\frac{1}{2} \frac{d^{2}}{d r^{2}}+V(r)-\frac{k^{2}}{2}\right] \psi_{t}(r) \tag{8.8}
\end{equation*}
$$

be stationary with respect to variations in $\psi_{t}$. Before continuing, we note that the radial function on the left side of the integrand in Eq. (8.8) is not complex conjugated. This fact arises naturally from the transformation ${ }^{64^{\circ}}$ of the eigenvalue problem to a variational one, in that otherwise $I\left[\psi_{t}\right]$ would be an infinite quantity for all values of k. The basis functions $\left\{\phi_{n}\right\}, n=0,1, \ldots, N-1$ in Eq. (8.7) are squareintegrable functions which vanish exponentially, say, for large r (e.g., Slater orbitals), while the Siegert function $\theta(r)$ is chosen such that it imposes the asymptotic boundary condition, Eq. (8.6):

$$
\begin{equation*}
\theta(r)=\left(1-e^{-r}\right) e^{i k r} \tag{8.9}
\end{equation*}
$$

where the $\left(1-e^{-r}\right)$ cutoff factor insures that $\theta$ goes to zero at the origin, but still allows $\theta$ to have the form of a linear combination of (complex) Slater functions. It should be pointed out that, in general, the functional $I\left[\psi_{t}\right]$ is then formally defined only for $\operatorname{Im}(k)>0$, for which $\theta(r)$ is also square-integrable. However, we
will sef that it is possible to araluate $I\left[\psi_{t}\right]$, i.e., to solve the variational problein, for all valucs of $k$ by the process of analytic contimation from the region where $I\left[\psi_{t}\right]$ is formally defined. Varying thr coefficients $\left\{c_{n}\right\}, n=0,1, \ldots, N$ to make $I\left[\psi_{t}\right]$ stationary then leads in the standard way to the secular equation for the Siegert Cigenvalues:

$$
\begin{equation*}
\operatorname{det}\left[M_{n^{\prime}, n^{\prime}}(k)\right]=0, n^{\prime}, n=0,1, \ldots, N \tag{8.10}
\end{equation*}
$$

where $r_{n, n}(k)$ is the complex symmetric matrix of ( $H-\frac{k^{2}}{2}$ ) over the full basis set (i.e., including 9 ). The matrix elements $M_{n}, n(k)$ depend on $k$ both by the $k^{2} / 2$ term and by the fact that $g(r)$ is a function of $k$. Thus, the resonant eigenvaluc $E_{i}(k)$ obtained from Eq. (8.10) is also a function of $k$. But, by the definition of $k$,

$$
\begin{equation*}
E_{i}(k)-\frac{k^{2}}{2}=0 \tag{8.11}
\end{equation*}
$$

must be satisifet for $E_{i}(k)$ to be the true resonance energy. This leads to the use of some sort of iterative scheme in solving for the true resonance energy. If, following Bardsley and Junker, ${ }^{10}$ we write Eq . (8.11) as $k=\sqrt{2 \mathrm{E}_{\mathrm{i}}(\mathrm{k})}$ and use the iterative procedure

$$
\begin{equation*}
k_{\ell+1}=\sqrt{2 \mathrm{E}_{\mathrm{i}}\left(\mathrm{k}_{\ell}\right)} \quad, \quad \ell=0,1,2, \ldots, \tag{8.12}
\end{equation*}
$$

then convergence to the correct result is not guaranteed; in fact, we have found cases for which this scheme diverges. The proper way to determine the resonance energy is to solve Eq. (8.11) by a Newtonsecant iteration scheme. For all of the systems we have studied, only
a Lew iterations are needed for convergence.
In general, the matrix elements $M_{n \prime}, n^{(k)}$, when one or both functions is the Siegert function exist only for $\operatorname{tm}(k)>0$; otherwise, $\hat{( })(r)$ is not an $L^{2}$ function. However, the solution to Eq. (8.11) requires a $k$ value with $\operatorname{Im}(k)<0$. We can remove this difficulty by analytically continuing the matrix elements from $\operatorname{Im}(k)>0$ to $\mathrm{Im}(k)<0$. In this way, we determine a unique analytic continuation of the entire problem, as stated in Eq. (8.10), from a region where it is formally defined to a region there it is needed. The analytic continuation of the matriz elements can be accomplished in three ways:
(1) If the matrix elements $M_{n}, n(k)$ are algebraic functions of $k$ for $\operatorname{Im}(k)>0$, we can simply use this function [or all appropriate $k$, i.c., for $\operatorname{Im}(k)<0$. For example, consider one of the terms in the overlap integral $\langle\theta \mid \rho\rangle$ :

$$
\begin{equation*}
J(k)=\int_{0}^{\infty} \mathrm{dr} e^{2 i k r} \tag{8.13}
\end{equation*}
$$

Clearly, this integral is finite only for $\operatorname{Im}(k)>0$, for which we have

$$
\begin{equation*}
J(k)=\frac{i}{2 k} \tag{8.14}
\end{equation*}
$$

But Eq. (8.14) is finite for all $k \neq 0$; in fact, it is a unique analytic continuation of $J(k)$ to the region $\operatorname{Im}(k)<0$. We can similarly evaluate all other integrals for $M_{n}, n(k)$, and this obtain $E_{i}(k)$, for any $k$ of interest.
(2) If the matri: elements $M_{n^{\prime}, n^{\prime}}(k)$ cannot be evaluated analytically, i.e., the integrals are computed numerically at real values of the
integration variables, $v \in$ can only obtain $N_{n}, n^{(k)}$ and nence $E_{i}(k)$ for $\operatorname{Itn}(k)=0$. From a set of $E_{i}(k)$ values at various $k$ values in the upper half k-piane, hovever, we can construct a rational fraction fit to $E_{i}(k)$ which then provides the analytic continuation of $E_{i}(k)$ to the lower half $k$-plane, as long as the $E_{i}(k)$ "surface" is sufficiently smooth.
(3) If the $E_{i}(k)$ "surface" proves to be sufficiently structured that Hethod (2) is impractical, we can perform the numerical integration by choosing complex quadrature points, i.e., by rotating the contour on which we do the integration. Se can then evaluate the numerical integrals for all $k$ of interest, provided the angle of rotation is sufficiently large.

All three of these methods are equivalent, and all give the same result when they are applicable. Where possible, Metnod (1) is, of course, preferable, since it allows us to compute $E_{i}(k)$ for $\operatorname{Im}(k)<0$ directly. We have implemented each of these mathods for the various problems discussed below, and shall comment further on them as they arise.

As an example, we have applied the Siegert eigenvalue method to the problem of s-wave scattering from a one-dimensionai barrier potential ${ }^{63}$

$$
\begin{equation*}
V(r)=V_{0} r^{2} e^{-r} \tag{8.15}
\end{equation*}
$$

This problem was also considered by Bain, et al.; although their method did not employ a proper iterative scheme to solve Eq. (8.11), and hence proper convergence to the correct energy was not achieved.

No sucil difficulties were observed in the caiculations presenced here. For our calculaticns, we used a basis set of orthonoralal genera: acd Laguerre polynomials ${ }^{5.5}$

$$
\phi_{n}(r)=\frac{Q^{3 / 2}}{\sqrt{(n+1)(n+2)}} \quad r L_{n}^{(2)}(\alpha r) e^{-u r / 2}, \quad n=0,1, \ldots, N-1,(8.16)
$$

augnented with the Siegert function $\bar{G}(r)$ as given in Eq. (8.9), winch must first be orthogonalized to the $\left\{h_{n}\right\}$. The kinetic energy metri: elements can all be evaluated analytically, while all the other integrals may be computed by stable recursion formulae or related to a finite hypergeometric series containing only positive terms, which can thus be summed without round-off error. Routines for the evaluation of all matrix elements were provided by Dr. C. W. McCurdy. Diagonalization of the resulting complex Hamiltonian matrix was performed with the EISPACK system of programs. ${ }^{66}$ The entire matrix construction and diagonalization was then used as an input function to a Newton-secant iteration scheme ovor $k$, performed with the CZERO routine. 75

Re-ults for the complex resonance eigenvalue as a function of basis set size, i.e., the number of real basis functions, are shown in Table XIV for the case $V_{0}=7.5$. We see that, as the basis set is increased, there is a well-behaved convergence of the real and imaginary perts of the Siegert eigenvalue to the exact value, ${ }^{11}$ obtained by a numerical integration of the Schrödinger equation. In addition, the convergence is seen to remain stable even after the basis set is increased far beyond thai required for practical convergence. Similar behavior was obtaincd for a very broad resonance, $E=1.234209-0.187228$ i a.u., obtained for $V_{0}=2.0$. It siould be stressed here that cnly one Siegert

Tathe XIV. Pesmance position and width ( $E_{\text {res }}=E_{r}-\frac{i}{2} \Gamma$ for the potential $V(r)-7.5 r^{2} \varepsilon^{-r}$. $\because$ is the number of square-integrable basis functions (cf. Eq. (8 : $\quad$ ), with $\alpha=2.0$ ) used in tie expansion of the savefunction $\{c$ f. Eq. (3.7)].

| N | $\bar{E}_{r}$ | $\Gamma$ |
| :---: | :---: | :---: |
| 5 | 3.40822 | . 004812 |
| 10 | 3.42706 | . 022380 |
| 15 | 3.42641 | . 025596 |
| 20 | 3.42641 | . 025591 |
| 25 | 3.42638 | . 025586 |
| 30 | 3.42638 | . 025553 |
| 35 | 3.42639 | . 025548 |
| 40 | 3.42639 | . 025548 |
| 45 | 3.42639 | . 025549 |
| 50 | 3.42639 | . 025549 |
| 60 | 3.42639 | . 025549 |
| 70 | 3.42639 | . 025549 |

function has been incluaed in the basis. That is, only one such function is required to impose the proper boundary condition on the trial function.

Before describing our calculations on some pnysical systems, we note a necessary modification to our procedure for the case in which the outgoing particle experiences an attractive coulomb potential, as occurs in Penning ionization. To sacisfy the proper physival boundary condition, we require that the Siegert function have the asymptotic form of an outgoing coulomb wave, 67

$$
\begin{gather*}
\dot{\phi}_{k}(r) \geqslant \exp \left[i k r+\frac{i}{k} \ell n(2 k r)\right] \\
 \tag{8.17}\\
\propto r^{i / k} e^{i k r} .
\end{gather*}
$$

We thus replace the Siegert function defined in Eq. (8.9) by

$$
\begin{equation*}
\theta(r)=r^{i / k} e^{i k r}\left(1-e^{-r}\right)^{2} \tag{8.18}
\end{equation*}
$$

for s-wave scattering, where the extra power of the cutoff function insures that $\theta(r)+0$ as $r \rightarrow 0$ at least as fast as $r$. As pointed out before, though, it is most convenient to keep $\theta$ in the form of a linear combination of complex Slaters, so that the integrations required for matrix element evaluations will be possible.

## B. The Calculation of Atomic Resonances and Results

This section presents the results for the $2^{l} \mathrm{~S}$ rosonance in $\mathrm{H}^{-}$and the $2^{1} s$ and $2^{1} p$ autoionizing states of helium. ${ }^{63}$ The trial function In all three cases is a linear combination of two-electron sinetet configurations, ${ }_{i}$, of the form

$$
\begin{equation*}
\hat{r}_{i}(1,2)=\frac{1}{2}\left[\hat{p}_{a}(1) \psi_{b}(2)+\hat{v}_{b}(1) \phi_{a}(2)\right] \cdot\left[a(1) 2(2)-q(1) a_{a}(2)\right] \tag{8.19}
\end{equation*}
$$

where $\dot{\sim}$ is a one-electron orbital, and $\alpha$ and $\underset{\sim}{2}$ are spin functions.
The bound one-clectron orbitals are simple normalized Slater functions

$$
\begin{equation*}
\phi_{i}(\vec{r})=N_{n} r^{n-1} e^{-\zeta r} Y_{2 m}(\hat{r}), \tag{8.20}
\end{equation*}
$$

with the exception that the $2 s$ orbital is a linear combination of two Slater functions which reproduces the hydrogenic $2 s$ orbital. The exact form of the Siegert orbital depends on the resonance under consideration. The following forms were used:

$$
\begin{array}{ll}
\text { for } H^{-}\left(2^{I} S\right): & \theta(\vec{r})=\frac{e^{i k r}}{r}\left(1-e^{-r}\right) Y_{00}(\hat{r}), \\
\text { for } \operatorname{He}\left(2^{1} S\right): & \theta(\vec{r})=\frac{r^{i / k i k r}}{r}\left(1-e^{-r}\right)^{2} Y_{00}(\hat{r}), \\
\text { for } H e\left(2^{1} P\right): & \theta(\vec{r})=\frac{r^{i / k} e^{i k r}}{r}\left(1-e^{-r}\right)^{3} Y_{10}(\hat{r}), \tag{8.23}
\end{array}
$$

The cutoff function, ( $1-e^{-r}$ ), insures that the Siegert orbital limits properly both as $r \rightarrow 0$ and as $r \rightarrow \infty$. Only one configuration involving the Siegert orbital was employed, i.e., the configuration corresponding to a combination of the Siegert orbital with the ground state of the remaining one-electron target [ $\mathrm{H}\left(1 \mathrm{~s}\right.$ ) or $\left.\mathrm{He}^{+}(1 \mathrm{~s})\right]$.

Using this configurational basis, the variational calculation to find the zesonant eigenvalue $\mathrm{E}_{\mathrm{i}}(\mathrm{k})$ was performed using a modification of the atomic configuration interaction program written by Schaefer. ${ }^{12}$

Apart from the conversion to complex variables, the major modificatsin to Schaefer's program involved the evaluation of matrix eiements conaining the Siegert function. Since this function has the form of a complex Slater with an ariatrary, complex power of $r$, the one-electron intearals can all be written in terms of the complex Gama function, ${ }^{65}$ wila the two-electron integrals can be expressed in terms of the complex hypergeonetric series, ${ }^{65} \quad{ }_{2} F_{1}(a, b ; c ; z)$. The resulting complex Hamilronian matriz was then diagonalized with the EISPACK system of programs. 66 As a test of the entire calculation, $k$ was set to a purely imaginary number, so that $G(r)$ becomes a real, $L^{2}$ function. The eigenvalues obtained from this calculation agreed exactly with those from a calculation involving only bound orbitals, with exponents chosen to match those in the first calculation. To obtain converged resonance energies, Eq. (8.11) was then solved by a Newton-secant iteration. At first, $E_{i}(k)$ was computed directly for each iteration of the search. Later, the calculation was modified so as to compute $E_{i}(k)$ at a small number of real $k$ points in the region of the correct resonance momentum. The resulting set of eigenvalues was fit to a low order rational fraction, which was then continued to find the solution to Eq. (8.11). This procedure resulted in a significant savings in time with no apparent loss of accuracy.

As a test of both the method and the computation, large scale calculations were performed on the three atomic resonances listed above. The basis sets and results for these calculations are given in Table XV, where the results are also compared to reliatle ones obtained from
projection operator techniques. In general, the agrement is quite good in both the positions and the widths. The small discrepancy in the position and width of the He( $2^{l}$ p) resonance is probably due to residual correlational effects not handled by the basis set.

Since basis sets large enough to be of comparable accuracy for systems with more than two electrons are not feasible, we next studied the accuracy of results from small basis sets. The results for the best choices of small basis sets are presented in Table XVI, along with the large scale results for comparison. For the $S$ resonances, the positions are quite stable even down to 5 configurations, while the widths remain :.ithin $20 \%$ of the accurate value down to 8 configurations. It can also Le noted that the disagrement in the width is larger for the coulomb resonances than for the piane-wave case. This may indicate that the method depends on how rapidly the eigenfunction reaches its asymptotic form. For the $P$ resonance, removal of $d$ functions causes a sharp change iu the position, due to the loss of p-d correlation. Except for this (constant) correlation, the position is again stable down to 5 configurations, and the width also remains within $20 \%$ of the accurate value down to 5 configurations. These results suggest that this method can be practically applied to larger systems while still maintaining a userul degree of accuracy.

Some comments on the choices of bound basis sets giving the best small-scale results are in order. Since the ls function must descrioe the one-electron core in the Siegert configuration, the ls exponent was set to $\zeta=2.0$ (1.0) for $H e(H)$. The $2 s$ and $2 p$ exponents were determined in separate optimization runs involving only the $1 s, 2 s$, and $2 p$ orbitals. The optimum values we obcained for the 2 s and 2 p exponents were respectively

Table XV. Accurate atomic calculations

| System | Basis | Best kesult |  | Comarison ustue |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $E_{R}(\mathrm{a} . \mathrm{u}$ | $\Gamma(\mathrm{cV})$ | $\mathrm{E}_{\mathrm{R}}\left(\mathrm{a}, \mathrm{u}^{\text {a }}\right.$ ) | $r$ (ov) |
| $\mathrm{H}^{-}\left(2^{1} \mathrm{~s}\right)$ | 12s4p3d/72 configs. | -. 14876 | 0.0469 | $-.14878^{\text {a }}$ | $0.0472{ }^{\text {a }}$ |
| $\mathrm{He}\left(2^{1} \mathrm{~S}\right)$ | 10s5p3d/67 configs. | -. 77767 | 0.126 | $-.77804^{\text {b }}$ | $0.125^{\text {b }}$ |
| Hie ( $2^{1} \mathrm{P}$ ) | $6 \mathrm{~s} 9 \mathrm{p} 3 \mathrm{dlf} / 76$ configs. | -. 69181 | 0.0403 | $-.69316^{\circ}$ | $0.037^{\text {c }}$ |

a) Reference 73 .
b) Reference 11 .
c) Refarence 74 .
rable wi. SMall asis atoaic calculations

| Sorn | Basis: | $\mathrm{E}_{\mathrm{R}}$ (2.1.) | $\left.\Gamma\left(c^{\prime}\right]\right)$ |
| :---: | :---: | :---: | :---: |


|  | 72 configs. | -.14876 | 0.0469 |
| :---: | :--- | :--- | :--- |
| $1 s-6 s, 2 p / 23$ configs. | -.14777 | 0.0522 |  |
| $1 i^{\prime}\left(2^{1} S\right)$ | $1 s-5 s, 2 p / 17$ configs. | -.14776 | 0.0528 |
|  | $1 s-3 s, 2 p / 8$ configs. | -.14598 | 0.0493 |
|  | $1 s-2 s, 2 p / 5$ configs. | -.14551 | 0.0542 |
|  | -.14315 | 0.0351 |  |

67 configs.
$-.77767$
0.126

1s,2s $+1 s^{\prime}-6 s^{\prime}, 2 p / 38$ configs.
$-.77644$
0.151
$1 \mathrm{~s}, 2 \mathrm{~s}+1 \mathrm{~s}^{\prime}-5 \mathrm{~s}^{\prime}, 2 \mathrm{p} / 30$ configs.
$-.77642$
0.151
$1 s, 2 s+1 s^{1}-4 s^{\prime}, 2 p / 23$ configs.
$-.77639$
0.151

He $\left(2^{1} s\right)$
$1 s, 2 s+1 s^{\prime}-3 s^{\prime}, 2 p / 17$ configs.
$-.77635$
0.150
$1 s, 2 s+1 s^{\prime}-2 s^{\prime}, 2 p / 12$ configs.
$-.77621$
0.149
$1 \mathrm{~s}, 2 \mathrm{~s}+1 \mathrm{~s}{ }^{\dagger}, 2 \mathrm{p} / 8$ configs. $\quad-.77348$
0.143
$1 \mathrm{~s}, 2 \mathrm{~s}, 2 \mathrm{p} / 5$ configs.
$-.77443$
0.188

76 configs. -.69181
0.0403
$1 \mathrm{~s}, 2 \mathrm{~s}, 2 \mathrm{p}+2 \mathrm{p}^{\prime}-6 \mathrm{p}^{\prime} / 8$ contigs. $\quad-.65833$
0.0337
$1 \mathrm{~s}, 2 \mathrm{~s}, 2 \mathrm{p}+2 \mathrm{p}^{\prime}-5 \mathrm{p}^{\prime} / 7$ configs. -.65833
0.0333
$\mathrm{He}\left(2^{2} \mathrm{P}\right)$
$1 \mathrm{~s}, 2 \mathrm{~s}, 2 \mathrm{p}+2 \mathrm{p}^{\prime}, 4 \mathrm{p} / 6 \mathrm{con}$ (igs.
$-.65834$
0.0332

1s,2s,2p $+2 p^{\prime}-3 p^{\prime} / 5$ configs.
$\because 65833$
0.0341

1s, $2 s, 2 p+2 p^{\prime} / 4$ configs.
$-.65635$
0.0894
0.40 and 0.33 for $\mathrm{H}^{-}, 0.93$ and 0.81 for $\mathrm{He}\left(2^{1} \mathrm{~S}\right)$, and 0.55 and 0.99 Eor He (2 $\left.2^{1} p\right)$. For the $H^{-}\left(2^{1} S\right)$ resonance, reasonable results were obtained by including just the $2 s^{2}$ and $2 p^{2}$ configurations needed to describe the bound state, along with a series of lsns configurations, where ns represents a diffuse Rydberg-like orbital ( $n=3,4,5,6 ; 5=0.5$ ). The configurations invoiving the diffuse orbitals seem to be necessary to represent the background continum. However, in order to obtain the good results for the width presented in Table XVI, it was also found necessary to include all s-s pairs, i.e., to perform a full CI, among the bound s orbitals. This procedure probably correctis, to some extent, for the limited choice of $s$ functions. For the He ( $2^{1} S$ ) resonance, good small-scale results were abtained only when the orbital basis used for $\mathrm{H}^{-}$was augmented with diffuse 1 s and 2 s functions. This is probably due to the increased nuclear charge of helium. Again, a full CI among the $s$ orbitals was required. For the $H e\left(2^{1} P\right)$ resonance, just the 2 s 2 p configuration was used to describe the bound state, augmented by a series of $\operatorname{lsnp}(i=1.70)$ configurations to represent the background continuum. In this case a full CI among all s-p type configurations was not required.

As demonstrated above, the variational calculation of Siegert eigenvalues is a most promising approach to the determination of atomic autoionization positions and widths, in that results of useful accuracy can be obtained with quite modest basis sets. In addition, this approach is advantageous in that it is exact within the liaits of the basis set employed, it provides stable convergคnce to the correct result for increasing basis size, it avoids the ambiguity of looking for "stability" of the eigenvalue as the basis set (or rotation angle, in the rotated coordinate method) is varied, and it in principle requires little more than standard electronic structure tecinology. In this section, we extend the method to molecular problems and present reliable results for the $H e\left(2^{3} 5\right)+H$ and $H e\left(2^{1} S\right)+H$ Penning ionization systems.

Although our procedure was detailed in the preceeding sections, it is summarized here for clarity. We choose an atomic trial function $\psi_{t}$ of the form

$$
\psi_{t}\left(\vec{r}_{1}, \ldots, \vec{r}_{M}\right)=\sum_{i=1}^{N-1} c_{i} \Phi_{i}\left(\vec{r}_{1}, \ldots, \vec{r}_{M}\right)+c_{N} \theta\left(\vec{r}_{1}, \ldots, \vec{r}_{M}\right),(8.24)
$$

where $\left\{\Phi_{i}\right\}, i=1, \ldots, N-1$ are bound, M-electron configurations which decay to zero outside some region of space, while $\theta$ is an M-electron configuration involving a combination of the ground state of the (M-1)electron system with a function which asymptotically behaves like an outgoing coulomb wave in all directions (the Siegert orbital). The Siegert eivenvalues are then determined by requiring that the functional

$$
\begin{equation*}
I\left[\psi_{t}\right]=\int \psi_{t}\left(\vec{r}_{1}, \ldots, \vec{r}_{M}\right)\left(H\left(\stackrel{-r}{r}_{1}, \ldots, \vec{r}_{M}\right)-\frac{k^{2}}{2}\right) \psi_{t}\left(\vec{r}_{1}, \ldots, \vec{r}_{M}\right) d \vec{r}_{1} \ldots d \vec{r}_{M} \tag{8.25}
\end{equation*}
$$

be stationary with respect to variations in $\psi_{t}$. (The conjugate function $\psi_{t}^{\dagger}$ is defined by taking the complex conjugate of all spherical harmonics in $\psi_{t}$ but not of the radial functions. ${ }^{68}$ ) This leads in the usual way to a secular equation for the coefficients $\left\{c_{i}\right\}$, which when solved yields an eigenvalue $\mathrm{E}_{\mathrm{i}}(\mathrm{k})$ which we identify on physical grounds as corresponding to resonance. However, we also need to satisfy the equation

$$
\begin{equation*}
E_{i}(k)-\frac{k^{2}}{2}=0 \tag{8.26}
\end{equation*}
$$

which thus demands an iterative solution for the true resonance energy.
The major practical difficulty in extending this procedure to more complicated (i.e., molecular) systems lies in computing the Hamiltonian matrix elements which involve the Siegert orbital. For the autoionization of a neutral system, this function takes the form

$$
\begin{equation*}
\theta_{\ell m}(\vec{r})=\frac{r^{i / k} e^{i k r}}{r}\left(1-e^{-r}\right)^{\ell+2} Y_{\ell m}(\hat{r}) \tag{8.27}
\end{equation*}
$$

it thus has the form of a linear combination of complex Slater functions. If the bound orbitals of the basis set are chosen as Gaussian functions, it was found that the resulting matrix elements involving $\theta$ cannot be computed analytically. On the other hand, if the bound orbitals of the basis are chosen as Slater functions, all the molecular matrix elements cannot be computed analytically even in the case of a diatomic system. Since numerical integration is thus unavoidable for a molecular calculation, we decided to perform our first molecular calculations on diatomic systems and employ a basis of Slater orbitals. The systems we chose to investigate are the $\mathrm{He}\left(2^{3} \mathrm{~S}\right)+\mathrm{H}$ and $\mathrm{He}\left(2^{1} \mathrm{~S}\right)+\mathrm{H}$ Penning ionization reactions.

These particular systems have several desirable rualities: (l) Since they contain only three electrons, extensive electronic structure calculations are feasible. (2) Feshbach projection operator technique resules are available for comparison for both systems. ${ }^{13,21,51}$ (3) Sufficient experimental data exists ${ }^{69-72}$ with which to compare ionization cros; section results obtained from the computed potentials and widths.

The main theoretical consideration in extending our procedure to mulecular systems is that the problem no longer possesses spherical symmetry. In the language of a partial wave analysis, this means that Siegert orbitals of $s, p, d$, etc., symmetry can all contribute to the trial function, just as the bound orbitals of those symmetries do. It is important to point out, hovever, that since the asjmptotic form of an outgoing coulomb wave holds in all directions, then the asymptotic boundary condition applies to all partial waves (i.e., to all Siegert orbital symmetries), not just to their sum. By the electron exchange model, the ionized electron is thought to depart from the He atom. Therefore, by centering the :siegert orbitals of Eq. (8.27) on the He, we would expect to need only a few partial waves to adequately describe the resonance. This turns out to be the case.

The only remaining theoretical question is how to define the Siegert configuration. First, we note that only $m=0$ Siegert orbitals need to be considered for the problems we are studying, as they possess $\Sigma$ symmetry. Then for each $\theta_{\ell}(r), \ell=0,1,2, \ldots$, we wish to consider configurations which have the form of $\theta_{\ell}(r)$ times the remaining 2-electron $\mathrm{HeH}^{+}$core. Since the dominant configuration in $\psi_{\mathrm{HeH}^{+}}$is $1 s^{2} \mathrm{He}^{+\mathrm{H}^{+}}$, we take for our Siegert configurations those configurations bibich correspond to an orbital occupancy $\phi_{a} \phi_{b}{ }_{\ell}$, where $\phi_{a}$ and $\phi_{b}$ are ls orbitals on He.

The calcularions presented in this section were perfo:med aith modified versions of the mimlat and finiou programs writien by shamer. Since ali integrals whe periomed numerically, it ads not necessary to deteraine analytic expressions fot the integabs invoving the Siegert functions. The progran was then tested in two ways: (1) the He(2ls) resmance results of Section B were reprocuced by this progran: (2) setting $k$ to a pure inaginary number gave the same results as the corresponding bound calculation.

As pointed out in Section A, the form of the Siefert function is such that the numerical integrals cannot fin general be wituated at Im(:) < 0, where Eq. (8.26) has the root we desire. To ger around this problem, we first performed the calculation of $\Sigma_{i}(k)$ for $\operatorname{Im}(k) \gg 0$, fit the results to a rational fraction, and attempted to analytically continue this fitted function to the region $\operatorname{Im}(k)<0$. Unlike the atemic case, however, the $E_{i}(k)$ "surface" proved to be too structured in the region of k-space for which the numerical integrals were converged Eor inis procedure to be practical. A much more usefui approach was to perform the numerical integration along a rotated contour. That is, if a function $\mathrm{f}(z)$ is analytic in the upper half z-plane, say, then the integral $\int_{0}^{\infty} d x f(x)$ along the real axis is equivalent to the integral along a ray of angle $\alpha$ in the complex plane:

$$
\begin{equation*}
\int_{0}^{\infty} d x f(x)=\int_{0}^{\infty} d z f(z)=e^{i \alpha} \int_{0}^{\infty} d x f\left(x e^{i \alpha}\right) \tag{8.28}
\end{equation*}
$$

Since the HETINT program ${ }^{20}$ performs the numerical integrations in
 $[1, \infty])$ need to be performed on a rotated contour, which is defined by

$$
\begin{equation*}
x=(5-1) e^{i \cdot C_{4}}+1 \tag{8.29}
\end{equation*}
$$

For real values of $k$ (which proved to be close enough to the true $k$ Lor our calculations), a rotation angle a $20.15 \pi$ radians produced integrals with an error of $\leqslant 10^{-8}$ a.u.

The set of bound, Slater type orbitals used in the calculations presented here is given in Table XVIJ. This is the same basis as that used by Hickman, et al. ${ }^{21}$ in a golden rule calculation of $\mathrm{He}\left(2^{3} \mathrm{~S}\right)+\mathrm{H}$, except that the Il orbitals are not included. The oribital basis was then augnented with Siegert functions $\theta_{\text {, }}$ of $s, p$, and $d$ symmetry centered on He. Since the change in the final $I$ was less than $20 \%$ upon addition of $\theta_{d}$, the inclusion of these three Siegert orbital symetries was considered sufficient. For the CI calculation, all ${ }^{2}{ }_{z}$ configurations arising fron the bound orbitals (240) were retained. To this set, 4 Siegert configurations were added for each Siegert orbital symmetry. These configurations have the form $\rangle_{a} \phi_{b} \gamma_{\ell}$ where $\phi_{a}$ and $\phi_{b}$ are the ls andfor $1 s^{\prime}$ functions on He. The final CI. calculation was thus performed with 252 configurations. As the real resonance energies at each internuclear separation had already been computed for our systems by the stabilization technique, ${ }^{13}$ we could easily determine an approximate valur for the real part of the true complex resonance momentum. The resonant eigenvalue $E_{i}(k)$ was then computed for five closely-spaced real $k$ points bracketing this approvimate value. The five resulting $E_{i}(k)$ values were fit to a low-order rational fraction, which was then analytically continued to the region $\operatorname{Im}(k)<0$ and the root Eq. (8.26) was found by a Newton-secant search.

The results for the real resonance energies as functions of the

Table XVII. Basis set of Slater orbitals for Me ( $2^{1,3}$ S)+1. ${ }^{\text {a }}$

| Atom | Orbital | Exponene |
| :---: | :---: | :---: |
| He | 1 s | 2.0 |
|  | Is ${ }^{\prime}$ | 1.0 |
|  | 2 s | 0.90 |
|  | $2 s^{\prime}$ | $0.61(0.505)^{\text {a }}$ |
|  | $2^{2}$ | 2.0 |
|  | $2 \mathrm{~F}_{2}^{\prime}$ | 0.61 (0.505) |
| H | $1 s$ | 1.50 |
|  | Is ${ }^{\prime}$ | 1.00 |
|  | $2 \mathrm{p}_{2}$ | 1.00 |

${ }^{\text {Different }}$ exponents for the singlet case given in parenthesis.

Figure XVT. Potentinl curves for lle $\left(2^{\mathrm{J}} \mathrm{S}\right)+\mathrm{th}$. The solid curve is the present result, obvaned from the real parts of the Siegert eigenvalues for various values of $R$. The dashed curve nas obtained by the stabilization method (see Reference 13). The corresponding asymptotic limits are indicated by arrows.


Figure XVII. Potential curres for He $\left(2^{3} s\right)+\mathrm{H}$. The selid curve is the present result, oftained from the real parts of the Siegert eigenvalues for various values of $R$. The other curves were obtained by the stabilization method. The dashed curve was taken from Reference 2l, while the dotdashed curve was taken from Reference 13. The corresponding asymptotic limits are indicated by arrows.

Figure XVII.


Table XVIII. Autoionization width $\Gamma$ for $H e\left(2^{1} S\right)+H$.

| $R\left(a_{0}\right)$ | $\Gamma$ (a.u.) |
| :--- | :---: |
| 2.0 | $1.63 \times 10^{-3}$ |
| 3.0 | $2.70 \times 10^{-3}$ |
| 4.0 | $1.53 \times 10^{-3}$ |
| 5.0 | $4.52 \times 10^{-4}$ |
| 6.0 | $8.86 \times 10^{-5}$ |
| 8.0 | $<10^{-5^{a}}$ |

${ }^{\text {a Imaginary part of resonance }}$ eigenvalue was below the accuracy level of the calculation.

Table XIX. Autoionization widts I for He $\left(2^{3} 5\right)+$ fi.

| $R\left(a_{0}\right)$ | $\Gamma(a . u)$. |
| :--- | :---: |
| 2.0 | $8.56 \times 10^{-3}$ |
| 3.0 | $3.14 \times 10^{-3}$ |
| 4.0 | $8.12 \times 10^{-4}$ |
| 5.0 | $1.88 \times 10^{-4}$ |
| 6.0 | $2.41 \times 10^{-5}$ |
| 8.0 | $2.17 \times 10^{-6}$ |

 is the present result, obtained from the inazinary parts of the Siegert eifenvalues for various values of $R$. The dashed curve wesobtained by the golden rule method (see Reference 51). The dashed extension of the solid curve is an assumed result, as the imaginary part of the siegert eigenvalues for $R=8 a_{o}$ was below the limit of accuracy for the calculation.


Fizure XXX. Autoionization widtis : for me $\left(2^{3} \mathrm{~S}\right)+\mathrm{H}$. The solid curve is the prescnt resule, obeained from the imaginary parts of the Siegert eigenvajues for various values of $R$. The other curves were obtained by the golden rule metiod. The dashed curve was taken from Reference 51 , while the dot-dashed curve was taken from Reference 13.

internuclear separation (i.e., the potential curves) are plotted in Figures XVI and XVII for the singlet and triplet systems, respectively, and are compared with the results from the tabilization technique. ${ }^{13,21}$ We see that in both cases the general agreement is quite good. Results for the singlet and triplet ionization widths as functions of $R$ are listed in Tables XVIII and XIX, respectively. These results are also plotted in Figures XVIII and XIX and compared with the golden rule reiults of Miller, Slocomb, and Schaefer ${ }^{13}$ and Hickman and Morgner. ${ }^{51}$ For the triplet case, our width agrces well with both golden rule calculations, although it seens to Eavor the results of Hickman, et al. ${ }^{21}$ For the singlet system, our width is somewhat larger than Hickman's. 51 Both calculations, however, contain a maximúm in the width at about $3 a_{0}$. Hickman ${ }^{51}$ was able to attribute this to a maximum in the density of states factor in the golden rule expression (see Chapter 1). It is interesting that we also obtain this maximum, even though the density of states does not appear explicitly in our calculations. In addition, Hickman ${ }^{51}$ found that to obtain grod agreement between his calculated ionization cross section results and those of experiment, ${ }^{72}$ his width would have to be increased by about a Eactor of 2.5. Since our results are between a factor of 2 and 3 larger than Hickman's for $R \geq 4 a_{0}$, we feel confident that cross sections calculated from our potential and width would be in very good agreement with experiment. We therefore conclude that a variational calculation of the Siegert eigenvalues of a system provides an efficient and accurate method of determining the positions and widths of wolecular resonances.
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