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ABSTRACT OF THE DISSERTATION

Koszulity of Directed Graded k-linear Categories
and Their Quadratic Dual

by

Jordan Christopher Tousignant

Doctor of Philosophy, Graduate Program in Mathematics
University of California, Riverside, June 2018

Dr. Wee Liang Gan, Chairperson

We de�ne a family of categories FInt,A related to the category FI of �nite sets and injective

functions. We show that the k-linearizations of these categories are Koszul, where k is a �eld of

characteristic 0, using the language of directed graded k-linear categories. We also describe their

quadratic dual categories in special cases.
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1. Introduction

1.1. Motivation.

Before we introduce examples of the categories under consideration, we need to introduce some

notation from [SS].

Let

GL = GL(∞) = lim
→
GL(n) =

∐
n≥1

GL(n)/ ∼

be the direct limit of the groups GL(n) of invertible n × n invertible matrices under upper left

corner inclusion. Let V = C∞ be a countable dimensional complex vector space. Then GL acts on

V by left multiplication. Let GA = GA(∞) be the subgroup of GL stabilizing a nonzero linear map

t : V → C which annihilates all but �nitely many basis vectors. Let O = O(∞) be the subgroup of

GL stabilizing a nondegenerate symmetric bilinear form ω : V × V → C such that ei is orthogonal

to all but �nitely many ej . Given a category C, let ModfC be the category of functors of �nite length

from C to the category of complex vector spaces.

Example 1.1.1. Let FI be the category of �nite sets and injective functions. S. Sam and A.

Snowden call this the �upwards subset� category and denote it by (us); the opposite category is

called (ds) for �downwards subset�. They de�ne a category Reppol(GA) of polynomial representa-

tions of GA, i.e. those appearing as a subquotient of a �nite direct sum of various tensor powers of

V . They describe a functor K : (ds)→ Reppol(GA), which gives rise to an equivalence of categories

Modf(us) → Reppol(GA) [SS, Corollary 5.2.4].

Example 1.1.2. Let FIM be the category of �nite sets and injective functions that are equipped

with a perfect matching on the complement of the image. S. Sam and A. Snowden call this the �up-

wards Brauer� category and denote it by (ub); the opposite category is called (db) for �downwards

Brauer�. They de�ne a category Rep(O) of algebraic representations of O, i.e. those appearing

as a subquotient of a �nite direct sum of various tensor powers of V . They describe a functor

K : (db)→ Rep(O), which gives rise to an equivalence of categories Modf(ub) → Rep(O) [SS, Corol-

lary 4.2.7].
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Example 1.1.3. Let FIMw be the category whose objects are pairs of �nite sets and whose

morphisms are injective functions that are equipped with a perfect bipartite matching on the com-

plement of the image. S. Sam and A. Snowden call this the �upwards walled Brauer� category and

denote it by (uwb); the opposite category is called (dwb) for �downwards walled Brauer�. They de-

�ne a category Rep(GL) of algebraic representations of GL, i.e. those appearing as a subquotient of

a �nite direct sum of various tensor powers of V and its restricted dual V∗. They describe a functor

K : (dwb) → Rep(GL), which gives rise to an equivalence of categories Modf(uwb) → Rep(GL) [SS,

Corollary 3.2.12].

Example 1.1.4. Let FIM′w be the category whose objects are pairs of �nite sets and whose

morphisms are injective functions that are equipped with a perfect bipartite matching on the com-

plement of the image, such that each element of the domain and of the matching is either �marked�

or �unmarked�. The opposite category (FIM′w)op is used by D. Grantcharov and V. Serganova to

diagrammatically describe Homq(∞)(T
p,q, T r,s) [GS, Section 5], where q(∞) is a certain Lie superal-

gebra of linear operators in End(V )⊕End(W ), with V and W being countable dimensional complex

super vector spaces equipped with a certain bilinear form W × V → C, and Tm,n = V ⊗m ⊗W⊗n.

Thus, each of these four �diagram� categories are used to describe morphisms between tensor

powers of certain countable dimensional representations of GA, O, GL, and q(∞), over C.

E. Dan-Cohen, I. Penkov, and V. Serganova proved that the C-linearization of FIM is Koszul

using the language of tensor representations of the in�nite dimensional orthogonal Lie algebra o(∞)

[DPS, Theorem 5.5].

W. L. Gan and L. Li proved that the k-linearizations of FI and several other related categories

are Koszul, when k is a �eld of characteristic 0 [GL, Corollary 5.12]. They use the framework of

Koszul theory for directed graded k-linear categories, which we will utilize to establish our results

here.

In this paper, we shall de�ne a 3-parameter family of categories FInt,A, which include the

above four categories as special cases. We give a direct proof that the k-linearization of FInt,A

is Koszul when k is a �eld of characteristic 0. We also describe the quadratic dual category of the

k-linearization of FInt,A under a certain restriction on the parameter t.
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1.2. Notation and conventions.

Let N be the set of positive integers, and N0 be the set of non-negative integers. For any n ∈ N0,

let [n] = {1, ..., n}; in particular, [0] = ∅. We use q to denote the disjoint union of sets, and t

to indicate the union of sets that happen to be disjoint. We write ⊂ to signify (. For us, k will

always denote a �eld. For any k-vector space V , we write V ∗ for its dual space Homk(V, k). For

any �nite set S = {s1, ..., sm}, we write kS for the m-dimensional k-vector space with basis S (if

S = {s} has only one element, we will write ks instead of k{s}). Also, we denote by det(S) the 1

dimensional k-vector space
∧m

kS; in particular, det(∅) = k. We denote by k-Mod the category

of k-vector spaces, and by k-gMod the category of N0-graded k-vector spaces whose morphisms are

homogeneous of some �xed degree. By a category C we mean a small category. We write X ∈ C

to mean X ∈ Ob(C). Given X,Y ∈ C, we write C(X,Y ) for the set of morphisms in C from X to

Y . The composite of two morphisms f ∈ C(X,Y ) and g ∈ C(Y,Z) is written as gf ∈ C(X,Z). We

denote by 1X the identity morphism of X ∈ C.

2. Preliminaries

2.1. Directed graded k-linear categories.

Given a category C and a �eld k, the k-linearization of C is the category C having Ob(C) = Ob(C)

and C(X,Y ) = kC(X,Y ) for any X,Y ∈ C. A k-linear category is a category C enriched over k-Mod.

Thus, the k-linearization C of a category C is a k-linear category. We shall denote k-linear categories

by C rather than C. A graded k-linear category is a category C enriched over k-gMod. In particular,

C(X,Y ) =
⊕

i≥0 C(X,Y )i for any X,Y ∈ C. We shall refer to f ∈ C(X,Y )i as a morphism of

degree i. By letting Ci =
⊕

X,Y ∈C C(X,Y )i for each i ≥ 0, we get a graded k-algebra
⊕

i≥0 Ci whose

multiplication is given by composition of morphisms. A k-linear category C is directed if there is a

partial order ≤ on Ob(C) such that whenever C(X,Y ) 6= 0, we have X ≤ Y . A full subcategory D

of a directed k-linear category C is convex if for any X,Y, Z ∈ C satisfying X ≤ Y ≤ Z, we have

Y ∈ D whenever X,Z ∈ D. The convex hull of a given set S ⊆ Ob(C) is the smallest convex full

subcategory of C containing S.
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De�nition 2.1.1. We say that C is a directed graded k-linear category if C is a graded k-linear

category that is directed, and which satis�es the following additional conditions:

(A1) C(X,Y ) is �nite dimensional as a k-vector space for every X,Y ∈ C;

(A2) C(X,X) is semisimple as a k-algebra for every X ∈ C;

(A3) if X 6= Y , then C(X,Y )0 = 0;

(A4) for every X ∈ C and i > 0, we have C(X,X)i = 0;

(A5) for each X ∈ C, there are only �nitely many Y ∈ C such that C(X,Y )1 6= 0 or C(Y,X)1 6= 0;

(A6) C1 · Ci = Ci+1 for every i ≥ 0;

(A7) the convex hull of any �nite set S ⊆ Ob(C) contains only �nitely many objects.

Note 2.1.2. By conditions (A3) and (A4), a directed graded k-linear category C is skeletal.

To see this, let f ∈ C(X,Y ) be an isomorphism. Then there exists f−1 ∈ C(Y,X) such that

f−1f = 1X ∈ C(X,X)0. Since morphisms in C are graded, this forces f ∈ C(X,Y )0. Hence,

C(X,Y )0 6= 0 implies X = Y .

2.2. Graded C-modules.

Let C be a k-linear category. A (left) C-module is a (covariant) k-linear functor M : C → k-Mod.

By k-linear we mean that M(cf + g) = cM(f) +M(g) for all f, g ∈ C(X,Y ) and c ∈ k. Given

C-modules M,N , a C-module homomorphism T : M → N is a natural transformation of functors.

We denote by C-Mod the category of C-modules.

Note 2.2.1. A right C-module is a contravariant k-linear functor M : C → k-Mod. It is under-

stood that all de�nitions and results stated for C-modules are to hold analogously for right C-modules.
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Let C be a graded k-linear category. A graded C-module is a degree-preserving k-linear functor

M : C → k-gMod. In particular, M(X) =
⊕

i≥0M(X)i for any X ∈ C. By degree-preserving we

mean that if f ∈ C(X,Y )j is a morphism of degree j, then M(f)(M(X)i) ⊆M(Y )i+j for all i ≥ 0;

i.e. M(f) :
⊕

i≥0M(X)i →
⊕

i≥0M(Y )i is homogeneous of degree j. Given graded C-modules

M,N , a graded C-module homomorphism T :M → N is a degree-preserving natural transformation

of functors. By degree-preserving we mean that TX(M(X)i) ⊆ N(X)i for all X ∈ C and i ≥ 0;

i.e. TX :
⊕

i≥0M(X)i →
⊕

i≥0N(X)i is homogeneous of degree 0. Let C-gMod be the category of

graded C-modules.

Example 2.2.2. Let C be a directed graded k-linear category, and X ∈ C.

(a) The (covariant) Hom functor C(X,−) : C → k-gMod is a graded C-module. The right

C-module version of this is the contravariant Hom functor C(−, X) : C → k-gMod.

(b) C(X,X) : C → k-gMod is a graded C-module in the following way. We de�ne C(X,X) on

objects Y ∈ C by

Y 7→


C(X,X) if Y = X

0 if Y 6= X,

and on morphisms f ∈ C(Y, Z) by f 7→ {g 7→ fg}. The right C-module version of this is de�ned the

same way on objects and on morphisms f ∈ C(Y, Z) by f 7→ {g 7→ gf}.

Note 2.2.3. The categories k−Mod and k−gMod are abelian, hence so are C-Mod and C-gMod.

When a statement is made about a (graded) C-module homomorphism T : M → N , we mean that

statement is true for all of its components TX : M(X) → N(X). For example, by saying that

T :M → N is injective (resp. surjective) we mean that TX :M(X)→ N(X) is injective (resp. sur-

jective) for every object X. Also, by saying that a sequence of (graded) C-module homomorphisms

L
S→M

T→ N is exact at M we mean that im(SX) = ker(TX) for every object X.

Proposition 2.2.4. Let C be a directed graded k-linear category, and X ∈ C. Then C(X,−) is

a projective object in C-gMod.
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Proof. Consider a diagram of graded C-modules with bottom row exact:

M N 0

C(X,−)

S

T

Evaluation at X ∈ C gives a diagram of graded k-vector spaces with bottom row exact:

M(X) N(X) 0

C(X,X)

SX

TX

Take the identity morphism 1X ∈ C(X,X)0 and apply TX to get TX(1X) ∈ N(X)0. Since

SX is surjective, there exists mX =
∑
i≥0mX,i ∈

⊕
i≥0M(X)i = M(X) such that SX(mX) =∑

i≥0 SX(mX,i) = TX(1X). Because SX is degree-preserving, we must have SX(mX,i) = 0 for

all i > 0, so SX(mX,0) = TX(1X). De�ne R : C(X,−) → M as follows: for any Y ∈ C, let

RY : C(X,Y )→M(Y ) be given by RY (f) =M(f)(mX,0). If g ∈ C(Y, Z), then we get a commutative

diagram

C(X,Y )

C(X,Z)

M(Y )

M(Z)

RY

RZ

since f 7→ M(f)(mX,0) 7→ M(g)M(f)(mX,0) around the top right corner and f 7→ gf 7→

M(gf)(mX,0) around the bottom left corner. Thus, R is a natural transformation. If f ∈ C(X,Y )i,

then M(f) is homogeneous of degree i, so RY (f) =M(f)(mX,0) ∈M(Y )i. Hence, RY (C(X,Y )i) ⊆

M(Y )i and so R is degree-preserving. Therefore, R is a graded C-module homomorphism.
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Now we check that SYRY = TY for any Y ∈ C. Let Y ∈ C and f ∈ C(X,Y ). Then the naturality

of S and T yield commutative diagrams:

M(X)

M(Y )

N(X)

N(Y )

SX

N(f)M(f)

SY

C(X,X)

C(X,Y )

N(X)

N(Y )

TX

N(f)

TY

Therefore,

SYRY (f) = SY (M(f)(mX,0)) = N(f)(SX(mX,0)) = N(f)(TX(1X)) = TY (f1X) = TY (f).

It follows that SR = T and so C(X,−) is projective as a graded C-module. �

Remark 2.2.5.

(a) If V is a 1-dimensional k-vector space, then C(X,−)⊗k V is a graded C-module isomorphic

to C(X,−) as a graded C-module.

(b) A direct sum of projective graded C-modules is a projective graded C-module.

Let C be a directed graded k-linear category. Given a C-module M , a C-submodule of M is a

C-module N : C → k −Mod satisfying N(X) ⊆M(X) for all X ∈ C and N(f) =M(f)|N(X) for all

f ∈ C(X,Y ). Also, we say that M contains a set S if S ⊆
⋃
X∈CM(X). A graded C-module M is

generated in degree i ≥ 0 if the only C-submodule of M containing
⋃
X∈CM(X)i is M itself.

De�nition 2.2.6. A graded C-module M is Koszul if it has a linear projective resolution

· · · → Pi → Pi−1 → · · · → P1 → P0 →M → 0

in C-gMod. By linear we mean that each Pi is generated in degree i. The category C is Koszul if for

every X ∈ C, the graded C-module C(X,X) is Koszul.
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3. The category FInt,A

3.1. Partition types.

Let FI be the category of �nite sets and injective functions. Let n ∈ N, and FIn be the n-fold

product category FI×· · ·×FI. Then an arbitrary object X ∈ FIn is of the form X = (X1, ..., Xn)

for some �nite sets Xi ∈ FI. If X = (X1, ..., Xn) ∈ FIn, then by x ∈ X we mean x ∈ Xi for some i.

By a partition PX of an object X = (X1, ..., Xn) ∈ FIn, we mean a partition of X1 q · · · qXn. We

allow P∅ = ∅ to be a partition of ∅ ∈ FIn. Let P be the set of all partitions of every X ∈ FIn.

By a property t on P we mean a map t from P to a 2-element set {yes, no}. We say that a partition

PX of X ∈ FIn has property t if t(PX) = yes; otherwise we say PX does not have property t.

De�nition 3.1.1. We say that a property t is a partition type if the following conditions are

satis�ed:

(P0) P∅ has property t;

(P1) if PX has property t and f ∈ FIn(X,Y ), then f(PX) has property t;

(P2) if V,W are disjoint subsets of X ∈ FIn and PV , PW have property t, then PV t PW has

property t;

(P3) if PX has property t and S ∈ PX , then PX\{S} has property t;

(P4) there exists M ∈ N such that if PX has property t, then |S| ≤M for all S ∈ PX .

If t is a partition type and PX is a partition of X ∈ FIn which has property t, then we say that

PX is a partition of type t.

Example 3.1.2.

(a) Let m ∈ N. De�ne property m by declaring that m(PX) = yes for partitions PX of X ∈ FIn

satisfying |S| = m for all S ∈ PX ; m(PX) = no otherwise. Then m is a partition type.

(b) Let m ∈ N. De�ne property ≤ m by requiring that ≤ m(PX) = yes for partitions PX of

X ∈ FIn satisfying |S| ≤ m for all S ∈ PX ; ≤ m(PX) = no otherwise. Then ≤ m is a partition

type.

(c) De�ne property n∗ by declaring that n∗(PX) = yes for partitions PX of X = (X1, ..., Xn) ∈

FIn satisfying |S ∩ Xi| = 1 for all S ∈ PX , 1 ≤ i ≤ n; n∗(PX) = no otherwise. Then n∗ is a

partition type. Note that if PX is a partition of type n∗, then |S| = n for all S ∈ PX .
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(d) Let (m1, ...,mn) ∈ Nn. De�ne property (m1, ...,mn) by requiring that (m1, ...,mn)(PX) = yes

for partitions PX of X = (X1, ..., Xn) ∈ FIn satisfying |S ∩ Xi| = mi for all S ∈ PX , 1 ≤ i ≤ n;

(m1, ...,mn)(PX) = no otherwise. Then (m1, ...,mn) is a partition type.

3.2. The category FInt,A.

Let n ∈ N, t be a partition type, and A be an abelian group. We de�ne a category FInt,A having

the same objects as FIn, and morphisms de�ned by the following data: if X,Y ∈ FInt,A, then a

morphism (f, Pf , αf ) : X → Y in FInt,A consists of a morphism f ∈ FIn(X,Y ), a partition Pf of

Y \f(X) ∈ FIn of type t, and a function αf : X q Pf → A. If all 3 of these items do not exist for a

certain X,Y ∈ FIn, then FInt,A(X,Y ) = ∅. The composite of two morphisms (f, Pf , αf ) : X → Y

and (g, Pg, αg) : Y → Z in FInt,A is given by the morphism (g, Pg, αg)(f, Pf , αf ) = (gf, Pgf , αgf ) :

X → Z in FInt,A, where gf is the composite of f followed by g in FIn, Pgf is the partition g(Pf )tPg

of Z\gf(X) ∈ FIn of type t, and αgf : X q Pgf → A is the function de�ned by

αgf (x) = αf (x) + αg(f(x)) for x ∈ X,

αgf (g(S)) = αf (S) +
∑
y∈S

αg(y) for S ∈ Pf ,

αgf (T ) = αg(T ) for T ∈ Pg.

To show that composition in FInt,A is associative, let (f, Pf , αf ) :W → X, (g, Pg, αg) : X → Y , and

(h, Ph, αh) : Y → Z be morphisms in FInt,A. Then h(gf) = (hg)f ,

Ph(gf) = h(Pgf ) t Ph

= h(g(Pf ) t Pg) t Ph

= hg(Pf ) t h(Pg) t Ph

= hg(Pf ) t Phg

= P(hg)f ,
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and

αh(gf)(w) = αgf (w) + αh(gf(w))

= αf (w) + αg(f(w)) + αh(gf(w))

= αf (w) + αhg(f(w))

= α(hg)f (w) for w ∈W,

αh(gf)(h(g(R))) = αgf (g(R)) +
∑

y∈g(R)

αh(y)

= αf (R) +
∑
x∈R

αg(x) +
∑

y∈g(R)

αh(y)

= αf (R) +
∑
x∈R

(αg(x) + αh(g(x)))

= αf (R) +
∑
x∈R

αhg(x)

= α(hg)f ((hg)(R)) for R ∈ Pf ,

αh(gf)(h(S)) = αgf (S) +
∑
y∈S

αh(y)

= αg(S) +
∑
y∈S

αh(y)

= αhg(h(S))

= α(hg)f (h(S)) for S ∈ Pg,

αh(gf)(T ) = αh(T )

= αhg(T )

= α(hg)f (T ) for T ∈ Ph.

Thus, (h(gf), Ph(gf), αh(gf)) = ((hg)f, P(hg)f , α(hg)f ). The identity morphism of X ∈ FInt,A is

(1X ,∅, 0) : X → X, where 0 : X → A is the zero map.
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Example 3.2.1.

(a) If n = 1, t is partition type 1, and A is the trivial abelian group 0, then FI11,0 is the category

FI from Example 1.1.1.

(b) If n = 1, t is partition type 2, and A is the trivial abelian group 0, FI12,0 is the category

FIM from Example 1.1.2.

(c) If n = 2, t is partition type 2∗, and A is the trivial abelian group 0, then FI12∗,0 is the

category FIMw from Example 1.1.3.

(d) If n = 2, t is partition type 2∗, and A is the abelian group Z/2Z, then FI12∗,Z/2Z is the

category FIM′w from Example 1.1.4.

Thus, the family of categories FInt,A unify the four categories from the Introduction in a general

setup.

Remark 3.2.2. If n ∈ N, t is a partition type, and A is an abelian group, then the full subcat-

egory of FInt,A on objects of the form X = ([x1], ..., [xn]) for xi ∈ N0 (1 ≤ i ≤ n), is skeletal, and

hence equivalent to FInt,A.

Let n ∈ N, t be a partition type, and A be a �nite abelian group. Let C be the skeletal sub-

category of FInt,A on objects of the form X = ([x1], ..., [xn]) for xi ∈ N0 (1 ≤ i ≤ n). Then C is

equivalent to FInt,A. Let k be a �eld of characteristic 0, and C be the k-linearization of C.

Proposition 3.2.3. C is a directed graded k-linear category.

Proof. For any X,Y ∈ C and i ≥ 0, de�ne the degree i component of C(X,Y ) to be

C(X,Y )i =
⊕

(f,Pf ,αf )∈C(X,Y )
|Pf |=i

k(f, Pf , αf ).

Then C(X,Y ) =
⊕

i≥0 C(X,Y )i is a graded k-vector space. So (f, Pf , αf ) ∈ C(X,Y )i is a morphism

of degree i if and only if |Pf | = i. For any X,Y, Z ∈ C, the composition map C(Y,Z)⊗k C(X,Y )→

C(X,Z) preserves the grading, and hence is a morphism in k-gMod. It follows that C is a graded

k-linear category. The objects of C are partially ordered by inclusion ⊆, such that C(X,Y ) 6= 0

implies X ⊆ Y . So C is a directed k-linear category.
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We now check that C meets additional conditions (A1)-(A7).

(A1) For any X,Y ∈ C, C(X,Y ) is a �nite set, so C(X,Y ) is a �nite dimensional k-vector space.

(A2) For any X = ([x1], ..., [xn]) ∈ C, a morphism (f, Pf , αf ) ∈ C(X,X) consists of a bijection

f ∈ FIn(X,X) and a function αf : X → A, because Pf = ∅. Note that f ∈ Sx1 × · · · × Sxn , where

Sxi
is the symmetric group on [xi], and αf ∈ AX , where AX is the group of all functions from X to

A. Therefore, C(X,X) is the �nite group Sx1
× · · ·×Sxn

×AX . Since char k = 0, the group algebra

C(X,X) is semisimple, by Maschke's theorem.

(A3) Let X,Y ∈ C. If (f, Pf , αf ) ∈ C(X,Y )0 is a basis element, then Pf = ∅, which forces

X = Y . So if X 6= Y , then C(X,Y )0 = 0.

(A4) Let X ∈ C and i > 0. If (f, Pf , αf ) ∈ C(X,X)i is a basis element, then Pf = ∅ since

f ∈ FIn(X,X) is a bijection. But |Pf | = i > 0 since (f, Pf , αf ) is a morphism of degree i. So for

all X ∈ C and i > 0, we must have C(X,X)i = 0.

(A5) Let X ∈ C. Then there are only �nitely many Y ∈ C such that C(Y,X)1 6= 0. By condition

(P4) of the partition type t, there are only �nitely many Y ∈ C such that C(X,Y )1 6= 0.

(A6) Let i ≥ 0. In order to prove C1 · Ci = Ci+1, it is enough to show that any morphism

(f, Pf , αf ) ∈ C(X,Y ) of degree i+1 can be factored as a composite of a degree imorphism followed by

a degree 1 morphism. Let (f, Pf , αf ) ∈ C(X,Y ) be a morphism of degree i+1. Then |Pf | = i+1 ≥ 1.

Pick T ∈ Pf . Since C is skeletal, there is a unique Y ′ ∈ C and a bijection g ∈ FIn(Y ′, Y \T ). Let

f ′ ∈ FIn(X,Y \T ) be the morphism obtained by restricting the codomain of f from Y to Y \T .

De�ne f1 = g−1f ′ ∈ FIn(X,Y ′), Pf1 = {g−1(Pf\{T})}, and αf1 : X q Pf1 → A by αf1(x) = αf (x)

for all x ∈ X and αf1(S) = αf (g(S)) for all S ∈ Pf1 . Then (f1, Pf1 , αf1) ∈ C(X,Y ′) is a morphism of

degree i. Let ι ∈ FIn(Y \T, Y ) be the inclusion map. De�ne g1 = ιg ∈ FIn(Y ′, Y ), Pg1 = {T}, and

αg1 : Y ′qPg1 → A by αg1(y) = 0 for all y ∈ Y ′ and αg1(T ) = αf (T ). Then (g1, Pg1 , αg1) ∈ C(Y ′, Y )

is a morphism of degree 1. Now g1f1 = ιgg−1f ′ = f , Pg1f1 = g1(Pf1)tPg1 = (Pf\{T})t{T} = Pf ,

and

αg1f1(x) = αf1(x) + αg1(f1(x)) = αf (x) for x ∈ X,

αg1f1(g1(S)) = αf1(S) +
∑
y∈S

αg1(y) = αf (g(S)) for S ∈ Pf1 ,

αg1f1(T ) = αg1(T ) = αf (T ).
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Hence, (f, Pf , αf ) = (g1, Pg1 , αg1)(f1, Pf1 , αf1) is the composite of a degree i morphism followed by

a degree 1 morphism, as desired.

(A7) Let X,Z ∈ C. Because C is skeletal, it is totally ordered by ⊆. So without loss of generality,

suppose X ⊆ Z. Again since C is skeletal, there are only �nitely many Y ∈ C such that X ⊆ Y ⊆ Z.

It follows that the convex hull of any �nite set S ⊆ Ob(C) contains only �nitely many objects.

Therefore, C is a directed graded k-linear category. �

Notation 3.2.4. For any X,Y ∈ C, we shall write degree 1 morphisms in C(X,Y ) simply as

(f,R, αf ) for Pf = {R}, where R ⊆ Y .

4. Koszulity

Fix n ∈ N, a partition type t, and a �nite abelian group A. Let C = FInt,A, and C be the k-

linearization of C, where k is a �eld of characteristic 0. By Proposition 3.2.3, C is a directed graded

k-linear category. In this section, we will prove that C is Koszul (Corollary 4.3.2). To do this, we will

construct a linear projective resolution C•(−)(Y )→ C(Y, Y ) of graded right C-modules for arbitrary

Y ∈ C.

4.1. The complex C•(−)(Y ).

Fix Y ∈ C for the remainder of this section. For any m ∈ N0, de�ne a functor Cm(−)(Y ) : C →

k-gMod as follows. For any object X ∈ C, let

Cm(X)(Y ) =
⊕
(I,α)

C(X,Y \I)⊗k det(I),

the direct sum being over all pairs (I, α), where I = I1 t · · · t Im is the union of m mutually disjoint

nonempty subsets Ij ⊆ Y such that {Ij} is a partition of type t, and α : {I1, ..., Im} → A is a

function. By det(I) we mean the 1-dimensional k-vector space
∧m

k{I1, ..., Im}.

To see that Cm(X)(Y ) is a graded k-vector space, let

Cm(X)(Y )i =
⊕
(I,α)

⊕
(f,Pf ,αf )∈C(X,Y \I)

|Pf |=i−m

k(f, Pf , αf )⊗k det(I)
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for i ≥ m and Cm(X)(Y )i = 0 for i < m. Then

Cm(X)(Y ) =
⊕
(I,α)

C(X,Y \I)⊗k det(I)

=
⊕
(I,α)

⊕
i≥m

⊕
(f,Pf ,αf )∈C(X,Y \I)

|Pf |=i−m

k(f, Pf , αf )⊗k det(I)

=
⊕
i≥m

Cm(X)(Y )i.

So Cm(X)(Y ) is a graded k-vector space living in degrees ≥ m. This completes the de�nition of

Cm(−)(Y ) on objects.

For any morphism (g, Pg, αg) ∈ C(X,X ′), we de�ne a map Cm(X ′)(Y ) → Cm(X)(Y ) on direct

summands corresponding to (I, α) by k-linear extension of the assignment

(f, Pf , αf )⊗
m∧
j=1

Ij 7→ (f, Pf , αf )(g, Pg, αg)⊗
m∧
j=1

Ij .

In other words, a basis element (f, Pf , αf )⊗
∧m
j=1 Ij in a direct summand C(X ′, Y \I)⊗k det(I) of

Cm(X ′)(Y ) corresponding to (I, α) gets sent to the basis element (f, Pf , αf )(g, Pg, αg)⊗
∧m
j=1 Ij in

the direct summand C(X,Y \I)⊗k det(I) of Cm(X)(Y ) corresponding to (I, α).

To see that Cm(X ′)(Y )→ Cm(X)(Y ) is a morphism of graded k-vector spaces, let (g, Pg, αg) ∈

C(X,X ′)j be a morphism of degree j ≥ 0, and (f, Pf , αf )⊗
∧m
j=1 Ij be in the degree i ≥ m component

of Cm(X ′)(Y ). Then |Pg| = j and |Pf | = i−m, which implies |Pfg| = |f(Pg)|+|Pf | = (i+j)−m. So

(f, Pf , αf )(g, Pg, αg)⊗
∧m
j=1 Ij is in the degree i+ j component of Cm(X)(Y ), hence Cm(X ′)(Y )→

Cm(X)(Y ) is homogeneous of degree j. This completes the de�nition of Cm(−)(Y ) : C → k-gMod

on morphisms.

So Cm(−)(Y ) : C → k-gMod is a degree-preserving k-linear functor that is contravariant. Thus,

we have a graded right C-module Cm(−)(Y ) for each m ∈ N0. In particular, C0(−)(Y ) = C(−, Y ).

Before we de�ne a di�erential ∂ : Cm(−)(Y )→ Cm−1(−)(Y ), we need the notion of an inclusion

morphism in C.
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De�nition 4.1.1. Let X,Y ∈ C with X ⊆ Y such that {Y \X} is a partition of type t. We

say that (ι, Pι, αι) ∈ C(X,Y ) is an inclusion morphism if ι(x) = x for all x ∈ X, Pι = {Y \X}, and

αι(x) = 0 for all x ∈ X.

Note 4.1.2. In order to completely describe an inclusion morphism, one still needs to specify

αι(Y \X) ∈ A. Thus, there may be many inclusion morphisms from X to Y . Also, since inclusion

morphisms are of degree 1, we shall write them as (ι, Y \X,αι).

Remark 4.1.3. Inclusion morphisms �commute� in the following sense. Let Y ∈ C and I1, I2 ⊂ Y

be two disjoint nonempty subsets such that {I1}, {I2} are partitions of type t. Suppose we have

inclusion morphisms

(ι1, I1, αι1) ∈ C(Y \I1, Y ), (ι2, I2, αι2) ∈ C(Y \I2, Y )

and

(1, I1, α1) ∈ C(Y \(I1 t I2), Y \I2), (2, I2, α2) ∈ C(Y \(I1 t I2), Y \I1)

such that αι1(I1) = α1(I1) and αι2(I2) = α2(I2). Then

(ι1, I1, αι1)(2, I2, α2) = (ι2, I2, αι2)(1, I1, α1)

because

ι12(y) = y = ι21(y) for y ∈ Y \(I1 t I2),

Pι12 = ι1({I2}) t {I1} = {I1, I2} = ι2({I1}) t {I2} = Pι21 ,

and

αι12(y) = 0 = αι21(y) for y ∈ Y \(I1 t I2),

αι12(I1) = αι1(I1) = α1(I1) = αι21(I1),

αι12(I2) = α2(I2) = αι2(I2) = αι21(I2).

15



For every m ∈ N, we de�ne a graded C-module homomorphism ∂ : Cm(−)(Y ) → Cm−1(−)(Y )

as follows. For any X ∈ C, let ∂X : Cm(X)(Y )→ Cm−1(X)(Y ) be de�ned on each direct summand

corresponding to (I, α) by k-linear extension of the assignment

(f, Pf , αf )⊗
m∧
j=1

Ij 7→
m∑
j=1

(−1)j−1(ιj , Ij , αj)(f, Pf , αf )⊗ I1 ∧ · · · Îj · · · ∧ Im,

where (ιj , Ij , αj) ∈ C(Y \I, (Y \I) t {Ij}) is the inclusion morphism de�ned by αj(Ij) = α(Ij) ∈ A.

Note that for each j = 1, ...,m, (ιj , Ij , αj)(f, Pf , αf )⊗ I1 ∧ · · · Îj · · · ∧ Im is in the direct summand

of Cm−1(X)(Y ) corresponding to (I\Ij , α|{I1,...,Im}\{Ij}).

To see that ∂ is a natural transformation, let (g, Pg, αg) ∈ C(X,X ′). Then we get a commutative

diagram:

Cm(X ′)(Y ) Cm(X)(Y )

Cm−1(X
′)(Y ) Cm−1(X)(Y )

∂X′ ∂X

because

(f, Pf , αf )⊗
m∧
j=1

Ij 7→ (f, Pf , αf )(g, Pg, αg)⊗
m∧
j=1

Ij

7→
m∑
j=1

(−1)j−1(ιj , Ij , αj)(f, Pf , αf )(g, Pg, αg)⊗ I1 ∧ · · · Îj · · · ∧ Im

around the top right corner, while

(f, Pf , αf )⊗
m∧
j=1

Ij 7→
m∑
j=1

(−1)j−1(ιj , Ij , αj)(f, Pf , αf )⊗ I1 ∧ · · · Îj · · · ∧ Im

7→
m∑
j=1

(−1)j−1(ιj , Ij , αj)(f, Pf , αf )(g, Pg, αg)⊗ I1 ∧ · · · Îj · · · ∧ Im

around the bottom left corner.
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To see that ∂ is degree-preserving, let X ∈ C and i ≥ m. We must show that ∂X(Cm(X)(Y )i) ⊆

Cm−1(X)(Y )i. If (f, Pf , αf )⊗
∧m
j=1 Ij is a basis element in a direct summand C(X,Y \I)⊗k det(I)

of Cm(X)(Y )i corresponding to (I, α), then (f, Pf , αf ) ∈ C(X,Y \I) with |Pf | = i −m. For each

j = 1, ...,m, we have (ιj , Ij , αj)(f, Pf , αf ) ∈ C(X, (Y \I) t {Ij}) with

|Pιjf | = |ιj(Pf ) t {Ij}| = |Pf |+ 1 = i− (m− 1).

So

∂X((f, Pf , αf )⊗
m∧
j=1

Ij) =

m∑
j=1

(−1)j−1(ιj , Ij , αj)(f, Pf , αf )⊗ I1 ∧ · · · Îj · · · ∧ Im

belongs to Cm−1(X)(Y )i. Thus, ∂ : Cm(−)(Y ) → Cm−1(−)(Y ) is a graded C-module homomor-

phism for each m ∈ N.

For any X ∈ C, observe that

(∂X)2((f, Pf , αf )⊗
m∧
j=1

Ij) =

m∑
j=1

(−1)j−1∂X((ιj , Ij , αj)(f, Pf , αf )⊗ I1 ∧ · · · Îj · · · ∧ Im)

=
∑
i<j

(−1)i+j−2(ιi, Ii, αi)(ιj , Ij , αj)(f, Pf , αf )⊗ I1 ∧ · · · Îi · · · Îj · · · ∧ Im

+
∑
i>j

(−1)i+j−1(ιi, Ii, αi)(ιj , Ij , αj)(f, Pf , αf )⊗ I1 ∧ · · · Îj · · · Îi · · · ∧ Im

= 0

after switching i and j in the third line and using the fact that the inclusion morphisms (ιi, Ii, αi)

and (ιj , Ij , αj) commute, by Remark 4.1.5. So ∂2 = 0 and hence ∂ is a di�erential.

By putting Cm(−)(Y ) = 0 for all m < 0, we obtain a complex C•(−)(Y ) of graded right C-

modules.

Remark 4.1.4. For any m ∈ N0, Cm(−)(Y ) can be viewed as a direct sum
⊕

(I,α) C(−, Y \I)⊗k

det(I) of graded right C-modules C(−, Y \I)⊗k det(I). By Remark 2.2.5, Cm(−)(Y ) is projective as

a graded right C-module.
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Proposition 4.1.5. For any m ∈ N0, Cm(−)(Y ) is generated in degree m.

Proof. Let M be a right C-submodule of Cm(−)(Y ) containing
⋃
X∈C Cm(X)(Y )m. We must

showM(X) = Cm(X)(Y ) for all X ∈ C. Let X ∈ C and (f, Pf , αf )⊗
∧m
j=1 Ij be a basis element in a

direct summand of Cm(X)(Y ) corresponding to (I, α). We will show (f, Pf , αf )⊗
∧m
j=1 Ij ∈M(X)

by factorizing (f, Pf , αf ) ∈ C(X,Y \I) as follows. Choose Y ′ ∈ C and an isomorphism (g,∅, 0) ∈

C(Y ′, Y \I) (in which g ∈ FIn(Y ′, Y \I) is a bijection, Pg = ∅, and αg : Y ′ → A is the zero map).

Then (g,∅, 0) ⊗
∧m
j=1 Ij belongs to the direct summand of Cm(Y ′)(Y )m corresponding to (I, α).

De�ne f ′ = g−1f , Pf ′ = g−1(Pf ), and αf ′ : X q Pf ′ → A by αf ′(x) = αf (x) for all x ∈ X,

αf ′(S) = αf (g(S)) for all S ∈ Pf ′ . This de�nes a morphism (f ′, Pf ′ , αf ′) ∈ C(X,Y ′) such that

gf ′ = f , Pgf ′ = g(Pf ′) = Pf , and

αgf ′(x) = αf ′(x) + αg(f
′(x)) = αf (x) for x ∈ X,

αgf ′(g(S)) = αf ′(S) +
∑
y′∈S

αg(y
′) = αf (g(S)) for S ∈ Pf ′ .

Hence, (g,∅, 0)(f ′, Pf ′ , αf ′) = (f, Pf , αf ). Since M is a right C-submodule of Cm(−)(Y ),

M((f ′, Pf ′ , αf ′)) :M(Y ′)→M(X)

is the restriction of Cm(Y ′)(Y ) → Cm(X)(Y ) to M(Y ′). Because M contains
⋃
X∈C Cm(X)(Y )m,

we have (g,∅, 0)⊗
∧m
j=1 Ij ∈ Cm(Y ′)(Y )m ⊆M(Y ′). So

(f, Pf , αf )⊗
m∧
j=1

Ij = (g,∅, 0)(f ′, Pf ′ , αf ′)⊗
m∧
j=1

Ij =M((f ′, Pf ′ , αf ′))((g,∅, 0)⊗
m∧
j=1

Ij) ∈M(X).

Hence, Cm(−)(Y ) is generated in degree m. �

We therefore have a complex C•(−)(Y ) of graded right C-modules

· · · → Cm(−)(Y )→ Cm−1(−)(Y )→ · · · → C1(−)(Y )→ C(−, Y )→ 0

in which Cm(−)(Y ) is projective and generated in degree m for all m ∈ N0.
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4.2. Exactness of C•(−)(Y ) in positive degrees.

In this subsection, we will show that Hm(C•(−)(Y )) = 0 for all m ∈ N. First, we will prove that

H1(C•(−)(Y )) = 0 with the aid of the following lemma.

Lemma 4.2.1. Let X,Y ∈ C and I1, I2 ⊂ Y be distinct nonempty subsets such that {I1}, {I2}

are partitions of type t. For i = 1, 2, let (fi, Pfi , αfi) ∈ C(X,Y \Ii) be morphisms and (ιi, Ii, αιi) ∈

C(Y \Ii, Y ) be inclusion morphisms. If

(ι1, I1, αι1)(f1, Pf1 , αf1) = (ι2, I2, αι2)(f2, Pf2 , αf2),

then I1∩I2 = ∅ and there exists a morphism (f, Pf , αf ) ∈ C(X,Y \(I1tI2)) and inclusion morphisms

(1, I1, α1) ∈ C(Y \(I1 t I2), Y \I2), (2, I2, α2) ∈ C(Y \(I1 t I2), Y \I1) such that

(1, I1, α1)(f, Pf , αf ) = (f2, Pf2 , αf2)

and

(2, I2, α2)(f, Pf , αf ) = (f1, Pf1 , αf1).

Proof. From (ι1, I1, αι1)(f1, Pf1 , αf1) = (ι2, I2, αι2)(f2, Pf2 , αf2), we get ι1f1 = ι2f2, Pf1 t{I1} =

Pf2 t{I2}, and αι1f1 = αι2f2 . These respectively imply that f1(x) = f2(x) for all x ∈ X, Pf1\{I2} =

Pf2\{I1}, and

αf1(x) = αι1f1(x) = αι2f2(x) = αf2(x) for x ∈ X,

αf1(S) = αι1f1(S) = αι2f2(S) = αf2(S) for S ∈ Pf1\{I2} = Pf2\{I1}.

In particular, I1 ∈ Pf2 and I2 ∈ Pf1 are disjoint because they are distinct elements of the same

partition Pf1 t {I1} = Pf2 t {I2}. De�ne (f, Pf , αf ) ∈ C(X,Y \(I1 t I2)) by setting f(x) = f1(x) =

f2(x) for all x ∈ X, Pf = Pf1\{I2} = Pf2\{I1}, and αf = αf1 |XqPf
= αf2 |XqPf

. Let (1, I1, α1) ∈

C(Y \(I1 t I2), Y \I2) and (2, I2, α2) ∈ C(Y \(I1 t I2), Y \I1) be the inclusion morphisms de�ned by

α1(I1) = αf2(I1) and α2(I2) = αf1(I2). Then 1f(x) = f2(x) for all x ∈ X, P1f = Pf t{I1} = Pf2 ,
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and

α1f (x) = αf (x) = αf2(x) for x ∈ X,

α1f (S) = αf (S) = αf2(S) for S ∈ Pf = Pf2\{I1},

α1f (I1) = α1(I1) = αf2(I1).

So (1, I1, α1)(f, Pf , αf ) = (f2, Pf2 , αf2). Similarly, 2f(x) = f1(x) for all x ∈ X, P2f = Pft{I2} =

Pf1 , and

α2f (x) = αf (x) = αf1(x) for x ∈ X,

α2f (S) = αf (S) = αf1(S) for S ∈ Pf = Pf1\{I2},

α2f (I2) = α2(I2) = αf1(I2).

So (2, I2, α2)(f, Pf , αf ) = (f1, Pf1 , αf1). �

Remark 4.2.2. Let X,Y ∈ C and I ⊆ Y be a subset such that {I} is a partition of type t.

For i = 1, 2, let (fi, Pfi , αfi) ∈ C(X,Y \I) be morphisms and (ιi, I, αιi) ∈ C(Y \I, Y ) be inclusion

morphisms. If

(ι1, I, αι1)(f1, Pf1 , αf1) = (ι2, I, αι2)(f2, Pf2 , αf2),

then f1(x) = f2(x) for all x ∈ X, Pf1 = Pf2 , αf1(x) = αf2(x) for all x ∈ X, and αf1(S) = αf2(S)

for all S ∈ Pf1 = Pf2 . So (f1, Pf1 , αf1) = (f2, Pf2 , αf2).

Proposition 4.2.3. H1(C•(−)(Y )) = 0.

Proof. Let us abbreviate morphisms (f, Pf , αf ) in C simply as f , while keeping in mind the

remaining data Pf and αf that de�ne them. Let X ∈ C and consider the tail of the complex

C•(X)(Y ):

· · · → C2(X)(Y )
∂2→ C1(X)(Y )

∂1→ C(X,Y )→ 0.

Recall that

C1(X)(Y ) =
⊕
(I,α)

C(X,Y \I)⊗k det(I),
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where I ⊆ Y such that {I} is a partition of type t, α(I) ∈ A, and det(I) = kI. Thus, an arbitrary

element of C1(X)(Y ) is of the form

u = (
∑
i1

ci1fi1)⊗ I1 + · · ·+ (
∑
is

cisfis)⊗ Is,

where the Ij ⊆ Y are distinct and equipped with an element αj(Ij) = aj ∈ A (j = 1, ..., s), the

fij ∈ C(X,Y \Ij) are all distinct, and cij ∈ k. For simplicity, we reindex this sum as

u =
∑
i

cifi ⊗ Ii,

in which the Ii are no longer distinct, yet the fi remain distinct. Suppose u ∈ ker(∂1). Then

∂1(u) =
∑
i

ciιifi = 0,

where the ιi are the inclusion morphisms (ιi, Ii, αi) ∈ C(Y \Ii, Y ) de�ned by αi(Ii) = ai ∈ A. Now,

some of the ιifi may have composed to the same element in C(X,Y ). By grouping together all such

terms in the sum ∂1(u), we see that the sum of the corresponding ci is zero in each group. By

reindexing if necessary, we get

c1 + · · ·+ ci1 = ci1+1 + · · ·+ ci2 = · · · = cir−1+1 + · · ·+ cir = 0

for some r, and so

c1 = −c2 − · · · − ci1 , ci1+1 = −ci1+2 − · · · − ci2 , ..., cir−1+1 = −cir−1+2 − · · · − cir .

Hence, the sum u can be rearranged to

c2(f2 ⊗ I2 − f1 ⊗ I1) + · · ·+ ci1(fi1 ⊗ Ii1 − f1 ⊗ I1) +

ci1+2(fi1+2 ⊗ Ii1+2 − fi1+1 ⊗ Ii1+1) + · · ·+ ci2(fi2 ⊗ Ii2 − fi1+1 ⊗ Ii1+1) + · · ·

+cir−1+2(fir−1+2 ⊗ Iir−1+2 − fir−1+1 ⊗ Iir−1+1) + · · ·+ cir (fir ⊗ Iir − fir−1+1 ⊗ Iir−1+1).

Each of the terms fi ⊗ Ii − fj ⊗ Ij in this sum result from morphisms for which ιifi = ιjfj in
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the sum ∂1(u). If Ii = Ij , then by Remark 4.2.2, we must have fi = fj , contradicting that the fi

are distinct. Thus, Ii 6= Ij for each of the terms fi ⊗ Ii − fj ⊗ Ij . In particular, ι1f1 = ι2f2 and

I1 6= I2, so by Lemma 4.2.1, there exists a morphism f ∈ C(X,Y \(I1t I2)) and inclusion morphisms

1 ∈ C(Y \(I1tI2), Y \I2), 2 ∈ C(Y \(I1tI2), Y \I1) such that 1f = f2 and 2f = f1. Let I = I1tI2

and de�ne α : {I1, I2} → A by α(I1) = α1(I1), α(I2) = α2(I2). Then f ⊗ I1 ∧ I2 belongs to the

direct summand of C2(X)(Y ) corresponding to (I, α), and

∂2(f ⊗ I1 ∧ I2) = 1f ⊗ I2 − 2f ⊗ I1 = f2 ⊗ I2 − f1 ⊗ I1.

Hence, f2 ⊗ I2 − f1 ⊗ I1 ∈ im(∂2). Likewise, every term in the above sum u belongs to im(∂2).

Therefore, ker(∂1) ⊆ im(∂2) and so H1(C•(X)(Y )) = 0. �

Theorem 4.2.4. Hm(C•(−)(Y )) = 0 for all m ≥ 2.

Proof. We proceed by induction on |Y |. If |Y | = 0, then Y = ∅ implies Cm(−)(∅) = 0 for allm ≥

1, so Hm(C•(−)(Y )) = 0 for all m ≥ 2 in the base case. Let N > 0 and assume Hm(C•(X)(Y )) = 0

for all m ≥ 2 and X,Y ∈ C for which |Y | < N . Let X,Y ∈ C with |Y | = N . We must show

Hm(C•(X)(Y )) = 0 for all m ≥ 2. We may assume X = ([x1], ..., [xn]) and Y = ([y1], ..., [yn]), where∑n
i=1 yi = N . Since N > 0, we must have yi > 0 for some i. Fix the element yi ∈ Y .

De�ne a subcomplex S•(X)(Y ) of C•(X)(Y ) as follows. For each m ∈ N0, let Sm(X)(Y ) be

the k-submodule of Cm(X)(Y ) spanned by the direct summands C(X,Y \I) ⊗k det(I) such that

yi /∈ I. Then for a typical basis element (f, Pf , αf ) ⊗
∧m
j=1 Ij ∈ Sm(X)(Y ) in a direct summand

corresponding to (I, α), we have (f, Pf , αf ) ∈ C(X,Y \I), I = I1 t · · · t Im, α : {I1, ..., Im} → A,

and yi /∈ Ij for any j. Because yi /∈ I implies yi /∈ I\Ij for every j = 1, ...,m, we see that ∂X maps

Sm(X)(Y ) into Sm−1(X)(Y ) for each m ∈ N. Hence, S•(X)(Y ) is a subcomplex of C•(X)(Y ).

For any m ∈ N0, given a basis element (f, Pf , αf )⊗
∧m
j=1 Ij in a direct summand of Sm(X)(Y )

corresponding to (I, α), we have either yi ∈ f(X) or yi /∈ f(X). If yi ∈ f(X), then f(x) = yi for some

unique x ∈ [xi] and αf (x) ∈ A. By restricting the domain of f to X\{x} and the domain of αf to

X\{x}qPf , we can regard (f, Pf , αf )⊗
∧m
j=1 Ij as an element of

⊕
x∈[xi]

Cm(X\{x})(Y \{yi})⊕|A|,

by identifying it with (f |X\{x}, Pf , αf |(X\{x})qPf
) ⊗

∧m
j=1 Ij . On the other hand, if yi /∈ f(X),

then yi ∈ S for some unique S ∈ Pf and αf (S) ∈ A. By restricting the codomain of f to Y \S

and the domain of αf to X q (Pf\{S}), we can regard (f, Pf , αf ) ⊗
∧m
j=1 Ij as an element of
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⊕
S Cm(X)(Y \S)⊕|A|, where the direct sum is over all S ⊆ Y such that {S} is a partition of type t

and yi ∈ S, by identifying it with (f, Pf\{S}, αf |Xq(Pf\{S}))⊗
∧m
j=1 Ij . This gives a map

Sm(X)(Y )→
⊕
x∈[xi]

Cm(X\{x})(Y \{yi})⊕|A| ⊕
⊕
S

Cm(X)(Y \S)⊕|A|.

The inverse map

⊕
x∈[xi]

Cm(X\{x})(Y \{yi})⊕|A| ⊕
⊕
S

Cm(X)(Y \S)⊕|A| → Sm(X)(Y )

is de�ned as follows. Given a basis element (f, Pf , αf )⊗
∧m
j=1 Ij of a direct summand Cm(X\{x})(Y \{yi})

corresponding to both x ∈ [xi] and a ∈ A, we identify it with (f, Pf , αf ) ⊗
∧m
j=1 Ij in Sm(X)(Y ),

where f extends f by f(x) = yi, and αf extends αf by αf (x) = a. On the other hand, given a basis

element (f, Pf , αf ) ⊗
∧m
j=1 Ij of a direct summand of Cm(X)(Y \S) corresponding to both S ⊆ Y

(where {S} is a partition of type t and yi ∈ S) and a ∈ A, we identify it with (ιS , S, αS)(f, Pf , αf )⊗∧m
j=1 Ij in Sm(X)(Y ), where (ιS , S, αS) ∈ C((Y \S)\I, Y \I) is the inclusion morphism de�ned by

αS(S) = a.

Therefore, we identify the subcomplex S•(X)(Y ) with

⊕
x∈[xi]

C•(X\{x})(Y \{yi})⊕|A| ⊕
⊕
S

C•(X)(Y \S)⊕|A|.

Consider the quotient complex C•(X)(Y )/S•(X)(Y ). Since S0(X)(Y ) = C(X,Y ) = C0(X)(Y ),

we have C0(X)(Y )/S0(X)(Y ) = 0. If m ∈ N, then a typical basis element in the quotient

Cm(X)(Y )/Sm(X)(Y ) is represented by (f, Pf , αf ) ⊗
∧m
j=1 Ij in C(X,Y \I) ⊗ det(I), with yi ∈ I.

So if

(f, Pf , αf )⊗
m∧
j=1

Ij + Sm(X)(Y ) ∈ Cm(X)(Y )/Sm(X)(Y ),

then yi ∈ Ij for exactly one j. By removing Ij from I, along with its associated element α(Ij) ∈ A,

we can regard (f, Pf , αf )⊗
∧m
j=1 Ij+Sm(X)(Y ) as an element of

⊕
S Cm−1(X)(Y \S)⊕|A|, the direct

sum being over all S ⊆ Y such that {S} is a partition of type t and yi ∈ S, by identifying it with

sgn(σ)(f, Pf , αf )⊗ I1 ∧ · · · Îj · · · ∧ Im ∈ C(X, (Y \Ij)\(I\Ij))⊗k det(I\Ij),
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where σ = (1, 2, ..., j − 1, j) is the permutation that moves Ij to the leftmost position in the wedge

product and preserves the order of the remaining wedge factors. This gives a map

Cm(X)(Y )/Sm(X)(Y )→
⊕
S

Cm−1(X)(Y \S)⊕|A|.

The inverse map ⊕
S

Cm−1(X)(Y \S)⊕|A| → Cm(X)(Y )/Sm(X)(Y )

is de�ned as follows. Given a basis element (f, Pf , αf ) ⊗ I1 ∧ · · · ∧ Im−1 of a direct summand

Cm−1(X)(Y \S) corresponding to both S ⊆ Y (where {S} is a partition of type t and yi ∈ S) and

a ∈ A, we identify it with

(f, Pf , αf )⊗ S ∧ I1 ∧ · · · ∧ Im−1 + Sm(X)(Y ) ∈ Cm(X)(Y )/Sm(X)(Y ).

Here, if (f, Pf , αf )⊗ I1 ∧ · · · ∧ Im−1 belongs a direct summand of Cm−1(X)(Y \S) corresponding to

(I1 t · · · t Im−1, α), then the representative (f, Pf , αf ) ⊗ S ∧ I1 ∧ · · · ∧ Im−1 belongs to the direct

summand of Cm(X)(Y ) corresponding to (I1 t · · · t Im−1 t S, α), where α extends α by α(S) = a.

Therefore, we identify the quotient complex C•(X)(Y )/S•(X)(Y ) with

(⊕
S

C•(X)(Y \S)⊕|A|
)
[−1],

where [−1] is the shift functor on complexes de�ned by (K[−1])m = Km−1 for any complex K•.

Thus, we have a short exact sequence of complexes

0→ S•(X)(Y )→ C•(X)(Y )→ C•(X)(Y )/S•(X)(Y )→ 0,

which gives a long exact sequence in homology:

· · · → Hm(S•(X)(Y ))→ Hm(C•(X)(Y ))→ Hm(C•(X)(Y )/S•(X)(Y ))→ · · ·

→ H2(S•(X)(Y ))→ H2(C•(X)(Y ))→ H2(C•(X)(Y )/S•(X)(Y ))→ · · · .

By the subcomplex identi�cation and the induction hypothesis, we get Hm(S•(X)(Y )) = 0 for all

m ≥ 2. By the quotient complex identi�cation, the induction hypothesis, and sinceH1(C•(X)(Y )) =
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0 for all X,Y ∈ C, we obtain Hm(C•(X)(Y )/S•(X)(Y )) = 0 for all m ≥ 2. By exactness of the

homology sequence, we arrive at Hm(C•(X)(Y )) = 0 for all m ≥ 2. �

Remark 4.2.5. We will show that C•(X)(Y ) is the mapping cone of a certain morphism of

chain complexes, with the same notation of Theorem 4.2.4. For any m ∈ N0, consider the direct

summand
⊕

S Cm(X)(Y \S)⊕|A| in the degree m part of the subcomplex identi�cation:

Sm(X)(Y ) =
⊕
x∈[xi]

Cm(X\{x})(Y \{yi})⊕|A| ⊕
⊕
S

Cm(X)(Y \S)⊕|A|.

Under this identi�cation,
⊕

S Cm(X)(Y \S)⊕|A| is the k-subspace of Sm(X)(Y ) spanned by the

elements (f, Pf , αf ) ⊗
∧m
j=1 Ij for which yi /∈ f(X). Since yi /∈ f(X) implies yi /∈ ιjf(X) for every

inclusion morphism ιj ∈ FIn(Y \I, (Y \I)t{Ij}) (1 ≤ j ≤ m),
⊕

S C•(X)(Y \S)⊕|A| is a subcomplex

of S•(X)(Y ). For any m ∈ N0, let

im :
⊕
S

Cm(X)(Y \S)⊕|A| ↪→ Sm(X)(Y )

be the inclusion map. Recall that a basis element (f, Pf , αf ) ⊗
∧m
j=1 Ij in a direct summand

Cm(X)(Y \S) corresponding to both S ⊆ Y (where {S} is a partition of type t and yi ∈ S) and a ∈ A,

gets identi�ed with (ιS , S, αS)(f, Pf , αf )⊗
∧m
j=1 Ij in Sm(X)(Y ) (where (ι, S, αS) ∈ C((Y \S)\I, Y \I)

is the inclusion morphism de�ned by αS(S) = a). So

im((f, Pf , αf )⊗
m∧
j=1

Ij) = (ιS , S, αS)(f, Pf , αf )⊗
m∧
j=1

Ij

for all m ∈ N0. The diagram

⊕
S Cm(X)(Y \S)⊕|A|

⊕
S Cm−1(X)(Y \S)⊕|A|

Sm(X)(Y ) Sm(X)(Y )

∂

im im−1

∂
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commutes since

(f, Pf , αf )⊗
m∧
j=1

Ij 7→
m∑
j=1

(−1)j−1(ιj , Ij , αj)(f, Pf , αf )⊗ I1 ∧ · · · Îj · · · ∧ Im

7→
m∑
j=1

(−1)j−1(ιS , S, αS)(ιj , Ij , αj)(f, Pf , αf )⊗ I1 ∧ · · · Îj · · · ∧ Im

around the top right corner, while

(f, Pf , αf )⊗
m∧
j=1

Ij 7→ (ιS , S, αS)(f, Pf , αf )⊗
m∧
j=1

Ij

7→
m∑
j=1

(−1)j−1(ιj , Ij , αj)(ιS , S, αS)(f, Pf , αf )⊗ I1 ∧ · · · Îj · · · ∧ Im

around the bottom left corner, and the inclusion morphisms (ιS , S, αS), (ιj , Ij , αj) commute by

Remark 4.1.3. Thus,

i :
⊕
S

C•(X)(Y \S)⊕|A| ↪→ S•(X)(Y )

is a morphism of complexes.

The mapping cone of −i is the complex

(⊕
S

C•(X)(Y \S)⊕|A|
)
[−1]⊕ S•(X)(Y )

whose di�erential d in degree m is given by

d(u′, u) = (−∂(u′), ∂(u) + im−1(u
′))

for u′ ∈
⊕

S Cm−1(X)(Y \S)⊕|A| and u ∈ Sm(X)(Y ). By the quotient complex identi�cation, we

have an isomorphism of k-vector spaces

αm :
⊕
S

Cm−1(X)(Y \S)⊕|A| ∼= Cm(X)(Y )/Sm(X)(Y ),

in which a basis element (f, Pf , αf )⊗
∧m−1
j=1 Ij in a direct summand Cm−1(X)(Y \S) corresponding
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to S ⊆ Y and a ∈ A gets identi�ed with

(f, Pf , αf )⊗ S ∧ I1 ∧ · · · ∧ Im + Sm(X)(Y )

in Cm(X)(Y )/Sm(X)(Y ). Also, there is a k-vector space isomorphism

βm : (Cm(X)(Y )/Sm(X)(Y ))⊕ Sm(X)(Y ) ∼= Cm(X)(Y )

given by

βm(v + Sm(X)(Y ), u) = v + u

for v ∈ Cm(X)(Y ) and u ∈ Sm(X)(Y ). For any m ∈ N0, we de�ne the k-vector space isomorphism

em :
⊕
S

Cm−1(X)(Y \S)⊕|A| ⊕ Sm(X)(Y )
∼→ Cm(X)(Y )

to be

em(u′, u) = ρmαm(u′) + u

for u′ ∈
⊕

S Cm−1(X)(Y \S)⊕|A| and u ∈ Sm(X)(Y ), where ρm : Cm(X)(Y )/Sm(X)(Y )→ Cm(X)(Y )

is the splitting map ρm(v + Sm(X)(Y )) = v.

Observe that for any m ∈ N0, we have

em−1d(u
′, u) = em−1(−∂(u′), ∂(u) + im−1(u

′)) = −ρmαm∂(u′) + ∂(u) + im−1(u
′)

and

∂em(u′, u) = ∂(ρmαm(u′) + u) = ∂ρmαm(u′) + ∂(u)

for u′ ∈
⊕

S Cm−1(X)(Y \S)⊕|A| and u ∈ Sm(X)(Y ). So em−1d = ∂em provided that

∂ρmαm(u′) = −ρmαm∂(u′) + im−1(u
′)

for u′ ∈
⊕

S Cm−1(X)(Y \S)⊕|A|. Take a basis element (f, Pf , αf ) ⊗
∧m−1
j=1 Ij in a direct summand
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of Cm−1(X)(Y \S) corresponding to S ⊆ Y and a ∈ A. Then

∂ρmαm((f, Pf , αf )⊗
m−1∧
j=1

Ij) = ∂((f, Pf , αf )⊗ S ∧ I1 ∧ · · · ∧ Im−1)

= (ιS , S, αS)(f, Pf , αf )⊗
m−1∧
j=1

Ij

+

m−1∑
j=1

(−1)j(ιj , Ij , αj)(f, Pf , αf )⊗ S ∧ I1 ∧ · · · Îj · · · ∧ Im−1.

On the other hand,

−ρmαm∂((f, Pf , αf )⊗
m−1∧
j=1

Ij) = −ρmαm(

m−1∑
j=1

(−1)j−1(ιj , Ij , αj)(f, Pf , αf )⊗ I1 ∧ · · · Îj · · · ∧ Im−1)

=

m−1∑
j=1

(−1)j(ιj , Ij , αj)(f, Pf , αf )⊗ S ∧ I1 ∧ · · · Îj · · · ∧ Im−1

and

im−1((f, Pf , αf )⊗
m−1∧
j=1

Ij) = (ιS , S, αS)(f, Pf , αf )⊗
m−1∧
j=1

Ij .

It follows that em−1d = ∂em for all m ∈ N0, which means the diagram

⊕
S Cm−1(X)(Y \S)⊕|A| ⊕ Sm(X)(Y )

⊕
S Cm−2(X)(Y \S)⊕|A| ⊕ Sm−1(X)(Y )

Cm(X)(Y ) Cm−1(X)(Y )

d

em em−1

∂

commutes. Hence,
(⊕

S C•(X)(Y \S)⊕|A|
)
[−1] ⊕ S•(X)(Y ) and C•(X)(Y ) are isomorphic as

complexes of k-vector spaces. Therefore, C•(X)(Y ) is the mapping cone of −i.

4.3. C•(−)(Y ) is a resolution of C(Y, Y ).

We have a complex of graded right C-modules

· · · → Cm(−)(Y )→ Cm−1(−)(Y )→ · · · → C1(−)(Y )→ C(−, Y )→ 0
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which is exact at each m ∈ N, and in which Cm(−)(Y ) is projective and generated in degree m for

all m ∈ N0.

Consider the augmented sequence

· · · → Cm(−)(Y )→ Cm−1(−)(Y )→ · · · → C1(−)(Y )
∂→ C(−, Y )

ε→ C(Y, Y )→ 0

in which ε : C(−, Y )→ C(Y, Y ) is the graded right C-module homomorphism de�ned for each X ∈ C

by

εX =


1C(Y,Y ) if X = Y

0 if X 6= Y.

The augmented sequence is exact at C(Y, Y ) because εX is surjective for each X ∈ C.

Proposition 4.3.1. The augmented sequence is exact at C(−, Y ).

Proof. Let X ∈ C. We must show that im(∂X) = ker(εX).

For (⊆), take a basis element (f, Pf , αf ) ⊗ I in a direct summand of C1(X)(Y ) corresponding

to (I, α), with ∅ 6= I ⊆ Y and α(I) ∈ A. Then ∂X((f, Pf , αf ) ⊗ I) = (ι, I, αι)(f, Pf , αf ), where

(ι, I, αι) ∈ C(Y \I, Y ) is the inclusion morphism de�ned by αι(I) = α(I). Since C is directed, we

have X ⊆ Y \I ⊆ Y . But then X 6= Y , because otherwise Y \I = Y contradicts I 6= ∅. So

(ι, I, αι)(f, Pf , αf ) ∈ C(X,Y ) with X 6= Y , hence εX((ι, I, αι)(f, Pf , αf )) = 0. Thus, im(∂X) ⊆

ker(εX).

For (⊇), let (f, Pf , αf ) ∈ C(X,Y ) be a basis element such that εX((f, Pf , αf )) = 0. If X = Y ,

then εX is the identity map on C(Y, Y ), which forces (f, Pf , αf ) = 0 and contradicts that (f, Pf , αf )

was a basis element. So X 6= Y and hence X ⊂ Y because C is directed. We claim that (f, Pf , αf )

has a preimage in C1(X)(Y ) under ∂X . Since X ⊂ Y , there exists I ∈ Pf and αf (I) ∈ A. By

restricting the codomain of f : X → Y to Y \I and the domain of αf : XqPf → A to Xq (Pf\{I}),

we get a morphism (f, Pf\{I}, αf |Xq(Pf\{I})) ∈ C(X,Y \I). Then (f, Pf\{I}, αf |Xq(Pf\{I})) ⊗ I

belongs to the direct summand of C1(X)(Y ) corresponding to (I, αf |{I}) and

∂X((f, Pf\{I}, αf |Xq(Pf\{I}))⊗ I) = (ι, I, αι)(f, Pf\{I}, αf |Xq(Pf\{I})) = (f, Pf , αf ),
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where (ι, I, αι) ∈ C(Y \I, Y ) is the inclusion morphism de�ned by αι(I) = αf (I). So (f, Pf , αf ) ∈

im(∂X), and hence im(∂X) ⊇ ker(εX).

Therefore, im(∂X) = ker(εX) and the augmented complex is exact at C(−, Y ). �

This completes the construction of our linear projective resolution

· · · → Cm(−)(Y )→ Cm−1(−)(Y )→ · · · → C1(−)(Y )→ C(−, Y )→ C(Y, Y )→ 0

of C(Y, Y ) in C-gMod. We conclude that the category C is Koszul, summarized in the Corollary below.

Corollary 4.3.2. Let n ∈ N, t be a partition type, A be a �nite abelian group, and k be a �eld

of characteristic 0. Then the k-linearization of FInt,A is Koszul.

Remark 4.3.3. If we only allow left modules in the de�nition of Koszulity, then what we have

proven is that the k-linearization of (FInt,A)op is Koszul. By [GL, Proposition 3.5], the k-linearization

of FInt,A is Koszul.

5. The Quadratic Dual

5.1. Preliminaries.

Let C be a category such that C(X,X) is a group for any X ∈ C (in other words, C is an EI

category, one whose endomorphisms are isomorphisms). Let k be a �eld, and C be the k-linearization

of C. Assume that C is a directed graded k-linear category.

Remark 5.1.1. LetX,Y ∈ C. If V is a (C(Y, Y ), C(X,X))-bimodule, then V ∗ is a (C(X,X), C(Y, Y ))-

bimodule with left action given by k-linear extension of (σ · v∗)(v′) = v∗(v′σ) for σ ∈ C(X,X), and

right action given by k-linear extension of (v∗ · τ)(v′) = v∗(τv′) for τ ∈ C(Y, Y ), where v∗ ∈ V ∗ and

v′ ∈ V . If φ : V →W is a (C(Y, Y ), C(X,X))-bimodule homomorphism, then φ∗ :W ∗ → V ∗ de�ned

by φ∗(w∗) = w∗φ is a (C(X,X), C(Y, Y ))-bimodule homomorphism.
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In particular, C(X,Y )1 is a (C(Y, Y ), C(X,X))-bimodule by composition of morphisms, so C(X,Y )∗1

is a (C(X,X), C(Y, Y ))-bimodule. Also, for any X,Y, Z ∈ C, the composition map

γXY Z : C(Y,Z)1 ⊗C(Y,Y ) C(X,Y )1 → C(X,Z)2

is a (C(Z,Z), C(X,X))-bimodule homomorphism, thus

γ∗XY Z : C(X,Z)∗2 → (C(Y,Z)1 ⊗C(Y,Y ) C(X,Y )1)
∗

is a (C(X,X), C(Z,Z))-bimodule homomorphism.

Remark 5.1.2. Let X,Y ∈ C, and V be a (C(Y, Y ), C(X,X))-bimodule that is �nite dimensional

as a k-vector space. Let {e1, ..., en} be a basis of V , and {e∗1, ..., e∗n} be the dual basis of V ∗, so

that V ∼= V ∗ as k-vector spaces by the correspondence ei ↔ e∗i . Then V ∗ is a (C(X,X), C(Y, Y ))-

bimodule in the following way. De�ne the left action of C(X,X) on V ∗ by k-linear extension of

σ · v∗ = (vσ−1)∗ for σ ∈ C(X,X), and the right action of C(Y, Y ) on V ∗ by k-linear extension of

v∗ · τ = (τ−1v)∗ for τ ∈ C(Y, Y ), where v ↔ v∗ correspond under the isomorphism V ∼= V ∗. These

actions are compatible since

(σ · v∗) · τ = (vσ−1)∗ · τ = (τ−1(vσ−1))∗ = ((τ−1v)σ−1)∗ = σ · (τ−1v)∗ = σ · (v∗ · τ).

Note 5.1.3. If X,Y ∈ C and V is a (C(Y, Y ), C(X,X))-bimodule that is �nite dimensional over

k, then in order to distinguish between the two ways in which V ∗ is a (C(X,X), C(Y, Y ))-bimodule,

let us call the bimodule action of Remark 5.1.1 the �natural� action, and the bimodule action of

Remark 5.1.2 the �inverse� action.

Proposition 5.1.4. Let X,Y, Z ∈ C. Suppose V is a (C(Y, Y ), C(X,X))-bimodule and W is a

(C(Z,Z), C(Y, Y ))-bimodule, both of which are �nite dimensional over k. Then (W ⊗C(Y,Y ) V )∗ ∼=

V ∗ ⊗C(Y,Y ) W
∗ as (C(X,X), C(Z,Z))-bimodules under the inverse action.
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Proof. De�ne

ϕ : (W ⊗C(Y,Y ) V )∗ → V ∗ ⊗C(Y,Y ) W
∗

by k-linear extension of the assignment (w⊗ v)∗ 7→ v∗⊗w∗. To see that ϕ is well de�ned, note that

ϕ((wα⊗ v)∗) = v∗ ⊗ (wα)∗ = v∗ ⊗ α−1 · w∗ = v∗ · α−1 ⊗ w∗ = (αv)∗ ⊗ w∗ = ϕ((w ⊗ αv)∗)

for any α ∈ C(Y, Y ). To see that ϕ is a (C(X,X), C(Z,Z))-bimodule homomorphism, observe that

σ · (w ⊗ v)∗ = ((w ⊗ v)σ−1)∗ = (w ⊗ vσ−1)∗ 7→ (vσ−1)∗ ⊗ w∗ = (σ · v∗)⊗ w∗ = σ · (v∗ ⊗ w∗)

for any σ ∈ C(X,X), and

(w ⊗ v)∗ · τ = (τ−1(w ⊗ v))∗ = (τ−1w ⊗ v)∗ 7→ v∗ ⊗ (τ−1w)∗ = v∗ ⊗ (w∗ · τ) = (v∗ ⊗ w∗) · τ

for any τ ∈ C(Z,Z). Next, de�ne

ψ : V ∗ ⊗C(Y,Y ) W
∗ → (W ⊗C(Y,Y ) V )∗

by k-linear extension of the assignment v∗ ⊗ w∗ 7→ (w ⊗ v)∗. Then ψ well de�ned since

ψ((v∗ ·α)⊗w∗) = ψ((α−1v)∗⊗w∗) = (w⊗α−1v)∗ = (wα−1⊗v)∗ = ψ(v∗⊗(wα−1)∗) = ψ(v∗⊗(α·w∗))

for any α ∈ C(Y, Y ). Also, ψ is a (C(X,X), C(Z,Z))-bimodule homomorphism because

σ · (v∗ ⊗ w∗) = (σ · v∗)⊗ w∗ = (vσ−1)∗ ⊗ w∗ 7→ (w ⊗ vσ−1)∗ = ((w ⊗ v)σ−1)∗ = σ · (w ⊗ v)∗

for any σ ∈ C(X,X), and

(v∗ ⊗ w∗) · τ = v∗ ⊗ (w∗ · τ) = v∗ ⊗ (τ−1w)∗ 7→ (τ−1w ⊗ v)∗ = (τ−1(w ⊗ v))∗ = (w ⊗ v)∗ · τ

for any τ ∈ C(Z,Z). Thus, (W ⊗C(Y,Y ) V )∗ ∼= V ∗⊗C(Y,Y )W
∗ as (C(X,X), C(Z,Z))-bimodules under

the inverse action. �
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Remark 5.1.5. In particular, for anyX,Y, Z ∈ C, (C(Y, Z)1⊗C(Y,Y )C(X,Y )1)
∗ ∼= C(X,Y )∗1⊗C(Y,Y )

C(Y,Z)∗1 as (C(X,X), C(Z,Z))-bimodules under the inverse action. Moreover, it follows by induction

that

(C(Yi, Z)1 ⊗C(Yi,Yi) · · · ⊗C(Y1,Y1) C(X,Y1)1)
∗ ∼= C(X,Y1)∗1 ⊗C(Y1,Y1) · · · ⊗C(Yi,Yi) C(Yi, Z)

∗
1

as (C(X,X), C(Z,Z))-bimodules under the inverse action, for any X,Y1, ..., Yi, Z ∈ C, i ≥ 1.

Proposition 5.1.6. Let X,Y, Z ∈ C. Then C(Y,Z)1 ⊗C(Y,Y ) C(X,Y )1 is a (C(Z,Z), C(X,X))-

bimodule that is �nite dimensional over k, and the natural and inverse actions on (C(Y, Z)1⊗C(Y,Y )

C(X,Y )1)
∗ coincide.

Proof. C(Y,Z)1 ⊗C(Y,Y ) C(X,Y )1 is spanned by the �nite set

S = {g ⊗ f : g ∈ C(Y,Z), f ∈ C(X,Y ) are morphisms of degree 1},

so S contains a basis of C(Y,Z)1 ⊗C(Y,Y ) C(X,Y )1. To show the natural and inverse actions on

(C(Y, Z)1⊗C(Y,Y )C(X,Y )1)
∗ coincide, it is enough to check this on basis elements. Let g, g′ ∈ C(Y,Z),

f, f ′ ∈ C(X,Y ) be morphisms of degree 1 and let σ ∈ C(X,X), τ ∈ C(Y, Y ). Under the natural

action, we have

(σ · (g ⊗ f)∗)(g′ ⊗ f ′) = (g ⊗ f)∗(g′ ⊗ f ′σ) = δg⊗f,g′⊗f ′σ

and

((g ⊗ f)∗ · τ)(g′ ⊗ f ′) = (g ⊗ f)∗(τg′ ⊗ f ′) = δg⊗f,τg′⊗f ′ .

On the other hand, under the inverse action, we have

(σ · (g ⊗ f)∗)(g′ ⊗ f ′) = (g ⊗ fσ−1)∗(g′ ⊗ f ′) = δg⊗fσ−1,g′⊗f ′

and

((g ⊗ f)∗ · τ)(g′ ⊗ f ′) = (τ−1g ⊗ f)∗(g′ ⊗ f ′) = δτ−1g⊗f,g′⊗f ′ .

But δg⊗f,g′⊗f ′σ = δg⊗fσ−1,g′⊗f ′ and δg⊗f,τg′⊗f ′ = δτ−1g⊗f,g′⊗f ′ , so the natural and inverse actions

coincide. �
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Therefore, we may unambiguously identify im(γ∗XY Z) as a (C(X,X), C(Z,Z))-subbimodule of

C(X,Y )∗1 ⊗C(Y,Y ) C(Y,Z)∗1, where

γ∗XY Z : C(X,Z)∗2 → (C(Y,Z)1 ⊗C(Y,Y ) C(X,Y )1)
∗ ∼= C(X,Y )∗1 ⊗C(Y,Y ) C(Y, Z)∗1.

5.2. The category C!.

De�nition 5.2.1. Let C be a directed graded k-linear category. Recall that A =
⊕

i≥0 Ci is a

graded k-algebra, where Ci =
⊕

X,Y ∈C C(X,Y )i. Note that C0 is a ring, with multiplicative identity∑
X∈C 1X if and only if |Ob(C)| is �nite. Since C1 is a (C0, C0)-bimodule, we can form the graded

k-algebra

T = C0 ⊕ C1 ⊕ (C1 ⊗C0 C1)⊕ · · · .

Let γ : T → A be the map induced by composition of morphisms. It is a graded k-algebra ho-

momorphism, and is surjective by condition (A6). Let K = ker(γ), which is a graded ideal of T .

IfK is generated by its degree 2 componentK2 = K∩(C1⊗C0C1), then we call C a quadratic category.

Remark 5.2.2. If a directed graded k-linear category C is Koszul, then it is quadratic by [GL,

Proposition 3.10].

Remark 5.2.3. Let R =
⊕

i≥0Ri be a graded ring, and a, b ∈ R0. Then aRb =
⊕

i≥0 aRib is

a graded subring of R. Let S ⊆ Ri for some i ≥ 0, and I be the ideal of R generated by S. Then

I =
⊕

i≥0(I ∩Ri) is a graded ideal of R. Put Ii = I ∩Ri for each i ≥ 0. Then aIb =
⊕

i≥0 aIib is a

graded ideal of aRb, and hence admits a graded quotient ring aRb/aIb =
⊕

i≥0(aRib/aIib).

Let C be an EI category, and C be the k-linearization of C. Assume that C is a directed graded

k-linear category. Recall that C is skeletal, by Note 2.1.2.
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De�nition 5.2.4. Let C∗1 =
⊕

X,Y ∈C C(X,Y )∗1. Since C(X,Y )∗1 is a (C(X,X), C(Y, Y ))-bimodule

for any X,Y ∈ C, it follows that C∗1 is a (C0, C0)-bimodule. So we can form the graded k-algebra

R = C0 ⊕ C
∗
1 ⊕ (C∗1 ⊗C0 C

∗
1)⊕ · · · .

Put R0 = C0 and Ri = C∗1 ⊗C0 · · · ⊗C0 C
∗
1 (i factors) for i > 0, so that R =

⊕
i≥0Ri. Note that

R0 =
⊕

X∈C C(X,X)0 by condition (A3), and C(X,X) = C(X,X)0 for any X ∈ C by condition (A4).

So for any X,Z ∈ C, we have 1X , 1Z ∈ R0. Hence, 1XR1Z =
⊕

i≥0 1XRi1Z is a graded k-subalgebra

of R. Notice that

1XR01Z =


C(X,X) if X = Z

0 if X 6= Z,

1XR11Z = C(X,Z)∗1,

1XR21Z =
⊕
Y ∈C
C(X,Y )∗1 ⊗C(Y,Y ) C(Y,Z)∗1,

and for i > 2, we have

1XRi1Z =
⊕

Y1,...,Yi−1∈C
C(X,Y1)∗1 ⊗C(Y1,Y1) · · · ⊗C(Yi−1,Yi−1) C(Yi−1, Z)

∗
1.

Let S =
⋃
X,Y,Z∈C im(γ∗XY Z). Since

R2 =
⊕

X,Y,Z∈C
C(X,Y )∗1 ⊗C(Y,Y ) C(Y, Z)∗1,

we have S ⊆ R2. Let I be the ideal of R generated by S. Then I =
⊕

i≥0 Ii is a graded ideal of R,

where Ii = I∩Ri for all i ≥ 0; in particular, I0 = I1 = 0. So 1XI1Z =
⊕

i≥0 1XIi1Z is a graded ideal

of 1XR1Z , and hence admits a graded quotient k-algebra 1XR1Z/1XI1Z =
⊕

i≥0(1XRi1Z/1XIi1Z).

The quadratic dual of C is the k-linear category C! having the same objects as C and morphisms

de�ned by

C!(Z,X) = 1XR1Z/1XI1Z =
⊕
i≥0

(1XRi1Z/1XIi1Z)

for any X,Z ∈ C. For any X,Y, Z ∈ C, the composition map C!(Y,X) ⊗k C!(Z, Y ) → C!(Z,X) is
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de�ned by

(1Xr1Y + 1XI1Y )(1Y s1Z + 1Y I1Z) = 1Xrs1Z + 1XI1Z .

To see this is well-de�ned, suppose

1Xr1Y + 1XI1Y = 1Xr
′1Y + 1XI1Y and 1Y s1Z + 1Y I1Z = 1Y s

′1Z + 1Y I1Z .

Then

1Xr1Y − 1Xr
′1Y = 1X(r − r′)1Y ∈ 1XI1Y and 1Y s1Z − 1Y s

′1Z = 1Y (s− s′)1Z ∈ 1Y I1Z

implies r − r′, s− s′ ∈ I. So

1Xrs1Z − 1Xr
′s′1Z = 1Xrs1Z − 1Xrs

′1Z + 1Xrs
′1Z − 1Xss

′1Z

= 1Xr(s− s′)1Z + 1X(r − r′)s′1Z

belongs to 1XI1Z , and hence 1Xrs1Z + 1XI1Z = 1Xr
′s′1Z + 1XI1Z . For any X ∈ C, the identity

morphism in C!(X,X) is 1X + 1XI1X .

Proposition 5.2.5. C! is a directed graded k-linear category.

Proof. Let X,Z ∈ C. Recall that

C!(Z,X) = 1XR1Z/1XI1Z =
⊕
i≥0

(1XRi1Z/1XIi1Z).

Put C!(Z,X)i = 1XRi1Z/1XIi1Z for each i ≥ 0. Then

C!(Z,X) =
⊕
i≥0

C!(Z,X)i

is a graded k-vector space. Notice that

C!(Z,X)0 =


C(X,X) if X = Z

0 if X 6= Z,
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C!(Z,X)1 = C(X,Z)∗1,

C!(Z,X)2 =
⊕
Y ∈C

(C(X,Y )∗1 ⊗C(Y,Y ) C(Y, Z)∗1/im(γ∗XY Z))

and for i > 2,

C!(Z,X)i =
⊕

Y1,...,Yi−1∈C
((C(X,Y1)∗1 ⊗C(Y1,Y1) · · · ⊗C(Yi−1,Yi−1) C(Yi−1, Z)

∗
1)/Wi),

with

Wi =

i−1∑
j=1

C(X,Y1)∗1⊗C(Y1,Y1) · · ·⊗C(Yj−1,Yj−1) im(γ∗Yj−1YjYj+1
)⊗C(Yj+1,Yj+1) · · ·⊗C(Yi−1,Yi−1)C(Yi−1, Z)

∗
1

in which X = Y0 and Z = Yi. For any X,Y, Z ∈ C, the composite of a degree i morphism

1Xri1Y+1XIi1Y in C!(Y,X)i and a degree j morphism 1Y rj1Z+1Y Ij1Z in C!(Z, Y )j is the degree i+j

morphism 1Xrirj1Z+1XIi+j1Z in C!(Z,X)i+j . Hence, the composition map C!(Y,X)⊗k C!(Z, Y )→

C!(Z,X) is a morphism in k-gMod. It follows that C! is a graded k-linear category.

Since C is directed, Ob(C) is partially ordered by ⊆ such that whenever C(X,Y ) 6= 0, we have

X ⊆ Y . We partially order Ob(C!) by ⊇, and claim that whenever C!(Z,X) 6= 0, we have Z ⊇ X.

To show this, let X,Z ∈ C and suppose C!(Z,X) 6= 0. Then we must have a nonzero morphism

u ∈ C!(Z,X)i for some i ≥ 0. If i = 0, then C!(Z,X)0 6= 0 forces X = Z, so Z ⊇ X. If i = 1,

consider C!(Z,X)1 = C(X,Z)∗1. Since C(X,Z)1 is �nite dimensional as a k-vector space by condition

(A1), C(X,Z)∗1 ∼= C(X,Z)1 as k-vector spaces. Hence, C(X,Z) 6= 0 implies X ⊆ Z, so Z ⊇ X. If

i ≥ 2, then there exist Y1, ..., Yi−1 ∈ C and nonzero morphisms u1 ∈ C(X,Y1)∗1 ∼= C(X,Y1)1,...,ui ∈

C(Yi−1, Z)∗1 ∼= C(Yi−1, Z)1. So the composite ui · · ·u1 ∈ C(X,Z)i is nonzero. Hence, C(X,Z) 6= 0

implies X ⊆ Z, so Z ⊇ X. Thus, C! is directed.

It remains to verify conditions (A1)-(A7) for C!.

(A1) Let X,Z ∈ C. We must show that C!(Z,X) is �nite dimensional as a k-vector space.

De�ne the graded k-linear category C∗ by setting Ob(C∗) = Ob(C) and C∗(Y,W ) = 1WR1Y for any

W,Y ∈ C, where

R = C0 ⊕ C
∗
1 ⊕ (C∗1 ⊗C0 C

∗
1)⊕ · · · .

It su�ces to show that C∗(Z,X) is �nite dimensional. C∗ is directed by ⊇ in the same way as C!.
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Let D be the convex hull of {X,Z} in C∗. Then D(Z,X) =
⊕

i≥0D(Z,X)i, where

D(Z,X)0 =


C(X,X) if X = Z

0 if X 6= Z,

D(Z,X)1 = C(X,Z)∗1,

and for i ≥ 2,

D(Z,X)i =
⊕

Y1,...,Yi−1∈D
((C(X,Y1)∗1 ⊗C(Y1,Y1) · · · ⊗C(Yi−1,Yi−1) C(Yi−1, Z)

∗
1).

For any �nite set S ⊆ Ob(C), the convex hull of S in C∗ is the same as the convex hull of S in C. By

condition (A7) for C, D has only �nitely many objects. Hence, each D(Z,X)i is �nite dimensional

and D(Z,X)i = 0 for all i > |Ob(D)|+ 1. Thus, C∗(Z,X) = D(Z,X) is �nite dimensional.

(A2) Let X ∈ C. By condition (A4) for C! below, C!(X,X)i = 0 for all i > 0. Thus, C!(X,X) =

C!(X,X)0 = C(X,X). Hence, C!(X,X) is semisimple as a k-algebra by condition (A2) for C.

(A3) C!(Z,X)0 = 0 if X 6= Z by de�nition.

(A4) Let X ∈ C. We will show that C!(X,X)i = 0 for all i > 0. For i = 1, we have

C!(X,X)1 = C(X,X)∗1
∼= C(X,X)1 as k-vector spaces. Hence, C!(X,X)1 = 0 by condition (A4)

for C. Next suppose C!(X,X)i 6= 0 for some i ≥ 2, for sake of contradiction. Then there ex-

ist Y1, ..., Yi−1 ∈ C such that C(X,Y1)∗1 ∼= C(X,Y1)1,...,C(Yi−1, X)∗1
∼= C(Yi−1, X)1 are nonzero.

Since C is directed, this implies X ⊆ Y1 ⊆ · · · ⊆ Yi−1 ⊆ X, which gives X = Y1 = · · · = Yi−1.

But then C(X,Y1)∗1, ..., C(Yi−1, X)∗1 are all isomorphic to C(X,X)1 as k-vector spaces. Hence,

C(X,Y1)∗1, ..., C(Yi−1, X)∗1 = 0 by condition (A4) for C. This is a contradiction, so we must have

C!(X,X)i = 0 for all i ≥ 2. Therefore, C!(X,X)i = 0 for every X ∈ C and i > 0.

(A5) Let X ∈ C. By condition (A5) for C, there are only �nitely many Y ∈ C such that

C!(Y,X)1 ∼= C(X,Y )1 6= 0 or C!(X,Y )1 ∼= C(Y,X)1 6= 0.

(A6) We must show that C!1 · C
!
i = C

!
i+1 for every i ≥ 0, where C!i =

⊕
X,Z∈C C

!(Z,X)i for each

i ≥ 0. Note that C!1 =
⊕

X,Z∈C C(X,Z)∗1 by de�nition, and C!0 =
⊕

Z∈C C(Z,Z)0 by condition (A3)

for C!. Let X,Z ∈ C. If f∗ ∈ C!(Z,X)1 = C(X,Z)∗1, then 1Z ∈ C!(Z,Z)0 = C(Z,Z) and f∗ = f∗ ·1Z .

It follows that C!1 · C
!
0 = C!1. If f∗1 ⊗ · · · ⊗ f∗i+1 +Wi+1 belongs to a direct summand of C!(Z,X)i+1

corresponding to some Y1, ..., Yi ∈ C, i ≥ 1, then f∗1 ⊗ · · · ⊗ f∗i +Wi is in the direct summand of
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C!(Z,X)i corresponding to Y1, ..., Yi−1 ∈ C and f∗i+1 ∈ C(Yi, Z)∗1. So

f∗1 ⊗ · · · ⊗ f∗i+1 +Wi+1 = (f∗1 ⊗ · · · ⊗ f∗i +Wi) · f∗i+1,

and it follows that C!i+1 = C!1 · C
!
i for i ≥ 1.

(A7) Since Ob(C!) = Ob(C) and Z ⊇ Y ⊇ X if and only if X ⊆ Y ⊆ Z, the convex hull of any

�nite set S ⊆ Ob(C!) contains only �nitely many objects, by condition (A7) for C.

Therefore, C! is a directed graded k-linear category. �

Remark 5.2.6. Let A! be the graded k-algebra
⊕

i≥0 C
!
i, where C

!
i =

⊕
X,Z∈C C

!(Z,X)i for each

i ≥ 0. Because C!0 =
⊕

X∈C C(X,X) and C!1 =
⊕

X,Z∈C C(X,Z)∗1, C
!
1 is a (C!0, C

!
0)-bimodule. So we

can form the graded k-algebra

T ! = C!0 ⊕ C
!
1 ⊕ (C!1 ⊗C!0 C

!
1)⊕ · · ·

and let γ! : T ! → A! be the graded k-algebra homomorphism induced by composition of mor-

phisms in C!. Then γ! is surjective by condition (A6) for C!, and K ! = ker(γ!) is generated by its

degree 2 component K !
2 = K !∩(C!1⊗C!0 C

!
1) by construction of morphisms in C!. Thus, C! is quadratic.

5.3 The category Ctw.

Let n ∈ N, t be a partition type, and A be a �nite abelian group. Let C be the skeletal subcategory

of FInt,A on objects X = ([x1], ..., [xn]). Let C be the k-linearization of C, where k is a �eld of charac-

teristic 0. Then C is an EI category and C is a directed graded k-linear category, by Proposition 3.2.3.

De�nition 5.3.1. The twist of C is the k-linear category Ctw having the same objects as C, and

morphisms de�ned by

Ctw(X,Y ) =
⊕

(f,Pf ,αf )∈C(X,Y )

k(f, Pf , αf )⊗k det(Pf )

for any X,Y ∈ C, where det(Pf ) =
∧|Pf | kPf . The composite of two morphisms (g, Pg, αg)⊗

∧m
j=1 Sj
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in Ctw(Y,Z) and (f, Pf , αf )⊗
∧l
j=1Rj in C

tw(X,Y ) is de�ned to be

(gf, Pgf , αgf )⊗ g(R1) ∧ · · · ∧ g(Rl) ∧ S1 ∧ · · · ∧ Sm

in Ctw(X,Z). Composition in Ctw is associative because if

(h, Ph, αh)⊗
p∧
j=1

Tj ∈ Ctw(Y, Z), (g, Pg, αg)⊗
m∧
j=1

Sj ∈ Ctw(X,Y ), (f, Pf , αf )⊗
l∧

j=1

Rj ∈ Ctw(W,X),

then

((h, Ph, αh)⊗
p∧
j=1

Tj)((gf, Pgf , αgf )⊗
l∧

j=1

g(Rj) ∧
m∧
j=1

Sj)

and

((hg, Phg, αhg)⊗
m∧
j=1

h(Sj) ∧
p∧
j=1

Tj)((f, Pf , αf )⊗
l∧

j=1

Rj)

both equal

(hgf, Phgf , αhgf )⊗
l∧

j=1

hg(Rj) ∧
m∧
j=1

h(Sj) ∧
p∧
j=1

Tj .

The identity morphism in Ctw(X,X) is (1X ,∅, 0)⊗ 1, where 0 : X → A is the zero map.

Proposition 5.3.2. Ctw is a directed graded k-linear category.

Proof. For any X,Y ∈ C, de�ne the degree i ≥ 0 part of Ctw(X,Y ) by

Ctw(X,Y )i =
⊕

(f,Pf ,αf )∈C(X,Y )
|Pf |=i

k(f, Pf , αf )⊗k det(Pf ).

Then Ctw(X,Y ) =
⊕

i≥0 C
tw(X,Y )i is a graded k-vector space, such that Ctw(Y, Z)j⊗kCtw(X,Y )i →

Ctw(X,Z)i+j for every i, j ≥ 0. It follows that Ctw is a graded k-linear category. Also, Ctw is directed

by the same partial order ⊆ on C. We now verify conditions (A1)-(A7) for Ctw below.

(A1) Let X,Y ∈ C. Since det(Pf ) is 1-dimensional for any (f, Pf , αf ) ∈ C(X,Y ), Ctw(X,Y ) ∼=

C(X,Y ) as k-vector spaces. By condition (A1) for C, Ctw(X,Y ) is �nite dimensional as a k-vector

space.
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(A2) Let X ∈ C. Then

Ctw(X,X) =
⊕

(f,∅,αf )∈C(X,X)

k(f,∅, αf )⊗k k

is isomorphic to C(X,X) as a k-algebra. So Ctw(X,X) is semisimple as a k-algebra for any X ∈ C,

by condition (A2) for C.

(A3) If X 6= Y , then there is no (f, Pf , αf ) ∈ C(X,Y ) for which |Pf | = 0. Hence, Ctw(X,Y )0 = 0

if X 6= Y .

(A4) If X ∈ C and i > 0, then there is no (f, Pf , αf ) ∈ C(X,X) for which |Pf | = i. Thus,

Ctw(X,X)i = 0 for every X ∈ C and i > 0.

(A5) For any X,Y ∈ C,

Ctw(X,Y )1 =
⊕

(f,Pf ,αf )∈C(X,Y )
|Pf |=1

k(f, Pf , αf )⊗k kPf

is isomorphic to C(X,Y )1 as a k-vector space. So for any X ∈ C, there are only �nitely many Y ∈ C

such that Ctw(X,Y )1 6= 0 or Ctw(Y,X)1 6= 0, by condition (A5) for C.

(A6) Let X,Y ∈ C. If (f, Pf , αf )⊗R ∈ Ctw(X,Y )1 is a morphism of degree 1, where Pf = {R},

then the identity morphism (1X ,∅, 0)⊗ 1 ∈ Ctw(X,X)0 is a morphism of degree 0, and

(f, Pf , αf )⊗R = ((f, Pf , αf )⊗R) ◦ ((1X ,∅, 0)⊗ 1).

It follows that C1 · C0 = C1. Next, let (f, Pf , αf ) ⊗
∧i
j=1 Tj ∈ C

tw(X,Y )i be a morphism of de-

gree i > 1. By condition (A6) for C, (f, Pf , αf ) = (g′, Pg′ , αg′)(f
′, Pf ′ , αf ′) for some morphisms

(f ′, Pf ′ , αf ′) ∈ C(X,Y ′), (g′, Pg′ , αg′) ∈ C(Y ′, Y ), of degrees i−1 and 1, respectively, for some Y ′ ∈ C.

Let Pf ′ = {R1, ..., Ri−1} and Pg′ = {S}. Then {T1, ..., Ti} = Pf = Pg′f ′ = {g′(R1), ..., g
′(Ri−1), S}.

So (f ′, Pf ′ , αf ′)⊗
∧i−1
j=1Rj ∈ C

tw(X,Y ′)i−1 and (g′, Pg′ , αg′)⊗ S ∈ Ctw(X,Y ′)1 with

((g′, Pg′ , αg′)⊗ S) ◦ ((f ′, Pf ′ , αf ′)⊗
i−1∧
j=1

Rj) = (f, Pf , αf )⊗ g′(R1) ∧ ... ∧ g′(Ri−1) ∧ S,

which equals ±(f, Pf , αf )⊗
∧l
j=1 Tj . It follows that C1 · Ci = Ci+1 for every i ≥ 0.
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(A7) The convex hull of any �nite set S ⊆ Ob(Ctw) contains only �nitely many objects, by

condition (A7) for C.

Therefore, Ctw is a directed graded k-linear category. �

Note 5.3.3. For any X ∈ C, we have C(X,X) = C(X,X)0 and Ctw(X,X) = Ctw(X,X)0 by

condition (A4) for C and Ctw, respectively. Let us identify C(X,X)0 ∼= Ctw(X,X)0 as k-algebras

under the correspondence (f,∅, αf ) ↔ (f,∅, αf ) ⊗ 1. Since C0 =
⊕

X∈C C(X,X)0 and Ctw0 =⊕
X∈C C

tw(X,X)0 by condition (A3) for C and Ctw, respectively, we shall identify Ctw0 ∼= C0 as k-

algebras. Then for any X,Y ∈ C, Ctw(X,Y )1 is (C(Y, Y ), C(X,X))-bimodule with left action given

by k-linear extension of

(τ,∅, ατ ) · ((f, Pf , αf )⊗R) = (τf, Pτf , ατf )⊗ τ(R)

for (τ,∅, ατ ) ∈ C(Y, Y ), and right action given by k-linear extension of

((f, Pf , αf )⊗R) · (σ,∅, ασ) = (fσ, Pfσ, αfσ)⊗R

for (σ,∅, ασ) ∈ C(X,X), where Pf = {R}.

Notation 5.3.4. Given a group G, let X be a right G-set and Y be a left G-set. De�ne an

equivalence relation ∼ on X × Y be declaring that (x, y) ∼ (x′, y′) if and only if there exists g ∈ G

such that x = x′g and gy = y′. Let X ×G Y = X × Y/ ∼ denote the set of equivalence classes.

For any X,Y ∈ C, let C(X,Y )1 be the set of morphisms in C(X,Y ) of degree 1. Then for any

X,Y, Z ∈ C, C(Y,Z)1 is a right C(Y, Y )-set and C(X,Y )1 is a left C(Y, Y )-set, so we can form the

set C(Y,Z)1 ×C(Y,Y ) C(X,Y )1.

Proposition 5.3.5. Ctw is quadratic.

Proof. Let Atw =
⊕

i≥0 C
tw
i , where Ctwi =

⊕
X,Y ∈C C

tw(X,Y )i. Then A
tw is a graded k-algebra

with multiplication given by composition of morphisms in Ctw. Since Ctw1 is a (C0, C0)-bimodule, we

can form the graded k-algebra

T tw = Ctw0 ⊕ C
tw
1 ⊕ (Ctw1 ⊗C0 C

tw
1 )⊕ · · · .
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Let γtw : T tw → Atw be the graded k-algebra homomorphism induced by composition of morphisms

in Ctw. It is surjective by condition (A6) for Ctw. Let Ktw = ker(γtw), which is a graded ideal of

T tw.We must show that Ktw is generated by its degree 2 component Ktw
2 = ker(γtw)∩(Ctw1 ⊗C0 C

tw
1 ).

Let us abbreviate morphisms (f, Pf , αf ) in C simply by f . Also, for any morphism f , pick an

ordering of the elements of Pf and write ∧f for the basis element of det(Pf ).

We de�ne a graded k-algebra T̃ tw =
⊕

i≥0 T̃
tw
i as follows. Let T̃ tw0 = C0 and for i ≥ 1, let

T̃ twi =
⊕

X,Y1,...,Yi−1,Z∈C

⊕
(fi,...,f1)

k(fi, ..., f1)⊗k det(Pfi···f1),

where the inner direct sum is over all

(fi, ..., f1) ∈ C(Yi−1, Z)1 ×C(Yi−1,Yi−1) · · · ×C(Y1,Y1) C(X,Y1)1.

The product of two basis elements

(gj , ..., g1)⊗ ∧gj ···g1 ∈ T̃ twj and (fi, ..., f1)⊗ ∧fi···f1 ∈ T̃ twi

is de�ned to be

(gj , ..., g1, fi, ..., f1)⊗ ∧gj ···g1fi···f1 ∈ T̃ twi+j .

Let i ≥ 2 and X,Y1, ..., Yi−1, Z ∈ C. For any

(fi, ..., f1) ∈ C(Yi−1, Z)1 ×C(Yi−1,Yi−1) · · · ×C(Y1,Y1) C(X,Y1)1,

choose the ordering (fi · · · f2(R1), ..., Ri) of the elements of Pfi···f1 , where Pfl = {Rl} for each

1 ≤ l ≤ i.

De�ne γ̃tw : T̃ tw → Atw in degree i ≥ 1 by k-linear extension of the assignment

(fi, ..., f1)⊗ ∧fi···f1 7→ fi · · · f1 ⊗ ∧fi···f1 ,

where ∧fi···f1 = fi · · · f2(R1) ∧ · · · ∧ Ri. To see that γ̃tw is a k-algebra homomorphism, take basis

elements

(gj , ..., g1)⊗ ∧gj ···g1 ∈ T̃ twj and (fi, ..., f1)⊗ ∧fi···f1 ∈ T̃ twi .
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Then

γ̃tw(((gj , ..., g1)⊗ ∧gj ···g1)((fi, ..., f1)⊗ ∧fi···f1)) = γ̃tw((gj , ..., g1, fi, ..., f1)⊗ ∧gj ···g1fi···f1)

= gj · · · g1fi · · · f1 ⊗ ∧gj ···g1fi···f1

= ((gj · · · g1)⊗ ∧gj ···g1)((fi · · · f1)⊗ ∧fi···f1)

= γ̃tw((gj , ..., g1)⊗ ∧gj ···g1)γ̃tw((fi, ..., f1)⊗ ∧fi···f1)

where

∧gj ···g1fi···f1 = gj · · · g1fi · · · f2(R1) ∧ · · · ∧ gj · · · g1(Ri) ∧ gj · · · g2(S1) ∧ · · · ∧ Sj

for Pfl = {Rl} (1 ≤ l ≤ i) and Pgp = {Sp} (1 ≤ p ≤ j).

Recall that γ : T → A is a graded k-algebra homomorphism given by composition of morphisms

in C, where A =
⊕

i≥0 Ci and T = C0 ⊕ C1 ⊕ (C1 ⊗C0 C1) ⊕ · · · . Note that T̃ tw ∼= T as graded

k-algebras by k-linear extension of the correspondence

(fi, ..., f1)⊗ ∧fi···f1 ↔ fi ⊗ · · · ⊗ f1

in degree i ≥ 1.

For any i ≥ 2, an arbitrary element in a direct summand of T̃ twi corresponding toX,Y1, ..., Yi−1, Z ∈

C is of the form

x̃ =
∑
j

cij ,...,1j (fij , ..., f1j )⊗ ∧fij ···f1j .

Then

γ̃tw(x̃) =
∑
j

cij ,...,1jfij · · · f1j ⊗ ∧fij ···f1j

belongs to the direct summand of Atwi corresponding to X,Z ∈ C. Let

x =
∑
j

cij ,...,1jfij ⊗ · · · ⊗ f1j
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be the image of x̃ under the isomorphism T̃ tw ∼= T . Then

γ(x) =
∑
j

cij ,...,1jfij · · · f1j

belongs to the direct summand of Ai corresponding to X,Z ∈ C. Group together like terms in both

of the sums γ̃tw(x̃) and γ(x), i.e. those for which the composite fij · · · f1j is the same element in

C(X,Z). If x̃ ∈ ker(γ̃tw), then

γ̃tw(x̃) =
∑
j

cij ,...,1jfij · · · f1j ⊗ ∧fij ···f1j = 0

implies that the sum of the corresponding scalars is 0 in each group, and hence x ∈ ker(γ). Since C

is quadratic by Remark 5.2.2, x is generated by the degree 2 component of ker(γ). Because T̃ tw ∼= T

as graded k-algebras, x̃ is generated by the degree 2 component of ker(γ̃tw). It follows that ker(γ̃tw)

by its degree 2 component.

Observe that T̃ tw ∼= T tw as graded k-algebras by k-linear extension of the correspondence

(fi, ..., f1)⊗ ∧fi···f1 ↔ (fi ⊗Ri)⊗ · · · ⊗ (f1 ⊗R1)

in degree i ≥ 1, where Pfl = {Rl} for each 1 ≤ l ≤ i. Hence, we get a commutative diagram

T̃ tw T tw

Atw

∼

γ̃tw γtw

because

γ̃tw((fi, ..., f1)⊗ ∧fi···f1) = fi · · · f1 ⊗ ∧fi···f1 = γtw((fi ⊗Ri)⊗ · · · ⊗ (f1 ⊗R1)).

Since ker(γ̃tw) is generated by its degree 2 component and T̃ tw ∼= T tw as graded k-algebras,

ker(γtw) is generated by its degree 2 component. Therefore, Ctw is quadratic. �
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5.4. Description of C!.

Let n ∈ N, t be a partition type, and A be a �nite abelian group. Let C be the skeletal subcategory

of FInt,A on objects of the form X = ([x1], ..., [xn]), where xi ∈ N0, 1 ≤ i ≤ n. Let k be a �eld of

characteristic 0, and C be the k-linearization of C. Then C is Koszul by Corollary 4.3.2 and hence

quadratic by [GL, Proposition 3.10].

In this section we will show that C! and (Ctw)op are isomorphic categories (Corollary 5.4.10),

provided that we make a further assumption on the partition type t (Remark 5.4.2). To prove

C! ∼= (Ctw)op, we need to show that C!(Z,X)i ∼= Ctw(X,Z)i as k-vector spaces for any X,Z ∈ C and

i ≥ 0.

Note 5.4.1. For i = 0, 1, this is immediate. For any X,Z ∈ C, recall that

C!(Z,X)0 =


C(X,X) if X = Z

0 if X 6= Z

and

C!(X,Z)1 = C(X,Z)∗1.

On the other hand,

Ctw(X,Z)0 =


C(X,X)⊗k k if X = Z

0 if X 6= Z

and

Ctw(X,Z)1 =
⊕

(f,Pf ,αf )∈C(X,Y )
|Pf |=1

k(f, Pf , αf )⊗k det(Pf ).

Thus, C!(Z,X)i ∼= Ctw(X,Z)i as k-vector spaces for i = 0, 1.

Remark 5.4.2. For i ≥ 2, we must make a further assumption on the partition type t. There

are two cases depending on n. If n = 1, then �x m ∈ N and assume t is partition type m; if n > 1,

then assume t is partition type n∗.
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Proposition 5.4.3. Let X,Z ∈ C and i ≥ 2. If C(X,Z)i 6= 0, then there is a unique sequence

of objects Y1, ..., Yi−1 ∈ C such that C(X,Y1)1,...,C(Yi−1, Z)1 are nonzero.

Proof. Recall that any morphism of degree i ≥ 2 factors into a composite of degree 1 morphisms

by condition (A6) for C. Let X = ([x1], ..., [xn]) and Z = ([z1], ..., [zn]). If n = 1, then we must

have [z1] = [x1 + im], so Y1 = [x1 +m],...,Yi−1 = [x1 + (i− 1)m] are the only objects in C for which

C(X,Y1)1,...,C(Yi−1, Z)1 are nonzero. On the other hand, if n > 1, then we must have ([z1], ..., [zn]) =

([x1 + i], ..., [xn+ i]), so Y1 = ([x1 +1], ..., [xn+1]),...,Yi−1 = ([x1 +(i− 1)], ..., [xn+(i− 1)]) are the

only objects in C for which C(X,Y1)1,...,C(Yi−1, Z)1 are nonzero. �

Corollary 5.4.4. Let X,Z ∈ C and i ≥ 2. Suppose C(X,Z)i 6= 0, and let Y1, ..., Yi−1 ∈ C be the

unique objects such that C(X,Y1)1,...,C(Yi−1, Z)1 are nonzero. Then

C!(Z,X)i = (C(X,Y1)∗1 ⊗C(Y1,Y1) · · · ⊗C(Yi−1,Yi−1) C(Yi−1, Z)
∗
1)/Wi,

where

Wi =

i−1∑
j=1

C(X,Y1)∗1⊗C(Y1,Y1)· · ·⊗C(Yj−1,Yj−1)im(γ∗Yj−1YjYj+1
)⊗C(Yj+1,Yj+1)· · ·⊗C(Yi−1,Yi−1)C(Yi−1, Z)

∗
1,

in which X = Y0 and Z = Yi.

To show C!(Z,X)i ∼= Ctw(X,Z)i as k-vector spaces for any X,Z ∈ C and i ≥ 2, we will exhibit a

surjection

φ : C(X,Y1)∗1 ⊗C(Y1,Y1) · · · ⊗C(Yi−1,Yi−1) C(Yi−1, Z)
∗
1 � Ctw(X,Z)i

whose kernel is Wi. The map φ is constructed as follows.

By Remark 5.1.5, we have an isomorphism of (C(X,X), C(Z,Z))-bimodules

C(X,Y1)∗1⊗C(Y1,Y1) · · ·⊗C(Yi−1,Yi−1) C(Yi−1, Z)
∗
1
∼= (C(Yi−1, Z)1⊗C(Yi−1,Yi−1) · · ·⊗C(Y1,Y1) C(X,Y1)1)

∗.

Since

C(Yi−1, Z)1 ⊗C(Yi−1,Yi−1) · · · ⊗C(Y1,Y1) C(X,Y1)1
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is �nite dimensional as a k-vector space, we have an isomorphism of k-vector spaces

(C(Yi−1, Z)1⊗C(Yi−1,Yi−1) · · ·⊗C(Y1,Y1) C(X,Y1)1)
∗ ∼= C(Yi−1, Z)1⊗C(Yi−1,Yi−1) · · ·⊗C(Y1,Y1) C(X,Y1)1.

Let

α : C(X,Y1)∗1⊗C(Y1,Y1) · · ·⊗C(Yi−1,Yi−1) C(Yi−1, Z)
∗
1
∼→ C(Yi−1, Z)1⊗C(Yi−1,Yi−1) · · ·⊗C(Y1,Y1) C(X,Y1)1

be the composite of the above two k-vector space isomorphisms.

Recall that Ctw(X,Y )1 ∼= C(X,Y )1 as (C(Y, Y ), C(X,X))-bimodules for any X,Y ∈ C. It follows

by induction that

Ctw(Yi−1, Z)1⊗C(Yi−1,Yi−1) · · ·⊗C(Y1,Y1) C
tw(X,Y1)1 ∼= C(Yi−1, Z)1⊗C(Yi−1,Yi−1) · · ·⊗C(Y1,Y1) C(X,Y1)1

as (C(Z,Z), C(X,X))-bimodules. Let

β : C(Yi−1, Z)1⊗C(Yi−1,Yi−1)· · ·⊗C(Y1,Y1)C(X,Y1)1
∼→ Ctw(Yi−1, Z)1⊗C(Yi−1,Yi−1)· · ·⊗C(Y1,Y1)C

tw(X,Y1)1

be this isomorphism as k-vector spaces.

Let

γtw : Ctw(Yi−1, Z)1 ⊗C(Yi−1,Yi−1) · · · ⊗C(Y1,Y1) C
tw(X,Y1)1 � Ctw(X,Z)i

be the composition map in Ctw, which is surjective by condition (A6) for Ctw.

Thus, we de�ne

φ : C(X,Y1)∗1 ⊗C(Y1,Y1) · · · ⊗C(Yi−1,Yi−1) C(Yi−1, Z)
∗
1 � Ctw(X,Z)i

as the composite γtwβα.
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Notation 5.4.5. For arbitraryX,Y, Z ∈ C, let us denote by φXY Z : C(X,Y )∗1⊗C(Y,Y )C(Y,Z)∗1 �

Ctw(X,Z)2 the composite γtwXY ZβXY ZαXY Z , where

αXY Z : C(X,Y )∗1 ⊗C(Y,Y ) C(Y,Z)∗1
∼→ C(Y,Z)1 ⊗C(Y,Y ) C(X,Y )1,

(f, Pf , αf )
∗ ⊗ (g, Pg, αg)

∗ 7→ (g, Pg, αg)⊗ (f, Pf , αf ),

βXY Z : C(Y, Z)1 ⊗C(Y,Y ) C(X,Y )1
∼→ Ctw(Y,Z)1 ⊗C(Y,Y ) Ctw(X,Y )1

(g, Pg, αg)⊗ (f, Pf , αf ) 7→ ((g, Pg, αg)⊗ S)⊗ ((f, Pf , αf )⊗R),

γtwXY Z : Ctw(Y,Z)1 ⊗C(Y,Y ) Ctw(X,Y )1 � Ctw(X,Z)2

((g, Pg, αg)⊗ S)⊗ ((f, Pf , αf )⊗R) 7→ (gf, Pgf , αgf )⊗ g(R) ∧ S,

with Pg = {S}, Pf = {R}.

Since Ctw is quadratic by Proposition 5.3.5, ker(γtw) equals

i−1∑
j=1

Ctw(Yi−1, Z)1⊗C(Yi−1,Yi−1) · · ·⊗C(Yj+1,Yj+1)ker(γ
tw
Yj−1YjYj+1

)⊗C(Yj−1,Yj−1) · · ·⊗C(Y1,Y1)C
tw(X,Y1)1,

in which X = Y0 and Z = Yi. Because α, β are k-vector space isomorphisms, we get ker(φ) =

α−1β−1(ker(γtw)). Hence, ker(φ) equals

i−1∑
j=1

C(X,Y1)∗1 ⊗C(Y1,Y1) · · · ⊗C(Yj−1,Yj−1) ker(φYj−1YjYj+1)⊗C(Yj+1,Yj+1) · · · ⊗C(Yi−1,Yi−1) C(Yi−1, Z)
∗
1.

Thus, it su�ces to show that ker(φXY Z) = im(γ∗XY Z), where X,Z ∈ C are arbitrary and Y is the

unique object in C such that C(X,Y )1, C(Y,Z)1 6= 0.
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De�nition 5.4.6. Let X,Z ∈ C and i ≥ 0. Given a morphism (g, Pg, αg) ∈ C(X,Z)i, there is a

unique sequence of objects Y1, ..., Yi−1 ∈ C such that C(X,Y1)1, ..., C(Yi−1, Z)1 are nonzero. We call

an element

(fi, Pfi , αfi)⊗ · · · ⊗ (f1, Pf1 , αf1) ∈ C(Yi−1, Z)1 ⊗C(Yi−1,Yi−1) · · · ⊗C(Y1,Y1) C(X,Y1)1

a factorization of (g, Pg, αg) if

(fi, Pfi , αfi) · · · (f1, Pf1 , αf1) = (g, Pg, αg).

Lemma 5.4.7. If X,Z ∈ C, then any basis element (h, Ph, αh) ∈ C(X,Z)2 has exactly

two factorizations in C(Y, Z)1 ⊗C(Y,Y ) C(X,Y )1, where Y is the unique object in C such that

C(X,Y )1, C(Y, Z)1 6= 0.

Proof. By the proof of condition (A6) for C, we know that (h, Ph, αh) factors into a composite of

two degree 1 morphisms (f, Pf , αf ) ∈ C(X,Y )1 and (g, Pg, αg) ∈ C(Y, Z)1. We shall reproduce that

argument here for future reference.

Since (h, Ph, αh) is a degree 2 morphism, we have Ph = {T1, T2} for some disjoint nonempty

subsets T1, T2 ⊂ Z. Then there is a bijection τ1 ∈ FIn(Y, Z\{T1}). Let ι1 ∈ FIn(Z\{T1}, Z) be the

inclusion map. De�ne g1 = ι1τ1 ∈ FIn(Y,Z), Pg1 = {T1}, and αg1(y) = 0 for y ∈ Y , and αg1(T1) =

αh(T1). Then (g1, Pg1 , αg1) ∈ C(Y,Z) is a morphism of degree 1. Let h′ ∈ FIn(X,Z\{T1}) be the

morphism obtained by restricting the codomain of h ∈ FIn(X,Z) to Z\{T1}. De�ne f1 = τ−11 h′ ∈

FIn(X,Y ), Pf1 = {τ−11 (T2)}, and αf1(x) = αh(x) for x ∈ X, and αf1(τ
−1
1 (T2)) = αh(T2). Then

(f1, Pf1 , αf1) ∈ C(X,Y ) is a morphism of degree 1.

So

g1f1 = ι1τ1τ
−1
1 h′ = ι1h

′ = h,

Pg1f1 = g1(Pf1) t Pg1 = {ι1τ1τ−11 (T2)} t {T1} = {T1, T2} = Ph,
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and

αg1f1(x) = αf1(x) + αg1(f(x)) = αh(x) for x ∈ X,

αg1f1(T2) = αg1f1(g1(τ
−1
1 (T2))) = αf1(τ

−1
1 (T2)) +

∑
y∈τ−1

1 (T2)

αg1(y) = αh(T2),

αg1f1(T1) = αg1(T1) = αh(T1).

Thus, (g1, Pg1 , αg1)(f1, Pf1 , αf1) = (h, Ph, αh). So

(g1, Pg1 , αg1)⊗ (f1, Pf1 , αf1) ∈ C(Y, Z)1 ⊗C(Y,Y ) C(X,Y )1

is a factorization of (h, Ph, αh) such that Pg1 = {T1} and g1(Pf1) = {T2}.

Similarly, we can �nd a bijection τ2 ∈ FIn(Y,Z\{T2}) and construct two degree 1 morphisms

(f2, Pf2 , αf2) ∈ C(X,Y ), (g2, Pg2 , αg2) ∈ C(Y,Z) such that (h, Ph, αh) = (g2, Pg2 , αg2)(f2, Pf2 , αf2),

so that

(g2, Pg2 , αg2)⊗ (f2, Pf2 , αf2) ∈ C(Y, Z)1 ⊗C(Y,Y ) C(X,Y )1

is a factorization of (h, Ph, αh) such that Pg2 = {T2} and g2(Pf2) = {T1}. Hence, (h, Ph, αh) ∈

C(X,Z) has at least two factorizations (gi, Pgi , αgi) ⊗ (fi, Pfi , αfi) (i = 1, 2) in C(Y, Z)1 ⊗C(Y,Y )

C(X,Y )1.

We now show that these are the only two factorizations of (h, Ph, αh) in C(Y, Z)1⊗C(Y,Y )C(X,Y )1.

Suppose (h, Ph, αh) = (g, Pg, αg)(f, Pf , αf ) for some degree 1 morphisms (f, Pf , αf ) ∈ C(X,Y ) and

(g, Pg, αg) ∈ C(Y,Z). Say Pg = {S} and Pf = {R}. Then {T1, T2} = Ph = g(Pf ) t Pg = {g(R), S}

implies that either T1 = g(R) and T2 = S, or T1 = S and T2 = g(R). Without loss of generality,

assume T1 = S and T2 = g(R). We claim that (g, Pg, αg)⊗(f, Pf , αf ) = (g1, Pg1 , αg1)⊗(f1, Pf1 , αf1)

in C(Y,Z)1⊗C(Y,Y )C(X,Y )1. To prove this, we must �nd (σ,∅, ασ) ∈ C(Y, Y ) such that (g, Pg, αg) =

(g1, Pg1 , αg1)(σ,∅, ασ) and (σ,∅, ασ)(f, Pf , αf ) = (f1, Pf1 , αf1).

Let g′ ∈ FIn(Y,Z\{T1}) be the morphism obtained by restricting the codomain of g ∈ FIn(Y,Z)

to Z\{T1}. Recall that (g1, Pg1 , αg1) ∈ C(Y,Z) was de�ned by g1 = ι1τ1 ∈ FIn(Y,Z), Pg1 =

{T1}, and αg1(y) = 0 for y ∈ Y , αg1(T1) = αh(T1), where ι1 ∈ FIn(Z\{T1}, Z) is inclusion and

τ1 ∈ FIn(Y,Z\{T1}) is a bijection. De�ne (σ,∅, ασ) ∈ C(Y, Y ) by σ = τ−11 g′ ∈ FIn(Y, Y ) and
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ασ(y) = αg(y) for y ∈ Y . Then

g1σ = ι1τ1τ
−1
1 g′ = g

and

αg1σ(T1) = αg1(T1) = αh(T1) = αgf (T1) = αg(T1),

so (g1, Pg1 , αg1)(σ,∅, ασ) = (g, Pg, αg). On the other hand, recall that (f1, Pf1 , αf1) ∈ C(X,Y )

was de�ned by f1 = τ−11 h′ ∈ FIn(X,Y ), Pf1 = {τ−11 (T2)}, αf1(x) = αh(x) for x ∈ X and

αf1(τ
−1
1 (T2)) = αh(T2), where h

′ ∈ FIn(X,Z\{T1}) is the morphism obtained by restricting the

codomain of h ∈ FIn(X,Z) to Z\{T1}. Then

σf = τ−11 g′f = τ−11 h′ = f1,

σ(Pf ) = τ−11 g′({R}) = {τ−11 (T2)} = Pf1 ,

and

ασf (x) = αf (x) + ασ(f(x)) = αf (x) + αg(f(x)) = αh(x) = αf1(x) for x ∈ X,

ασf (σ(R)) = αf (R) +
∑
y∈R

ασ(y) = αf (R) +
∑
y∈R

αg(y) = αh(g(R)) = αh(T2) = αf1(τ
−1
1 (T2)).

So (σ,∅, ασ)(f, Pf , αf ) = (f1, Pf1 , αf1), and hence

(g, Pg, αg)⊗ (f, Pf , αf ) = (g1, Pg1 , αg1)⊗ (f1, Pf1 , αf1)

in C(Y,Z)1 ⊗C(Y,Y ) C(X,Y )1.

Similarly, if we had assumed T1 = g(R) and T2 = S, we would get

(g, Pg, αg)⊗ (f, Pf , αf ) = (g2, Pg2 , αg2)⊗ (f2, Pf2 , αf2)

in C(Y,Z)1 ⊗C(Y,Y ) C(X,Y )1.

Therefore, (h, Ph, αh) ∈ C(X,Z)2 has exactly two factorizations (g1, Pg1 , αg1)⊗ (f1, Pf1 , αf1) and

(g2, Pg2 , αg2)⊗ (f2, Pf2 , αf2) in C(Y,Z)1⊗C(Y,Y ) C(X,Y )1, such that Pg1 = {T1}, g1(Pf1) = {T2} and

Pg2 = {T2}, g2(Pf2) = {T1}. �
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Proposition 5.4.8. ker(φXY Z) is the span of all elements of the form

f∗1 ⊗ g∗1 + f∗2 ⊗ g∗2 ∈ C(X,Y )∗1 ⊗C(Y,Y ) C(Y,Z)∗1

for which f∗1 ⊗ g∗1 6= f∗2 ⊗ g∗2 and g1f1 = g2f2.

Proof. Recall that

φXY Z : C(X,Y )∗1 ⊗C(Y,Y ) C(Y,Z)∗1 → C
tw(X,Z)2

is de�ned as the composite γtwXY ZβXY ZαXY Z , where

αXY Z((f, Pf , αf )
∗ ⊗ (g, Pg, αg)

∗) = (g, Pg, αg)⊗ (f, Pf , αf ),

βXY Z((g, Pg, αg)⊗ (f, Pf , αf )) = ((g, Pg, αg)⊗ S)⊗ ((f, Pf , αf )⊗R),

with Pg = {S}, Pf = {R}, and

γtwXY Z(((g, Pg, αg)⊗ S)⊗ ((f, Pf , αf )⊗R)) = (gf, Pgf , αgf )⊗ g(R) ∧ S.

So

φXY Z((f, Pf , αf )
∗ ⊗ (g, Pg, αg)

∗) = (gf, Pgf , αgf )⊗ g(R) ∧ S,

where Pf = {R} and Pg = {S}.

Consider the composite of the second and third map:

γtwXY ZβXY Z : C(Y, Z)1 ⊗C(Y,Y ) C(X,Y )1
∼→ Ctw(Y,Z)1 ⊗C(Y,Y ) Ctw(X,Y )1 � Ctw(X,Z)2.

For simplicity, we shall abbreviate degree 1 morphisms (f, Pf , αf ) in C as f . Then an arbitrary

element of C(Y, Z)1 ⊗C(Y,Y ) C(X,Y )1 is of the form x =
∑
aij(gj ⊗ fi), where aij ∈ k and fi ∈

C(X,Y ), gj ∈ C(Y, Z) are degree 1 morphisms, say with Pfi = {Ri}, Pgj = {Sj}. We may assume

that all gj ⊗ fi in x are distinct. Thus, x is a k-linear combination of distinct factorizations in

C(Y,Z)1 ⊗C(Y,Y ) C(X,Y )1 of various degree two morphisms h ∈ C(X,Z). By Lemma 5.4.7, each
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degree two morphism h ∈ C(X,Z) has exactly two factorizations in C(Y, Z)1 ⊗C(Y,Y ) C(X,Y )1. So

for each h ∈ C(X,Z), at most 2 of its factorizations are present in x. Suppose x ∈ ker(γtwXY ZβXY Z).

Then

γtwXY ZβXY Z(x) =
∑

aij(gjfi ⊗ gj(Ri) ∧ Sj) = 0

in

Ctw(X,Z)2 =
⊕

h∈C(X,Z)
|Ph|=2

kh⊗k det(Ph).

Fix a direct summand corresponding to h ∈ C(X,Z), |Ph| = 2. Then there are at most two terms in

γtwXY ZβXY Z(x) that belong to kh ⊗k det(Ph), and the sum of those terms is 0. If there is only one

such term a(gf ⊗ g(R) ∧ S), then a(gf ⊗ g(R) ∧ S) = 0 implies a = 0. If there are two such terms

a1(g1f1 ⊗ g1(R1) ∧ S1) and a2(g2f2 ⊗ g2(R2) ∧ S2), then

0 = a1(g1f1 ⊗ g1(R1) ∧ S1) + a2(g2f2 ⊗ g2(R2) ∧ S2) = (a1 − a2)(g1f1 ⊗ g1(R1) ∧ S1),

since g1f1 = g2f2 and g1(R1) = S2, g2(R2) = S1. Hence, a1 − a2 = 0 implies a1 = a2. Because this

holds for each direct summand, it follows that ker(γtwXY ZβXY Z) ⊆ span(U), where

U = {g1 ⊗ f1 + g2 ⊗ f2 ∈ C(Y,Z)1 ⊗C(Y,Y ) C(X,Y )1 : g1 ⊗ f1 6= g2 ⊗ f2 and g1f1 = g2f2}.

Conversely, if g1⊗f1, g2⊗f2 ∈ C(Y,Z)1⊗C(Y,Y )C(X,Y )1 are distinct elements such that g1f1 = g2f2,

then

γtwXY ZβXY Z(g1 ⊗ f1 + g2 ⊗ f2) = g1f1 ⊗ g1(R1) ∧ S1 + g2f2 ⊗ g2(R2) ∧ S2 = 0,

again since g1f1 = g2f2 and g1(R1) = S2, g2(R2) = S1. Thus, ker(γ
tw
XY ZβXY Z) = span(U).
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Looking back at our isomorphism

αXY Z : C(X,Y )∗1 ⊗C(Y,Y ) C(Y, Z)∗1
∼→ C(Y,Z)1 ⊗C(Y,Y ) C(X,Y )1,

we conclude that ker(φXY Z) is the span of all elements of the form

f∗1 ⊗ g∗1 + f∗2 ⊗ g∗2 ∈ C(X,Y )∗1 ⊗C(Y,Y ) C(Y,Z)∗1

for which f∗1 ⊗ g∗1 6= f∗2 ⊗ g∗2 and g1f1 = g2f2. �

Proposition 5.4.9. im(γ∗XY Z) is the span of all elements of the form

f∗1 ⊗ g∗1 + f∗2 ⊗ g∗2 ∈ C(X,Y )∗1 ⊗C(Y,Y ) C(Y,Z)∗1,

where f∗1 ⊗ g∗1 6= f∗2 ⊗ g∗2 and g1f1 = g2f2.

Proof. Recall that

γ∗XY Z : C(X,Z)∗2 → (C(Y,Z)1 ⊗C(Y,Y ) C(X,Y )1)
∗

is the (C(X,X), C(Z,Z))-bimodule homomorphism obtained by dualizing the composition map

γXY Z : C(Y,Z)1 ⊗C(Y,Y ) C(X,Y )1 → C(X,Z)2.

For simplicity, we again write morphisms (f, Pf , αf ) in C as f . Then for any dual basis element

h∗ ∈ C(X,Z)∗2 and for any basis elements g ∈ C(Y,Z)1, f ∈ C(X,Y )1, we have

γ∗XY Z(h
∗)(g ⊗ f) = h∗(gf) =


1 if h = gf

0 else.

Fix a dual basis element h∗ ∈ C(X,Z)∗2. Let γ∗XY Z(h
∗) =

∑
aij(gj ⊗ fi)

∗ in (C(Y,Z)1 ⊗C(Y,Y )

C(X,Y )1)
∗, where aij ∈ k and the gj ⊗ fi are distinct and range over all basis elements in
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C(Y,Z)1 ⊗C(Y,Y ) C(X,Y )1. If gjfi = h, then

aij = γ∗XY Z(h
∗)(gj ⊗ fi) = 1.

If gjfi 6= h, then

aij = γ∗XY Z(h
∗)(gj ⊗ fi) = 0.

By Lemma 5.4.7, h has exactly two factorizations in C(Y, Z)1 ⊗C(Y,Y ) C(X,Y )1, both of which are

present within the sum γ∗XY Z(h
∗). If g1 ⊗ f1 and g2 ⊗ f2 are these factorizations, then

γ∗XY Z(h
∗) = (g1 ⊗ f1)∗ + (g2 ⊗ f2)∗.

Since this holds for each h∗ ∈ C(X,Z)∗2, it follows that im(γ∗XY Z) ⊆ span(V ), where

V = {(g1⊗f1)∗+(g2⊗f2)∗ ∈ (C(Y,Z)1⊗C(Y,Y )C(X,Y )1)
∗ : (g1⊗f1)∗ 6= (g2⊗f2)∗ and g1f1 = g2f2}.

Conversely, if (g1 ⊗ f1)∗, (g2 ⊗ f2)∗ are distinct elements of (C(Y, Z)1 ⊗C(Y,Y ) C(X,Y )1)
∗ for which

g1f1 = g2f2, let h = g1f1. Then h
∗ ∈ C(X,Z)∗2 and

γ∗XY Z(h
∗) = (g1 ⊗ f1)∗ + (g2 ⊗ f2)∗.

Thus, im(γ∗XY Z) = span(V ). By identifying im(γ∗XY Z) under the (C(X,X), C(Z,Z))-bimodule iso-

morphism (C(Y,Z)1⊗C(Y,Y ) C(X,Y )1)
∗ ∼= C(X,Y )∗1 ⊗C(Y,Y ) C(Y,Z)∗1, we conclude that im(γ∗XY Z) is

the span of all elements of the form

f∗1 ⊗ g∗1 + f∗2 ⊗ g∗2 ∈ C(X,Y )∗1 ⊗C(Y,Y ) C(Y,Z)∗1,

where f∗1 ⊗ g∗1 6= f∗2 ⊗ g∗2 and g1f1 = g2f2. �

By Propositions 5.4.8 and 5.4.9, ker(φXY Z) = im(γ∗XY Z) for any X,Z ∈ C and Y being the

unique object in C for which C(X,Y )1, C(Y, Z)1 6= 0. So ker(φ) equals

i−1∑
j=1

C(X,Y1)∗1 ⊗C(Y1,Y1) · · · ⊗C(Yj−1,Yj−1) im(γ∗Yj−1YjYj+1
)⊗C(Yj+1,Yj+1) · · · ⊗C(Yi−1,Yi−1) C(Yi−1, Z)

∗
1,
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in which X = Y0 and Z = Yi. Hence, ker(φ) is precisely Wi. Therefore,

Ctw(X,Z)i ∼= (C(X,Y1)∗1 ⊗C(Y1,Y1) · · · ⊗C(Yi−1,Yi−1) C(Yi−1, Z)
∗
1)/Wi = C!(Z,X)i

as k-vector spaces for any X,Z ∈ C and i ≥ 0. This proves that C!(Z,X) ∼= Ctw(X,Z) for all

X,Z ∈ C. It follows that C! and (Ctw)op are isomorphic categories, summarized in the Corollary

below.

Corollary 5.4.10. Let n ∈ N, t be a partition type, A be a �nite abelian group, and k be a �eld of

characteristic 0. Let C be the skeletal subcategory of FInt,A on objects of the form X = ([x1], ..., [xn])

for xi ∈ N0 (1 ≤ i ≤ n). Let C be the k-linearization of C. If t is partition type m for some m ∈ N

when n = 1, or if t is partition type n∗ when n > 1, then C! ∼= (Ctw)op.
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