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Abstract

Much effort has been devoted to describing qualitatively and quantitatively electron scattering
processes due to their ever-increasing importance in many industrial and medical applications.
We present achievements made in the last years, focusing on some of the advancements and
recent progress in the field. Particular reference is made on concrete case studies to probe the
level of accord in cross-section data obtained from experiments and theory, as well as on selected
instrumentation developments to probe dynamics of dissociative processes induced by electron
impact. We stress that the purpose of this colloquium paper is not to be a comprehensive review
but rather to provide a snapshot of different research topics in electron scattering by pointing out
certain challenges and, therefore, indicating opportunities to facilitate further experimental and
theoretical work.
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1. Introduction

Over the past several decades, significant efforts of the atomic and molecular physics community
have been directed to achieve an in-depth and complete understanding of electron scattering
processes with diverse targets, ranging from atoms to polyatomic systems, including clusters.
Electron-target  interactions  are involved in  a  plethora  of  physicochemical  processes  because
low-energy electrons (LEEs) are one of the most abundant products of ionizing radiation and
terrestrial  and human-made plasma discharges. Moreover, these free and quasi-free LEEs are
also present naturally in cellular systems, and thus are involved in biochemical transfer reactions,
or  in  the  atmosphere  and  surface  of  astronomical  objects,  and  are  crucial  to  manufacture
materials  and operate  electronic,  electrochemical,  and photovoltaic  devices  in  industrial  use.
However, before obtaining a comprehensive knowledge of LEEs’ roles and exploiting their full
potential in both natural and artificial processes, experimental and theoretical studies of electron
scattering are required to achieve both goals. In particular, a detailed description of collisional
processes that occur between an isolated atom, molecule, or cluster with an incident electron is
the first step in providing our understanding of collective phenomena in more complex systems. 

In  general,  during  collisions,  LEEs  can  be  scattered  elastically  or  inelastically,  leading  to
rotational, vibrational, and electronic excitation or dissociation of the target molecule. Possible
dissociative  processes  include  neutral  dissociation  (referred  to  also  as  direct  dissociation  or
dissociative excitation),  dissociative ionization,  including both electron impact  ionization and
ion-pair formation, and dissociative electron attachment (DEA). The fragments formed in the
dissociative processes can possess an unbalanced charge in their structure or have relatively high
kinetic energy; thus, they can be involved in other secondary processes upon interaction with any
surrounding  environment.  Therefore,  characterization  of  the  target’s  final  state  or  the  final
products of dissociation is essential not only for our fundamental understanding of the energetics
and dynamics in electron-molecule interactions, but also reactivity and chemical specificity that
can be important for physical and chemical transformations driven by LEEs. 

In addition to identifying the types of processes involved in an electron collision with the target,
their  cross-sections  are  most  critical  quantities  that  represents  the  collision  probabilities  of
scattering.  However,  despite  substantial  technical  progress  in  measuring  cross-sections
accurately,  it is still  difficult  to determine absolute cross-sections for the scattering processes
because of limited ability to measure important parameters in the interaction region precisely.
Thus,  the  electron  collisional  cross-sections  measured  for  a  target  under  investigation  are
normalized and related to those for which the absolute cross-sections have been determined. In
parallel, the advancement in computational technology has allowed better theoretical models to
be developed that have been able to provide qualitative explanations of the data observed or even
to reproduce and predict them quantitatively.     
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A rich body of literature is dedicated to the fundamentals of gas-phase scattering processes at
electron impact energies below 100 eV. These have provided a great deal of information on
collisional phenomena, their types, cross-sections, and final states and products. This colloquium
paper reports only the current status of several selected topics in this field, with a particular focus
on the experimental and computational challenges that remain, and the potential opportunities to
extend existing experimental and theoretical methodologies to advance our understanding. The
close and frequent interplay between experiment and theory has been demonstrated throughout
the years  to  be a determining force in  improving the precision of  experimental  studies,  and
enhancing  and  providing  novel  theoretical  models  to  identify  the  observed  data  correctly.
Further, it has been necessary to validate and confirm theoretical hypotheses and assumptions
based upon experiments. Therefore, this colloquium paper discusses first the current status of
theoretical  methods  in  electron-target  scattering  briefly,  with  a  particular  focus  on  the  DEA
process. This section is followed by recent examples of the intersection between theoretical and
experimental cross-sections for atoms, and diatomic and polyatomic molecules, including angle-
differential  electron  scattering  cross-sections.  Before  the  final  section,  which  summarizes
emerging work in the atomic and molecular physics community and suggests potential future
research, three recent advancements in experimental capabilities are presented. It is important to
stress that these developments in instrumentation are still ongoing; therefore, although only a
limited number of research studies is presented here, they include concrete examples with a brief
outlook of  their  possibilities  for  future  efforts.  However,  they  have proven to  be  significant
already  as  they  have  revealed  novel  aspects  in  electron  collisional  phenomena  that  were
inaccessible previously due to technical limitations. 

In addition,  the selection of these three instrument developments  in this colloquium paper is
attributable  to  the  need  to  understand  electron-initiated  processes  better  in  complex
environments,  including  condensed matter.  Therefore,  to  achieve  this,  the  knowledge  of  the
dynamics  and  reactivity  of  products  formed  because  of  dissociation  upon  electron-target
collision  is  essential  first.  Hence,  the  instrumentation  advancements  presented  here  consider
largely  the  processes  that  involve  electron  capture  and  lead  to  DEA  or  inter-Coulombic
processes.  We  describe  here  experimental  progress  in  measurements  of  kinetic  energy  and
angular  distribution  of  atomic  and molecular  fragments,  and  detection  of  neutral  fragments.
Moreover,  to  approach  our  understanding  of  electron  scattering  in  media,  particularly  the
hydration effect, one of the designs of the cluster apparatus dedicated for DEA is also presented.
The  example  of  hydrated  radiosensitizers  was  chosen  because  such  work  carries  not  only
fundamental importance, but is related to the application of electron scattering processes in other
research  areas  as  well.  Thus,  the  purpose  of  this  colloquium  paper  is  to  provide  recent
experimental and theoretical findings and developments as well as their intersection in selected
topics in the area of electron-target scattering.

2. Theory of Electron-Molecule Scattering and Dissociative Electron Attachment 
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Various computational methods have been adopted to calculate electron-target scattering cross-
sections. In this section, we focus on a brief description of the basis of electron scattering theory
and emphasize novel developments in DEA modeling. 

2.1 Electron scattering theory 

Electronic  structure  techniques,  such  as  quantum  chemistry  (QC)  methods,  have  always
challenged the available numerical capabilities. If we consider the Roothan’s seminal work as the
milestone  for  contemporary  QC  algorithms  [1],  the  remarkable  progress  achieved  in  both
hardware and software developments over six decades is unquestionable. Nevertheless, the ever-
increasing  sophistication  of  QC  techniques,  as  well  as  the  size  and  complexity  of  the
physicochemical systems of interest, often encounter numerical limits. 

Scattering  problems  pose  an  even  more  stringent  challenge  to  method  development  and
computational capability. Essentially, all of the difficulties in describing molecular bound states,
e.g., accounting for electronic correlation, are also found in LEEs’ interactions with molecules.
However, even in elastic collisions,  the delocalized character of the scattering wave function
makes the numerical solutions inherently more difficult in comparison to a QC method of similar
quality. Keeping the nuclei with fixed positions, neglecting ionization, and omitting spin degrees
of  freedom for  simplicity,  the  asymptotic  condition  for  electron  scattering  by  an  N-electron
molecular target can be written as:

Ψ k⃗ i

¿¿.

Equation (1)

in  the  expression  above,  Ψ k⃗ i

¿¿ is  the  scattering  wave  function  with  the  outgoing  boundary
condition, k⃗ i (k⃗ f) is the projectile incident (outgoing) wave vector, r⃗ n are electronic coordinates (
n=1 ,⋯ , N +1),  and  Φ f  are  target  electronic  states,  in  which  f =0 is  the  ground state  and
assumed to be the initial state. In the second term on the right-hand side, the spherical wave is
modulated by the scattering amplitude f ( k⃗ f , k⃗ i ).

Several computational methods have been proposed to calculate electron scattering amplitudes.
While a comprehensive review of those methods is beyond the scope of this colloquium paper,
some of the approaches available are outlined below. Typically,  the many-body methods are
applied  to  low-energy  collisions,  in  which  the  ionization  channels  can  be  neglected.  The
projectile and target electrons are treated explicitly through anti-symmetric wave functions, and
there are basically three methods of this kind. The complex Kohn method is based on the Hultén-
Kohn variational principle for the Schrödinger equation, which can only be satisfied if the trial
wave function  has  the  correct  asymptotic  behavior  [2].  The Schwinger  Multichannel  (SMC)
method is  built  on the  Schwinger  variational  principle  for  the  integral  Lippmann-Schwinger
equation, which incorporates the scattering boundary condition through the free-particle Green’s
function [3]. Finally, the R-matrix method is based formally on the continuity of the logarithmic
derivative of the wave function on a boundary that defines inner and outer regions [4]. The R-
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matrix amplitudes, which are related to the logarithmic derivative, are obtained from the solution
of a modified variational problem in the inner region. The amplitudes can be connected to the K-
matrix (and hence the scattering amplitude) in the outer region. The three methods use trial wave
functions given by:

Ψ k⃗ i

¿¿ ,

Equation (1)

in which c μν are variational coefficients, Φ μ is a target state, φν is either a localized or scattering
orbital,  and the  operator  A imposes  the  proper  anti-symmetrization  conditions  on  the  target
wavefunction. Apart from the need to describe the electronic states of the target molecule, which
can  be  a  numerically  intensive  problem  itself,  the  many-body  scattering  methods  require
additional costly computational steps to account for the appropriate boundary conditions.

Given the significant numerical effort the many-body methods require, several types of single-
body methods have been proposed. Typically,  these employ model  potentials  to  account  for
exchange  and  correlation-polarization  effects,  such  that  only  one  electron  (the  projectile)  is
explicitly described in the solution. Representative examples include symmetry-adapted single-
center expansions [5], the momentum-space representation [6], and the Schwinger variational
iterative  method  (SVIM)  [7].  In  addition,  the  model  potential  sometimes  incorporates  an
imaginary  component  that  accounts  for  inelastic  effects,  such  as  electronic  excitation  and
ionization [8]. The imaginary potentials, which absorb part of the scattering flux from the elastic
channel, are also employed in multiple scattering methods. In this third class of methods, the
scattering  amplitudes  for  electron-molecule  collisions  are  derived  from  an  expansion  over
electron-atom  amplitudes.  Representative  examples  are  the  independent  atom  model  with
screening-corrected additivity rule (IAM-SCAR) [9] and the spherical complex optical potential
(SCOP) method [10].

Frequently, the solution of electron scattering problems is concerned with the characterization of
resonances, i.e.,  temporary molecular anions (TMAs) also referred as transient negative ions,
formed by electron attachment to the target atom or molecule. A resonance is unstable against
auto-ionization and can be described by complex energies. The real part corresponds to the anion
energy relative to the isolated neutral target,  while the imaginary part  is  related to the auto-
ionization lifetime. The formation of resonance gives rise to a cross-section peak, ideally with
Lorentzian  shape,  in  which  the  energy  position  and  width  indicate  the  real  and  imaginary
components of the TMA resonance,  respectively.  This information can also be obtained with
modified  QC  (MQC)  methods  [11],  which  resort  to  the  complex  scaling  of  the  electronic
coordinates or complex absorbing potentials to estimate the resonance energies. Finally, even
conventional QC methods can be used to describe resonances, although a series of calculations
for each anionic state must be performed to generate a stabilization graph. By varying a certain
parameter  that  represents  an  effective  box size  (e.g.,  rescaling  the  basis  set  exponents),  the
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complex  energies  are  estimated  from  avoided  crossings  between  resonance  and  discretized
continuum states [12].

2.2 DEA models

The relevance of electron-molecule resonances in chemical processes is related closely to the
dissociation of the TMAs, a process referred to as DEA [13]. The formation of the anion can be
viewed  as  rapid  on  the  time  scale  of  molecular  vibrations,  i.e.,  as  a  sudden  change  in  the
potential energy surface (PES) that triggers the vibration dynamics on the complex potential. As
the  additional  electron  can  occupy  anti-bonding  orbitals,  and  molecular  moieties  with  high
electron affinities are likely to give rise to anionic fragments, the TMA may dissociate. However,
the DEA channels always compete with other processes, e.g.,  auto-ionization;  therefore,  it is
important to describe the real and imaginary parts of the complex potential accurately. From the
theoretical standpoint, the need to account for the imaginary part of the energy is a fundamental
aspect  that  may  be  clarified  by  an  analogy  with  photon-induced  excited  state  dynamics.
Similarly, photon absorption changes the PES suddenly and initiates vibration dynamics. Further,
the excited electronic states are also transient, unstable against spontaneous emission, and thus
can be described by complex energies.  Finally,  ultrafast  internal  conversion  processes  occur
frequently in both DEA and excited-state dynamics and should be taken into account. 

Nevertheless, a fundamental distinction between the electron- and photon-induced unimolecular
reactions arises from the different lifetime scales. The spontaneous emission width (Γ e), which
accounts for the coupling with the continuum of matter-radiation states, can be neglected safely
in most applications to molecular systems because the related lifetimes (ℏ /Γ e) are very long on
the ultrafast time scale. On the other hand, the auto-ionization widths (Γ a) that account for the
coupling  to  the  continuum of  auto-ionization  states,  are  much larger  than  their  spontaneous
emission  counterparts.  Typically,  the  auto-ionization  related  lifetimes  (ℏ /Γ a)  are  on  the
femtosecond scale and cannot be disregarded along the DEA dynamics.

The description of complex potentials is even more challenging than it may sound at first. The
electron attachment amplitude has a non-local dependence on the collision energy and nuclear
coordinates [14]. These non-local effects have been observed experimentally in several small
molecules [15-17] and even in more complex biomolecular targets such as uracil [18]. The non-
local  character  poses difficulties  to the representation of the complex potential  in the energy
domain, and also implies non-Markovian dynamics in the time domain. Although the Feshbach
projection operator (FPO) [14] and the vibrational R-matrix [19,20] approaches can account for
non-locality in resonant vibrational excitation and DEA, those effects make the computational
description  of  the  TMA state  dynamics  a  formidable  task.  Consequently,  many applications
resort  to  the  local  approximation  [14],  which  amounts  to  a  complex  PES  in  the  Born-
Oppenheimer  sense,  V ( R⃗ )=E res( R⃗ )−(i /2)Γ ( R⃗),  in  which  R⃗ denotes  the  nuclear  coordinates
collectively. Despite being less demanding than non-local approaches, the local approximation is
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still highly labor-intensive and time-consuming because a reasonable description of the complex
potential surface requires scattering or MQC computations to be performed for many different
geometries. 

Although a comprehensive review of the literature on DEA simulations is beyond the scope of
this colloquium paper, we mention a recent review [13] and several representative examples that
may serve as a guide for the interested reader. The early efforts and theoretical developments that
explored  the  FPO approach have been reviewed [14,21],  and more  recent  applications  have
focused on non-local  effects [16,17,22]. In addition,  FPO-based models have been combined
with the complex Kohn scattering method in several studies, including the classic work on DEA
to water [23-25] and the simulations of momentum imaging data [26]. In other works, the R-
matrix  methodology was applied  to a  remarkable  variety  of systems,  ranging from diatomic
molecules  to  clusters  [18,20,27,28].  However,  because  of  the  numerical  challenges  outlined
above, computational models for DEA dynamics are often restricted to a few vibrational modes,
typically  ≤ 3, i.e., in diatomic and triatomic molecules, or reduced-dimensionality models for
polyatomic systems.

2.3 On-the-fly DEA dynamics

Time-dependent  approaches  to  DEA  dynamics  have  long  been  proposed  [14].  In  several
applications, the complex-Kohn scattering method was employed to compute complex PESs [23-
25] on which vibrational wave packet dynamics were calculated with the multi-component time-
dependent  Hartree  (MCTDH)  method  [29],  which  is  applied  routinely  to  photo-induced
dynamics. Classical [30-32] and semiclassical [33] propagation methods have been employed
also, but the need to compute the complex PESs, and possibly non-adiabatic couplings, remains a
numerical  challenge.  The  high  dimensionality  of  the  PESs  can  be  a  severe  limitation  in
photochemical  and photophysical  problems as well,  despite the use of real-valued potentials.
Nevertheless,  the simulation  of  excited-state  dynamics  has  advanced substantially  in the last
decades. The progress was attributable to a significant extent to on-the-fly methods for molecular
dynamics.  In this approach, the nuclei are time-evolved classically (or semiclassically) under
forces obtained from the gradients of the electronic energies computed with QC methods. The
electronic energies and gradients need to be computed only along the classical trajectories, which
reduces the computational  effort considerably in comparison to that  for vibrational  dynamics
calculations on pre-computed PESs. The mixed quantum-classic (MxQC) on-the-fly techniques
can also account for nuclear quantum effects, in particular non-adiabatic transitions, without a
prohibitive increase in the numerical burden [34]. While several types of these methodologies
have been proposed, we focus here on the trajectory surface hopping (TSH) [35,36] and ab initio
multiple spawning (AIMS) [37] methods, as these have been used recently in DEA simulations
[38-40].
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2.3.1. Surface hopping

The basic goal of TSH is to propagate a swarm of classical trajectories to mimic a vibrational
wave packet.  Each  trajectory  evolves  typically  on  a  given adiabatic  PES,  but  non-adiabatic
transitions are introduced with a stochastic algorithm that allows trajectory hopping, i.e., once
the trajectory reaches some PES region where significant non-adiabatic couplings are found, it
may change from one coupled potential surface to the other along the dynamics. Therefore, the
hopping  can  emulate the  quantum population  transfer  (e.g.,  internal  conversion)  among  the
electronic states. For example, if a two-state problem is assumed with all trajectories in the same
PES  initially,  some  trajectories  will  remain  on  that  potential  surface  at  the  end  of  the
propagation,  while others will have hopped to the other electronic state. A discussion of the
technical and more advanced aspects of the TSH method can be found elsewhere [34,41], but the
basic equations are as follows. The time-dependent wave function is written as:

ψ (r⃗ , R⃗ ,t )=∑
j

c j ( t )Φ j(r⃗ ; R⃗ ( t )) ,

Equation (3)

in which r⃗  and R⃗ denote the coordinates of the electrons and classical nuclei, respectively. The
electronic states  Φ j(r⃗ ; R⃗ ( t )) depend parametrically on the nuclear coordinates, as indicated by
the semicolon, and the coefficients c j(t) can be viewed as time-dependent population amplitudes.
By substituting the wave function ansatz in the molecular time-dependent Schrödinger equation,
and projecting  onto the  k-th  electronic  state,  one obtains  a  set  of coupled  equations  for the
coefficients (atomic units are henceforth used):

i
d
dt ck ( t )=∑

j
(δ kj V k−i F⃗ kj ∙ v⃗) c j ( t ) ,

Equation (4)

in which the  electronic states are assumed to be adiabatic and orthonormal. In the expression
above, V k is an adiabatic PES, v⃗ is the vector of classical nuclear velocities, and F⃗ kj=⟨Φ k|∇ R⃗|Φ j ⟩
is the non-adiabatic coupling vector (integration over the electronic coordinates is implied in the
bracket). For any given trajectory, the nuclei are time-evolved classically with forces provided
by the gradient of the adiabatic PES at their instantaneous positions, f⃗ l=−∇R⃗ V l, in which the l-
th potential surface is assumed to be the current electronic state. According to Eq. (4), the other
electronic states, j ≠l , can acquire non-zero amplitudes because of the non-adiabatic couplings.
The fewest-switches algorithm proposed in an earlier work [36], which minimizes the number of
hopping events  in one time step,  ∆ t ,  is the procedure employed most widely to account for
population  transfer.  The  hopping  probability  of  the  l → k  transition  corresponds  to  the  ratio
[increment in the k-th state population because of the flux from l in the time step ∆ t]/[l-th state
population]. Mathematically, the probability is given by:
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Pl → k=max [0 ,
2 Δt

ρ¿
(Im ( ρkl ) δ kl V l−Re (ρk l) F⃗ k l ∙ v⃗ )] ,

Equation (5)

in which the density matrix, ρkl=ck cl
¿, was introduced. In a given time t, the l → k  hopping takes

place if:

∑
n=1

k−1

P l → n ( t )<r ≤∑
n=1

k

Pl → n ( t ) ,

Equation (6)

in which r ∈[0,1] is a uniformly chosen random number, and a second condition prevents total
energy increases in the hopping event. Once a trajectory hops, the nuclear momenta are rescaled
along the direction of the coupling to enforce energy conservation [41].

The fewest-switches surface hopping (FSSH) technique outlined above was adapted recently to
DEA problems [38,39]. The Wigner distribution of the neutral molecule is denoted as W ( x⃗), in
which  x⃗=( R⃗0 , p⃗0) is a point in the nuclear phase space with coordinates  R⃗0 and momenta  p⃗0.
Assuming  that  the  resonance  is  formed  as  the  projectile  kinetic  energy  matches  the  local-
approximation vertical resonance position, E res( R⃗0), the attachment probability can be written as,

patt ( x⃗ , E ) d x⃗=Γ ( R⃗0 , E )δ [E−E res ( R⃗0 ) ] W ( x⃗ ) d x⃗ ,

Equation (7)

in  which  E  is  the  energy  of  the  incident  electron,  and  Γ ( R⃗0 ,E ) is  the  non-local  (energy-
dependent)  resonance  width,  which  can  be  related  to  the  local-approximation  width,
ΓL ( R⃗0)=Γ ( R⃗0 , E res ( R⃗0)). Once the TMA is formed, the nuclear coordinates evolve classically,
R⃗( x⃗ , t),  where  the  dependence  on  the  initial  condition  x⃗  is  indicated  explicitly.  Following
previous work [31], the survival probability, which is the probability that auto-ionization has not
taken place up to time t , is written as

psurv ( x⃗ , t )=exp(−∫0
t

Γ L( R⃗( x⃗ , t ' ))dt ') .

Equation (8)

The  survival  probability  decreases  from  psurv (0 )=1,  in  which  t=0 is  the  attachment  time,
although it does not vanish necessarily, as the width reaches zero in the case when the anion
becomes stable with respect to the neutral molecule. Therefore, at sufficiently long times, the
probability tends toward a constant value, either zero or finite, and depends only on the initial
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conditions,  psurv ( x⃗ , t → ∞ ) ≡ psurv( x⃗).  Essentially,  the  phase-space  integration  of  the  product
patt × psurv( x⃗ ) gives the DEA cross-section:

σ ( E )=
π
E ∫Γ ( R⃗0 , E ) δ [E−E res ( R⃗0 ) ] psurv ( x⃗ ) W ( x⃗ ) d x⃗ .

Equation (9)

In practice, the integration is performed as an average over a discrete set of initial conditions
sampled  according to  the  Wigner  distribution.  The local  width  is  employed  to  compute  the
survival probability along the trajectories, but the energy dependence is kept in the attachment
probability:

Γ ( R⃗ , E )≈ Γ L ( R⃗ )
γ (E )

γ ( E res ( R⃗ ) )
.

Equation (10)

The energy-dependent term  γ (E) is used to impose the Wigner threshold law (WTL), which
improves the near-threshold behavior of the DEA cross-section [14,21]. The expression above
can be viewed as a semi-local approximation [14,42], in the sense that the energy dependence is
accounted for in the attachment process, while the nuclear dynamics is considered on the local
PES of the transient anion state. The working expression for the cross-section is:

σ ( E )=(
π
E )

1
N ∑

i=1

N γ (E )

γ ( E res ( R⃗0
i ))

Γ L ( R⃗0
i
) gl( R⃗0

i , E) psurv( x⃗i
) ,

Equation (11)

in which the sum runs over the set of  N initial conditions. The phenomenological broadening
function  g ( R⃗0

i , E ),  assumed  to  have  a  Lorentzian  shape,  is  similar  to  those  employed  in
photoabsorption  cross-sections  calculated  with  the  nuclear  ensemble  method  [43].  The
broadening smooths out the energy dependence of  σ (E ),  thus avoiding a prohibitively large
number of initial conditions, and hence, trajectories.

The  MxQC method  for  DEA dynamics,  which  assumes  a  single  resonance  state,  works  in
practice as follows. Once the initial conditions are sampled, the trajectories are propagated on the
(local-approximation) real part of the PES, E res( R⃗), while the imaginary part, Γ L ( R⃗), is used to
integrate  the  survival  probability.  Therefore,  the  local  complex  potential  surface  should  be
computed for every position in all trajectories until psurv( t ) converges to the final constant value.
This procedure would be very time-consuming, if not impractical, with either scattering, MQC or
stabilization  methods.  Therefore,  the  most  stringent  approximations,  which  are justified as  a
means to avoid the prohibitively large numerical effort, are (i) to employ standard QM methods
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to estimate E res( R⃗), and (ii) to build a model for the geometry dependence of Γ L ( R⃗) from as few
as possible scattering, MQC or stabilization calculations. The first approximation is reasonable
for narrow resonances, while the second depends on the reaction pathways. 

As a first application of the MxQC method, DEA to chloroethane (CH3CH2Cl) was considered,
specifically the formation of Cl– fragments on the complex potential of the  σ ¿shape resonance
[38]. This choice was convenient, as a single resonance is relevant to the dissociation reaction, in
which the C–Cl bond length is the reaction coordinate. While we do not discuss the technical
details of the model, we mention briefly that the real part of the complex potential was described
with the multi-reference configuration interaction method, with singles and doubles excitation
(MRCISD), in addition to numerical tests performed with lower-level methods. The MRCISD
potential was shifted uniformly to match the resonance position computed with the SMC method
at the neutral molecule’s optimal geometry [3]. The local width was modeled as a function of the
resonance  position,  Γ L ( R⃗ )=Γ L (E res( R⃗)) obtained  from  a  polynomial  interpolation  of  SMC
calculations performed for four C–Cl bond lengths, and then applied to all geometries accessed
along the dynamics. Finally, the energy-dependent term of the attachment probability, γ (E), was
computed from the least-squares fit of a model form, consistent with the WTL for the s wave, to
eigenphase sums computed with the SMC method (at the optimal geometry of the neutral target
molecule).

It is worth stressing that the MxQC dynamics were performed in full dimensionality, i.e., taking
all of the vibrational modes into account. Although not shown here, four internal coordinates
were activated strongly along the DEA reaction of the CH3CH2Cl molecule; specifically, the C–
Cl bond length, which can be viewed as the reaction coordinate that produces the Cl–  fragment,
the C–C bond length, the C–C–Cl angle, and the H2C–C pyramidalization angle. The DEA cross-
sections calculated are shown in Fig. 1, together with the experimental data [44]. In panel (a), the
cross-sections were computed with 100 and 1400 trajectories, employing a phenomenological
linewidth of 0.1 eV (see Eq. (11)). The results shown in panel (b) were obtained with the same
numbers of trajectories, although with broader linewidths of 0.5 eV. The structures in panel (a)
are unphysical, and merely reflect the poor statistical convergence of the calculation performed
with only 100 trajectories. Those structures are removed by the broader linewidth (panel (b)), but
even the worst result (dashed line in panel (a)) can be considered reasonable. Apart from the
unphysical oscillations, the nature of which is understood well, the energy dependence of the
cross-section is consistent with the data because the DEA peak position (approximately 1.5 eV)
is displaced with respect to the vertical resonance position (2.33 eV). The number of trajectories
and the broadening affect the cross-section magnitude clearly, but two important aspects should
be kept in mind: (i) how challenging it is to compute a DEA cross-section in full dimensionality
for polyatomic systems, and (ii) most of the DEA data for polyatomic molecules, in particular
small biomolecules, are not reported as normalized absolute cross-sections.

The  dependence  of  the  resonance  parameters  used  in  the  model  on  the  results  was  also
considered.  As  mentioned  previously,  the  local  width  was  described  as  a  function  of  the
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resonance position at any given geometry, Γ L (E res ( R⃗)). Fig. 1(c) shows the DEA cross-sections
obtained with different values for the vertical resonance position (at the optimal geometry of the
neutral target), specifically at 2.23, 2.33, and 2.43 eV, while the same functional form for the
width was maintained. In Fig. 1(d), the vertical resonance position was kept at the value obtained
from SMC computations,  2.33 eV,  but  the vertical  width was varied,  i.e.,  1.25,  1.35 (SMC
estimate), and 1.45 eV. The latter procedure amounts to rescaling the width by a multiplicative
factor for all geometries. The variation in the vertical resonance position shifts the peak position
in  Fig. 1(c), as expected, but in general, the shapes of the cross-sections calculated are fairly
similar.  Once  more,  the  cross-section  magnitude  appears  to  be  more  sensitive  to  the  model
parameters than its energy dependence.

DEA to chloroethane can be viewed as a simple application of the MxQC framework, despite the
18 vibrational modes, as the dynamics on the complex potential of the  σ ¿ shape resonance is
adiabatic. The complex surface FSSH (CS-FSSH) method was developed to generalize the FSSH
technique  outlined  above  to  complex  Hamiltonians  [39] and  implemented  in  the  Newton-X
package [45]. While survival probabilities could also be used in non-adiabatic dynamics (see
below), an interesting alternative approach was proposed, i.e., a complex Hamiltonian, which can
be represented in the basis of electronic states as ⟨Φ j|H|Φ k ⟩=H jk

R
−(i /2)Γ jk was assumed. The

real  part  corresponds  to  the  matrix  elements  found  in  the  usual  TSH  approach,  which  are
diagonal for adiabatic states,  H jk

R
=δ jk V k . The matrix elements of the imaginary part appear in

Eq. (4) now, such that the time propagation is no longer unitary, i.e.,  ∑
n

|cn(t)|
2
<1. The DEA

cross-section,  Eq. (11),  is  then  expressed  elegantly  in  terms  of  the  final  populations  of  the
electronic states, and the transition probability,  Eq. (5), is also modified to incorporate the  Γ jk

matrix elements. The formalism is general, in the sense that it can be applied to any open system
described by a complex Hamiltonian, but the first application concerned the adiabatic and non-
adiabatic DEA dynamics of iodoethene (C2H3I). This molecule has two well-known resonances,
a (vertically) lower-lying  σ ¿ shape resonance with a repulsive potential surface, and a higher-
lying π ¿ shape resonance. The formation of the repulsive σ ¿ state initiates an essentially adiabatic
DEA dynamics, similar to that in chloroethane, while the formation of the π ¿ state triggers a non-
adiabatic dissociation mediated by the π ¿/σ ¿ coupling.

We will not discuss the numerical procedures of the calculations, which can be found in the
original publication [39]. The dynamics were based on MRCIS potentials, and the local width
models were built as outlined above for chloroethane, with SMC computations performed on a
small  number  of  geometries  selected  from exploratory  simulations  in  the  real-valued  PESs.
Finally, the off-diagonal imaginary potential couplings,  Γ jk, were assumed higher-order effects
and neglected, such that only the diagonal elements that correspond to local resonance widths,
were  considered.  The  non-adiabatic  DEA  dynamics  triggered  by  the  π ¿ resonance  was
particularly  rich.  The  C=C bond  length  acted  as  the  tuning  mode,  driving  the  PESs  to  the
crossing region. The out-of-plane motion of the hydrogen atoms was identified as the coupling
coordinate, while C–I stretch was the reaction coordinate. The C=C mode was activated very
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early, at approximately 5 fs, while many trajectories hopped from 5 to 15 fs. After the transitions,
the  electronic  state  developed  a  clearer  σ ¿ character  along  the  trajectories  and  led  to  the
formation of I– fragments. The DEA cross-section calculated is shown in Fig. 2, together with the
experimental data [46]. The experimental results were not reported in absolute values, so they
were normalized to the peak height calculated. Once again, the theoretical results described the
energy dependence of the cross-section faithfully, i.e., the positions and relative heights of the
DEA peaks  near  0.25  and  1.0  eV.  The  contributions  from both  DEA mechanisms,  namely
adiabatic dynamics on the σ ¿ anion state surface and non-adiabatic dynamics triggered by the π ¿

state, are resolved in the right panel, showing that the lower and higher-lying DEA peaks arise
from the adiabatic and non-adiabatic mechanisms, respectively.

2.3.2. Multiple spawning

The  AIMS  approach [37] differs  from  TSH  in  two  fundamental  aspects.  The  nuclei  are
propagated semi-classically, rather than classically, and the semi-classical nuclear wave packets
do not hop between non-adiabatically coupled electronic potentials, but rather give rise to new
wave packets (spawning). The molecular wave function is based on the Born-Huang expansion:

ψ (r⃗ , R⃗ ,t )=∑
j

χ j ( R⃗ , t )Φ j (r⃗ ; R⃗ ( t )) ,

Equation (12)

in  which  the  nuclear  wave  packets,  χ j ( R⃗ , t ),  can  be  viewed  as  R⃗-dependent  expansion
coefficients, compared to the purely time dependent coefficients in Eq. (3). Those wave packets
are propagated in the frozen Gaussian approximation (FGA) [47], i.e., the χ j ( R⃗ , t ) functions are
linear combinations of multi-dimensional traveling Gaussians: 

χ j ( R⃗ , t )=∑
α

Cα
j
( t ) χα

j
( R⃗ ; R⃗α

j
( t ) , P⃗α

j
(t ) , γ α

j
( t ) , βα

j
) ,

Equation (13)

in  which  the  χα
j  functions  are  given by products  of  one-dimensional  Gaussians  for  the  3Nat

nuclear Cartesian coordinates, in which Nat is the number of atoms in the molecule. Consistent
with the FGA framework, the center of the Gaussians in both the position ( R⃗α

j) and momentum (
P⃗α

j) spaces follow classical trajectories.  The exponents,  (βα
j ),  are kept frozen during the time

propagation,  while  the  dynamical  phases,  (γ α
j ),  are  obtained  from  action  integrals  over  the

classical paths. The multi-dimensional Gaussians, χα
j , are referred to as trajectory basis functions

(TBFs), and the time evolution of the coefficients  Cα
j  is governed by the nuclear Schrödinger

equation:
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d
dt Cα

j
( t )=−i∑

μ ,ν
( S jj

−1
)μν [ ( H jj−i Ṡ jj)μν Cν

j
+∑

k ≠ j
( H jk )μν C ν

k

] .

Equation (14)

In  the  expression  above,  (S jj)μν=⟨ χμ
j
|χν

j
⟩ is  a  time-dependent  nuclear  overlap  matrix  and

( Ṡ jj)μν=⟨ χμ
j
|(∂ /∂ t) χν

j
⟩ is  its  time  derivative.  The  evaluation  of  the  nuclear  overlaps  and  the

spawning algorithm are described in  detail  elsewhere  [37].  For  the present  purposes,  it  was
observed that any given TBF is propagated adiabatically until the underlying trajectory reaches a
region with significant  non-adiabatic  coupling,  referred to as the spawning region. The TBF
dwells in this region for  t entry<t <t exit, and during this period, the propagation accounts for the
coupled potentials, with the coupling given by F⃗ kj ∙ v⃗, as in  Eq. (4). For  t >t exit, the parent TBF
remains  on its  original  potential  surface,  a child TBF is generated on the other surface,  and
probability conservation is imposed through the coefficients, Cα

j
( t).

The AIMS method was  adapted  to  the  DEA process  [40],  in  which  a generalization  of  the
survival probability for non-adiabatic dynamics was proposed. The working expression for the
DEA cross-section is given by

σ ( E )=(
π
E )

1
N IC

∑
n=1

N IC

Γ ( R⃗0
n , E )g l ( R⃗0

n , E ) pn
surv ,

Equation (15)

in  which  N IC is  the  number  of  initial  conditions.  The  attachment  width,  Γ ( R⃗0
n ,E ),  and  the

phenomenological  broadening  function,  gl ( R⃗0
n , E ),  are  the  same  as  in  Eqs. (10) and  (11),

respectively. The survival probability,  pn
surv, depends on the fragmentation channel of interest,

and can be expressed in terms of the TBFs:

pn
surv

=∑
λn=1

N TBF
n

θλn

DEA pn j

surv
( t → ∞ ) .

Equation (16)

N TBF
n  is the number of TBFs generated from the n-th initial condition, and the step function θλ n

DEA

equals one in the case when the λn-th TBF contributes to the DEA channel of interest, or zero
otherwise.  The TBF-specific survival  probability,  pn j

surv,  is  similar  to  that  defined in  Eq. (8),
although the auto-ionization widths are considered according to the history of spawning events.
For instance, if a child TBF that contributes to DEA on the  j-th complex potential surface is
assumed. In the case that TBF is generated from a parent on the  k-th surface at  t=t spawn, the
survival  probability  should  be  computed  from the  width  Γ k for  t <tspawn,  while  from  Γ j for
t >tspawn. The probability also depends on the final population of the  j-th state and is computed
assuming that the dwell time in the spawning region is negligible (t exit ≈t entry). In practice, the
time propagation is governed by the real parts of the complex potentials, so the standard AIMS
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algorithm can be used, while the survival probabilities are computed from the imaginary parts.
The latter are obtained as functions of the resonance positions, Γ L (E res ( R⃗)), as discussed above. 

The AIMS-based DEA method was applied to 5-bromo-uracil (5BrU), specifically to simulate
the dynamics triggered by the formation of the π 2

¿ resonance [40]. At the optimal geometry of the
neutral target, there are four anionic states [48], i.e., a dipole-bound state (DBS), a valence bound
state (π 1

¿), and two shape resonances (σ CBr
¿  and  π 2

¿). The DBS was not considered in the DEA
simulations as the use of diffuse basis sets could introduce pseudo-continuum orbitals in the QC
calculations.  The  real  parts  of  the  complex  potentials  of  the  π 1

¿,  σ CBr
¿ ,  and  π 2

¿ states  were
described  with the  floating  occupation  molecular  orbital-complete  active  space  configuration
interaction  (FOMO-CASCI) method, and employed a small active space with 3 electrons in 4
orbitals.  The  local  width  was  modeled  as  a  function  of  the  resonance  position,
Γ L ( R⃗ )=Γ L(E res( R⃗)), to explore SMC calculations performed for different C5–Br bond lengths. 

According to the simulations, the decay of the π 2
¿ shape resonance essentially gives rise to Br–

fragments. The DEA cross-section calculated behaves in much the same way as those obtained
for chloroethane and iodoethene.  The energy dependence is consistent with the data reported
earlier  [49], considering only the DEA peak that arises from the  π 2

¿ state. Further, the cross-
section shape is robust with respect to reasonable variations in the model parameters, while the
magnitude is more sensitive to those parameters and probably less accurate. The correct energy
dependence is a remarkable result, given that only 21 initial conditions were sampled from the
Wigner function of the neutral molecule, and a modest active space was employed in the FOMO-
CASCI computations. The initial conditions gave rise to 122 trajectories through the spawning
processes, indicating rich dynamics. Four vibrational coordinates were activated strongly, the
C5–Br and N1–H bond lengths,  out-of-plane vibrations  of the Br atom, and a ring puckering
angle. Because the anion states change their characters along the propagation, they are referred to
as  D0,  D1,  and  D2 in  order  of  increasing  energy,  where  it  should  be  clear  that  those  states
correspond, respectively, to π 1

¿, σ CBr
¿ , andπ 2

¿ at the optimal geometry of the neutral target. The D2/
D1 couplings occur after about 30 fs, and the D0 state is populated after approximately 50 fs.
Representative geometries of initial conditions, the D2/D1 and D1/D0 couplings, and the long-time
limit (380 fs in practice), are shown in  Fig. 3. The final conformations suggest that fragments
other than Br– may be formed. Those channels have minimal probabilities in these calculations
and do not allow for meaningful statistics, but minor fragments were actually observed in the
measurements. Finally, the DEA model indicates two mechanics for Br–  formation. Either the
decay  to  the  D0 state  takes  place  in  a  PES  region  with  σ CBr

¿  character  and  leads  to  fast
dissociation, or the D0 state is formed with π 1

¿ character. In the latter case, the anion dissociates
stochastically  because  the  excess  electronic  energy  associated  with  theπ 2

¿ state  (~1.4  eV)  is
substantial.
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3. Comparison of Experimental Low Energy, Differential-Angle Electron Scattering 
from Atomic and Molecular Targets with Theoretical Modeling  

To illustrate further the interplay between the experimental results and theoretical calculations of
cross-sections in collisional processes, in this section, we focus on one of the types of differential
cross-sections, i.e., angle-differential cross-sections for LEE scattering. Such cross-sections often
are provided for a specific electron impact excitation energy as a function of the scattering angle.
Here we present a survey of recent experimental work compared to the results from theoretical
models for angle-differential low energy electron scattering from isolated atoms, diatomic, and
polyatomic systems in the gas phase. 

3.1 Molecular hydrogen (H2) measurements and the convergent close-coupling (CCC) method.  

The electron impact excitation of the X1Σ+
g  b3Σ+

u  continuum of H2 was investigated recently,
and inelastic  to  inelastic  angle-differential  cross-sections  (DCSs)  ratios  for  this  system were
measured  accurately.  In  these  studies,  a  pulsed  electron  beam  approximately  2.5  ns  wide
intersected a moveable target gas beam of H2. The scattered electrons entered a magnetic field-
free and electrical field-free region of time-of-flight (TOF) 23.9 cm long and were detected by a
flat  microchannel  electron  multiplier  [50,51].  A sample  background-corrected  TOF inelastic
spectrum (elastic part of the spectrum was recorded also but is not shown) obtained is shown in
Fig. 4(a). DCSs were determined for incident electron energy (E0) values ranging from 9 to 25
eV for scattering angles that ranged from 20o to 130o. Fig. 4(b) shows an example comparison of
the DCS determined for the excitation of the b3Σ+

u continuum at 20 eV after normalizing counts
to the elastic peak (see [51] for full details) that was normalized using elastic DCSs reported
earlier [52]. The comparisons in Fig. 4(b) show improved error bars from the TOF experiment
and excellent (benchmark) agreement with those calculated using the convergent-close coupling
(CCC)  model  [51]. It  is  important  to  note  that  the  TOF  measurements  do  not  encounter
systematic  errors potentially  attributable to detection limits  for electron transmission in other
experimental methods [51].  Therefore,  these improved measurements provided transmission-
free calibrated DCSs for the excitation of H2 that were normalized with quantitative elastic DCSs
for  the  same energy loss  spectra  [52].  These  cross-sections  supplement  DCSs  for  important
transitions in H2, e.g., the X1Σ+

g  b3Σ+
u, B1Σ+

g, c3Πu, a3Σ+
g, C1Πu, and E(F)1Σ+

g electronic states,
measured with conventional electrostatic spectrometers, which have better energy resolution than
TOF  spectrometers,  but  have  the  transmission  problems  mentioned  above  because  of  their
electrostatic focusing fields. The DCSs for other electron impact excitations of these transitions
were also obtained recently and provided good, but not benchmark, agreements with the CCC
method [53].

 3.2 Carbon monoxide (CO) measurements and the R-matrix method for molecules.  

The  details  of  the  experimental  apparatus  using  a  conventional  electrostatic  electron
spectrometer are given in [54]. The instrument is a well-tested, low-energy double hemispherical
unit with an energy resolution typically between 35 to 50 meV and scattering angles up to 130o.
The gas target was introduced perpendicular to the scattering plane (defined by the spectrometer
gun and detector) using a moveable thin aperture gas source [55]. This instrument has been used
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extensively for several atomic and molecular targets. In the case of the electron impact excitation
of CO, the DCSs reported in the past were available only for certain energy ranges. Therefore, to
obtain comprehensive information over a full range of electronic states, the new study measured
full electronic state DCSs [56] that were targeted to consolidate partial  state DCSs [57] with
those of the full-state DCSs [58,59]. Moreover, a B-spline R-matrix code was developed [60],
and its results were compared to the new measurements of excitation of the a3Π, a′3Σ+, and A1Π
valence electronic states of CO. DCSs were obtained by unfolding the energy loss spectra from
CO using spectroscopic data at E0 values for the a3Π, a′3Σ+, and A1Π valence states’ excitation at
energies between 6.3 to 20 eV and angles from 20o to 120o [56]. Fig. 5(a) shows a comparison of
the X1Σ+  a3Π excitation at E0 of 15 eV. This comparison showed excellent agreement between
theory and most of the experimental data sets at lower energies below 15 eV. At higher energies
(not shown), the agreement declines. The R-matrix models, particularly the UKRMol+ Model B,
which is considered superior to the regular UKRMol and the UKRMol+ Model A because of the
involvement of more states, pseudostates, and polarization, showed improved modeling of the
X1Σ+  a3Π excitation [56] compared to earlier work [61] that employed SMC methods. This
excitation provides test inelastic DCSs for CO as all of the low-energy experimental data [56-58]
are within the error bars. 

For other transitions under study, such as the dipole-allowed X1Σ+  A1Π transition, there
is still the difficulty of calculating the forward scattering because of the increased partial waves
at  small  scattering angles.  However,  the UKRMol+ codes provide better  agreement  than the
UKRMol and SMC methods [61], as they include polarization terms. In fact, at E0 = 15 eV, they
show excellent agreement with the two more recent measurements [56, 58]. Moreover, for the
weaker X1Σ+  a′3Σ+ excitation, the agreement between experiments and previous studies is very
good  [56,57],  and  the  UKRMol+  Model  B  shows  improvement  over  the  UKRMol  and
UKRMol+ Model A. For this state, the partial electronic state DCSs [57,58] had to be scaled up
by  a  factor  equal  to  the  Franck-Condon  factor  ratio  of  the  full  and  partial  spectrum (here
approximately 5) to include the full spectrum excitation of this excitation [56]. More details of
the CO valence state excitation is reported in [56]. 

Recently,  this  work  was  extended  to  investigate  the  Rydberg  states  of  CO,  i.e.,  the
excitation  of  the  X1Σ+  b3Σ+,  j3Σ+,  B1Σ+,  C1Σ+,  and  E1Π states  detailed  in  [62].  Here  the
agreement between theory and experiment for the valence states across all of the Rydberg states
studied is significantly poorer than reported in previous work [56], although the experimental
DCSs showed good agreement in most cases. An example of this is shown in Fig. 5(b) for the X 1

Σ g
+ → B1Σ+ transition, in which the UKRMol models disagree over orders of magnitude. The

study  of  the  excitation  of  CO  Rydberg  states  demonstrated  the  difficulty  of  modeling  the
excitation of these diffuse electronic states, and raised an important area for theory, particularly
close-coupling models like the R-matrix, to encourage theoretical efforts to improve the models
available using improved wave functions.

3.3 Krypton (Kr) and xenon (Xe) measurements and the relativistic B-spline R-matrix method

Here we focus on some examples of measurements and calculations of electron impact excitation
cross-sections of rare gas (atomic) targets. In the case of krypton, the excitation of the Kr {1} 4p6

1S0 → 4p55s[3/2]2, {2} 4p6 1S0 → 4p55s[3/2]1, {3} 4p6 1S0 → 4p55s′[1/2]0, and {4} 4p6 1S0 → 4p55s
′[1/2]1 transitions were re-measured and reported recently [63]. The particular focus of this work
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was on the ratios of the scattering electron impact  excitation DCSs (σ) for these excitations,
which were proportional to the electron scattering intensities in the energy loss spectra. These
ratios have been defined as r = σ{1}/σ{3}, r′ = σ{2}/σ{4}, r′′ = σ{1}/σ{2}, and r′′ = σ{3}/σ{4}
(see [63] for details). The states {1} and {3} are well LS-coupled 3P2 and 3P0 states that can be
only excited by spin-exchange through electron exchange, by spin-orbit coupling in the target, or
via the continuum incident electron.  The ratios were determined more precisely in the recent
work and provided information on dynamic effects [63]. Here, only the r′′ ratio is discussed for
brevity, as this ratio shows the fewest uncertainties.  Full discussions are given in [63], to which
the reader is urged to refer. In Fig. 6(a), the experimental results [63] are compared to those from
the earlier work [64] and with the relativistic (Dirac) B-spline R-matrix model (DBSR), which is
the most advanced R-matrix close-coupling model available for atoms1. As seen in Fig. 6(a),
there is an impressive agreement for r′′ at 11.5 eV, but such was observed at all energy values for
a rare gas target with dominant relativistic effects. 

Moreover, as the smaller error bars indicate, these recent results have much-improved
statistics compared to previous work. At the lowest E0 of 11.5 eV, approximately 1 eV above the
threshold, both theoretical and experimental results show very good agreement in their maxima,
which were shifted from each other by an angle of 2o. At small scattering angles, the r′′ values
are non-zero and suggest significant non-zero spin-exchange, because the numerator of  r′′, i.e.,
σ{1}, depends on a spin-exchange excitation of approximately 99.6 % of the 3P2 state [63]. This
non-zero, small-angle spin-exchange is also observed at E0 = 12.0 eV with excellent agreement
between the experimental  values  [63,  64] that  is  observed at  higher  E0 values  as well.  It  is
important to note that the near-threshold rapid change in  r′′ from E0 of 11.5 eV to 12.0 eV is
attributable  to  resonances  in  this  energy  region.  On  the  other  hand,  there  are  still  certain
discrepancies  between the experimental  values  and those obtained from the DBSR theory at
angles approximately 70o to 80o for higher E0 values. Nevertheless, the agreement between the
experiment and theory is excellent overall and shows good progress in theoretical modeling. At
higher E0 values, the r′′ ratio approaches zero as the scattering angle becomes smaller, showing
the conventional decrease of spin-exchange. 

Interestingly,  in  the  earlier  work,  the  non-zero  spin-exchange at  small  angles  for  Ne
indicated the unusual orientation of the target excited by electron impact at small angles in the
excitation in which the reversal of the angular momentum perpendicular to the scattering plane
was interpreted [65]. The excitation was the resonance transition of the 2p53s[3/2]1 LS-coupled
1P1 component,  which  is  mixed  to  some  extent  with  the  LS-coupled  3P1 component.  This
excitation via spin-exchange allows the perpendicular angular momentum to reverse, which is
not the case in a direct singlet to singlet excitation. 

The DCS ratios measurements and calculations were extended recently to another rare
gas target, that is Xe [66], for which the agreement between experiments and the DBSR theory is
found to be less than that for Kr. Therefore, further improvement of theoretical approaches is still
necessary for electron scattering processes that involve multi-electron atomic targets as described
in [66].

1 Dr. Oleg Zatsarinny provided the results before his passing in January 2021
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3.4 Chloroform (CHCl3) measurements and the Schwinger multi-channel and molecular complex
optical methods

This subsection presents the latest studies of elastic scattering from polyatomic molecules, aimed
at biologically related molecules. Until now, cross-sections for elastic scattering from numbers of
polyatomic molecules in the gaseous phase have been investigated for several decades; here,
only  two  examples  of  elastic  scattering  from  chloroform  CHCl3 [67]  and  dichloromethane
CH2Cl2 [68] are mentioned, highlighting the recent experimental investigations compared to the
results of theoretical models. Both molecules are halogenated derivatives of methane and their
elastic scattering DCSs were measured using the relative flow method (RFM) with helium (He)
as the standard gas. The RFM is a well-established technique, but this experiment ensured that
the gas beam profiles of He and CHCl3 were the same by employing a thin aperture gas target
source [55]. In addition, the gas beam could be rotated in and out of the collision center, which
allowed accurate backgrounds from secondary elastically scattered electrons to be determined.
The electron beam value was calibrated by measuring the He- 22S resonance at 19.366 eV [69] to
within 0.05 eV. The DCSs were obtained with two experimental setups and were overlapped at
energies of 20 and 30 eV. The experimental data at low energy were compared with the results
from  both  the  SMC  method  with  pseudopotentials  in  the  static-exchange  plus  polarization
approximation (SMC-SEPP) and the molecular complex optical potential (MCOP). Unlike the
close-coupling  models  discussed  in  the  previous  sections,  these  theoretical  approaches  are
perturbative and thus, applicable only over limited energy ranges. The comparison results show
reasonable agreement around E0 of 10 and 15 eV, which is observed typically for the SMC-based
calculations for most targets. Above the ionization potential of CHCl3, i.e., approximately 11.4
eV [70],  both  models  are  insufficient  because  these  theories  do  not  account  for  the  infinite
number of  Rydberg states’  excitation  channels  that  open below the ionization  threshold.  An
example of DCS values at 20 eV as a function of scattering angle obtained from experiments and
calculations can be seen in Fig. 6(b). At lower energy ranges (approximately below 5eV), the
disagreement between the theoretical and experimental results increases. Nevertheless, the fact
that the SMC theory can model elastic electron scattering from large and complex polyatomic
targets  still  provides  valuable  information;  for  example,  it  is  able  to  model  elastic  electron
scattering from large molecules with a mass  greater than 100 amu, such as xylene [71]. 

4. Recent Advances in Ion Imaging Measurements of Electron-Molecule Interactions

This and the following two sections focus largely on selected experimental advances for studies
of  molecular  dissociation  initiated  by  LEEs.  However,  as  in  previous  sections,  they  include
certain theoretical aspects, and even in some cases, were developed to prove theoretical models
and assumptions. 

In this section, we present ion imaging techniques used to measure kinetic energy and angular 
distributions of atomic and molecular fragments that contain a wealth of information on the 
dynamics of dissociative electron-molecule interactions. The kinetic energy released in the 
dissociation of a TMA provides valuable information about the electronic states and vibrational 
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energy stored in molecular fragments. Further, the angular distribution is determined by the 
orientation of the molecule at the instant of the collision and the dynamics of the transient 
species before and during dissociation. For gas targets oriented randomly with respect to the 
electron beam, the collision process selects preferred orientations of the target molecule 
depending on the initial electronic state and the electronic states of the species excited by the 
collision. The angular distributions of fragments are highly sensitive to the coupled electronic 
and nuclear dynamics of the excited molecule, as it evolves to dissociation via competing 
pathways or nonadiabatic transitions such as conical intersections between the PES of excited 
electronic states [26]. A technological breakthrough to detect charged particles occurred 
following the development and release of microchannel plate (MCP) electron multipliers in 
1971 [72]. It was not until a second crucial breakthrough occurred more than two decades later, 
when fast position- and time-sensitive anodes and readout electronics were developed [73], that 
experiments could image and mass-resolve many ions in parallel simultaneously, separated by 
their different flight times. Early electron-molecule collision experiments relied nearly 
exclusively on single-channel electron multipliers [74]. Precise measurements of energy-resolved
collision cross-sections by electron or ion detection, and angle-differential cross-sections for 
elastic and inelastic electron scattering, as mentioned in the previous section, were achieved 
using energy-dispersive spectrometers to transmit and count a small fraction of the electrons 
selectively or ions within the specific momentum range of interest. Prominent examples of these 
pioneering experiments include the electron impact ionization reported earlier [75] and the DEA 
experiments [76] that used single-channel electron multipliers for angle-differential ion 
detection. These angle- and energy-differential cross-section measurements of electron-molecule 
collisions laid the foundation that allowed experiments[Azria, R., Y. Le Coat, and D Simon. 
“Dissociative Electron Attachment on H2S: Energy and Angular Distributions of H- Ions.” 
Journal of Physics B: Atomic and Molecular Physics 12, no. 4 (1979): 679.

doi: 10.1088/0022-3700/12/4/016; Cadez, I, M Tronc, and R I Hall. “Dissociative Electron 
Attachment in CO: Angular Distribution of the O- Ions.” Journal of Physics B: Atomic and 
Molecular Physics 8, no. 5 (April 1975): L73–76. doi: 10.1088/0022-3700/8/5/003.
] to achieve higher energy and angular resolution, many of which are found in comprehensive
reviews [13,77-79].  For  electron  impact  ionization  of  molecules,  electronic  correlations  and
dynamics  in  the  molecular  frame  were  studied  using  complementary  experimental  tools
developed  in  parallel  to  exploit  electron-electron [80-83]  and  electron-ion  coincidence
methods [84]. 

Experimental measurements of highly differential electron collision cross sections benefit from
the  collection  of  a  broad  range  angles  or  energies  in  high  parallel,  which  can  reduce  the
complexity of angle- or energy-scanning spectrometers, and greatly increase the data collection
rate. Imaging MCP detectors allow the position- and time-sensitive detection of electrons and
ions to preserve two-dimensional (2D) momentum information using the detector’s active area,
or three-dimensional (3D) using the detected position and the arrival time of each particle. By
dispersing  the  electron  or  ion  momentum  in  space  or  time,  electron-molecule  collision
experiments  can  achieve  energy-  and  angle-resolved  measurements  for  electrons  or  ions
subsequently, while collecting such data over a broad range of angles and energies in parallel.
This parallelization makes it possible to collect more data during an experimental run, which is
essential for experiments that involve many reaction channels and many degrees of freedom, or
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detect two or more particles in coincidence. We review below some of the recent advances in ion
imaging measurements of electron-molecule collisions. Further information on these techniques
and specific examples can be found in recent general and topical reviews [13,26,85,86]. 

4.1 Velocity map imaging 

Ion imaging systems for electron-molecule collisions are built upon the earlier developments in 
ion imaging detectors [87-91] to measure dissociation products from photolysis, photoionization,
and bimolecular collisions in molecular beams. These early developments allowed spectrometer 
designs to be refined to resolve the electron or ion kinetic energy precisely by mapping all 
particles with the same initial momentum to the same point at the detector by velocity map 
imaging (VMI) [92]. Typically, imaging detectors are insensitive to the direct detection of 
photons with energies below the work function (approximately 4.85 eV for silicon [93]) of the 
front face of the detector. Therefore, many of these experiments were not subject to the 
significant noise background attributable to the scattered or incident radiation. On the other hand,
electron-molecule collisions demand careful consideration of the incident electron trajectory in 
the spectrometer, because the signals desired are often obscured by a background that can arise 
from electrons scattered or transmitted through the gas target, or from secondary electrons or 
ions generated by energetic electrons hitting the surfaces in the spectrometer. Usually, this issue 
is addressed by collecting and trapping the transmitted electron beam effectively, using shielding 
to prevent undesired electrons from reaching the detector, pulsed electron beam and ion 
extraction fields, and/or a magnetic field parallel to the incident electron beam. It is also desirable
to employ weak electric fields in the spectrometer so that fringe fields outside it have a negligible
influence on the electron beam [94,95]. VMI can employ a 2D or a 3D ion imaging detector. 
Depending on the type of detector employed, VMI projects the 3D ion momentum distribution 
onto a 2D map of positions, or a 3D map of positions and time. DEA reactions have been 
investigated by several groups [Krishnakumar, E., Prabhudesai, V. S. & Mason, N. J., Nat. Phys. 
14, 149–153 (2018). | DOI: 10.1038/NPHYS4289; Wang, Xu-Dong, Xiao-Fei Gao, Chuan-Jin 
Xuan, and Shan Xi Tian. “Dissociative Electron Attachment to CO2 Produces Molecular 
Oxygen.” Nature Chemistry 8, no. 3 (March 2016): 258–63. doi: 10.1038/nchem.2427; Jana, 
Irina, and Dhananjay Nandi. “Kinematic Study of O- Ion Formation from Dissociative Electron 
Attachment to SO2.” Physical Review A 97, no. 4 (April 19, 2018): 042706. doi: 
10.1103/PhysRevA.97.042706.] using the time-slicing method to select a thin slice of the 3D 
anion fragment distribution. One alternative to time-slicing is to apply an inversion algorithm 
such as pBasex[G. A. Garcia, L. Nahon, and I. Powis, Review of Scientific Instruments 75, 4989 
(2004). https://doi.org/10.1063/1.1807578] or polar onion peeling[G. M. Roberts, J. L. Nixon, J. 
Lecointre, E. Wrede, and J. R. R. Verlet, Review of Scientific Instruments 80, 053104 (2009). 
https://doi.org/10.1063/1.3126527] to reconstruct the 3D distribution.  

4.2 Reaction microscope ion momentum imaging

Several examples of ion and electron momentum imaging of electron-molecule collisions 
employ the reaction microscope or cold target recoil ion momentum spectroscopy (COLTRIMS) 
approach [96-99]. Reaction microscopes consist typically of one or more grid electrodes to 
terminate the acceleration fields. It is this feature that usually distinguishes reaction microscopes 
from VMI spectrometers. Grid electrodes allow weak fields to be terminated precisely, which 
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helps separate light anions from electrons at the position- and time-sensitive ion detector. 
Reaction microscopes have been employed to investigate DEA reactions for molecular gases and
volatile liquids having a high vapor pressure at room temperature[26], and also some molecules 
with lower vapor pressures, such as uracil[Kawarai, Y., Th. Weber, Y. Azuma, C. Winstead,
V. McKoy, A. Belkacem, and D. S. Slaughter. “Dynamics of the Dissociating Uracil 
Anion Following Resonant Electron Attachment.” The Journal of Physical Chemistry 
Letters 5, no. 21 (November 2014): 3854–58. https://doi.org/10.1021/jz501907d.], 
which was evaporated from an oven to form an effusive beam. Another approach is to form a 
cold target from a molecular jet involving a supersonic expansion of the target gas into vacuum 
through a small nozzle, followed by a skimmer [M. Fogle, D. J. Haxton, A. L. Landers, A. E. 
Orel, and T. N. Rescigno

Phys. Rev. A 90, 042712, https://doi.org/10.1103/PhysRevA.90.042712]. This reduces the momentum
and size of the gas target to improving the momentum resolution in the directions transverse to 
the jet propagation direction. Reaction microscopes are also employed widely for momentum 
imaging of multiple particles in coincidence [99,100]. 

4.3 Selected studies of momentum imaging

A recent example of momentum imaging of H- is shown in Fig. 7(a) [101]. Here the H- fragment
dissociates from the NH2 site of the TMA of formamide (CH3NO) formed by the attachment of
10.5 eV electrons [101,102]. The momentum image and angular distribution in Figs 7(a) and (b),
respectively, are produced using a TOF gate approximately 400 ns wide, to collect all of the H -

ions while excluding most of the background attributable to scattered electrons and heavier ions.
A conical selection gate on the 3D momentum distribution was also used to project a constant
volume  of  3D  momentum  space  into  each  bin  of  the  2D  histogram [103].  The  cylindrical
symmetry  of  the  experiment  was  exploited  by  summing  the  momentum distributions  in  the
positive  and  negative  x-directions,  thereby  symmetrizing  the  data  about  the  electron  beam
direction effectively (vertical in Fig. 7). The electron energy scale and cross-sections measured
by a momentum imaging spectrometer  are calibrated  usually using one or more well-known
molecules [96]. Therefore, the magnitude and direction of the momentum can be determined for
each fragment, and in this case, the magnitude of the H- momentum was found to peak sharply at
approximately 24 atomic units (a.u.), which equates to 5.6 eV in translational kinetic energy. The
H- angular distribution for this channel is sharply peaked near 180o (antiparallel to the incident
electron direction),  with a shallow local minimum at 45o from the incident electron direction
(Fig. 7(b)). 

Fig. 7(c) shows the momentum of the NH2
- fragment produced by DEA to CH3NO at 5.3 eV. In

this case, the magnitude of the anion fragment momentum is less than 20 a.u., or 250 meV in
terms  of  the  translational  kinetic  energy  of  this  fragment.  Given  that  the  thermodynamic
threshold energy for  the simple 2-body dissociation  following the C-N break is  3.6 eV, the
remaining energy greater than 1 eV is distributed into vibrational excitation, rearrangement, or
dissociation of the fragments.  Thus, the fragment kinetic  energy distribution measured offers
insight into the partitioning of translational and internal energy in the dissociating fragments. The
significant internal motion initiated by 5.3 eV electron attachment to CH3NO is supported further
by the NH2

- angular distribution in Fig. 7(d), which exhibits a broad peak near 90o relative to the
incident electron direction. Electron scattering calculations were employed here to determine the
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electron attachment probability in the molecular frame. By averaging the attachment probability
distribution  computed  around any chosen direction,  such as  the C-N bond direction  and the
electron  beam  direction  as  well,  the  laboratory-frame  fragment  angular  distribution  can  be
predicted within the axial recoil approximation, which assumes that the dissociation coordinate
does not rotate. The black curve and the blue dot-dashed curve show the results of complex
Kohn electron scattering calculations [101] that yield the angular distribution of NH2

- for two
different Feshbach resonances of A’’ and A’ symmetry, respectively. The green dashed curve
shows the result for the A’ resonance with a 30o rotation of the dissociation axis to larger O-C-N
angles,  which simulates the internal motion of the molecule before dissociation.  The angular
dependence  of  dissociating  fragments,  even  if  it  is  nearly  isotropic  as  in  the  present  case,
provides crucial information about the dynamics of the TMA.

An existing high energy resolution electron-molecule collisions apparatus was modified recently
[104] to measure kinetic energy and angular distributions of anionic fragments by velocity slice
imaging. Velocity slice imaging uses the VMI method, but an appropriate electronic or software
gate on the 3D momentum distribution allows the kinetic energy and angular distributions to be
extracted without an inversion algorithm [92]. Using this setup, the symmetry of DEA shape
resonances in planar and nonplanar chlorinated hydrocarbons was investigated, as well as the
role of dynamical coupling of σ* and π* electronic states of the TMA [105]. We review two
examples  of  these  results  in  Fig.  8,  which  shows  the  velocity  slice  images  and  angular
distributions of Cl- fragments produced in DEA to vinyl chloride (C2H3Cl) in Fig.s 8(a) and (b)
and allyl chloride (C3H5Cl) in Fig.s 8(c) and (d). Electron attachment to the planar vinyl chloride
molecule  at  1.3  eV  forms  an  anion  shape  resonance  of  a’’  (π*)  symmetry.  The  electron
attachment  probability  is  expected  to be the highest  when perpendicular  to  the plane of  the
molecule. The antibonding orbital has a node in the molecular plane enforced by this symmetry,
which prevents direct dissociation of the C-Cl σ-bond in the planar geometry. The Cl- angular
distribution  measured  has  sharp  peaks  at  90o and  270o orthogonal  to  the  incident  electron
direction, which suggest strongly that the dissociation proceeds very near the planar geometry,
with small deviations of the dissociation axis from the molecular plane. 

In contrast to vinyl chloride, the velocity slice image (Fig. 8(c)) and angular distributions (Fig.
8(d)) for DEA to the nonplanar allyl chloride molecule show that Cl- is released in directions
parallel and antiparallel to the electron beam direction. This is consistent with the fact that allyl
chloride has a high probability of electron attachment to form the σ* transient anion when the
molecule  is  oriented  with  the  C-Cl  bond  parallel  to  the  incident  electron.  The  TMA  then
dissociates directly by the C-Cl break. 

Many recent ion imaging advances have built upon the early and interim developments to study
ionization  processes  upon  charged  particle  impact [85].  Electron-impact  ionization  can  be
investigated in great  detail  by imaging one or more electrons  and ions in coincidence using
dedicated electron and ion detectors in a reaction microscope shown in Fig. 9(a) and a set of
experimental conditions to ensure that the electrons and ions detected derive from the ionization
of one isolated molecule or cluster [106]. This approach allows specific ionization processes to
be isolated and analyzed, even if many open dissociation channels are present. 
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For example, dissociative double ionization upon an electron collision with a molecule leads to
two  ionic  fragments  that  can  be  detected  in  coincidence  together  with  one,  two,  or  three
electrons.  This  approach was used recently  to  isolate  (Fig.  9(b))  and study the dynamics  of
intermolecular Coulombic decay (ICD) in the water-tetrahydrofuran (THF) dimer [100], which is
a simple model of a hydrated biomolecule. ICD is an ultrafast intermolecular electronic process
that allows the nonradiative relaxation of an excited molecule in an environment by transferring
energy to a neighboring molecule.  In this  study, electron  impact  ionization causes an inner-
valance  electron  to be emitted from the water molecule  in the dimer,  after  which a valence
electron  from  the  water  molecule  fills  the  inner-valence  vacancy  and  transfers  the  energy
difference to the neighboring THF molecule, from which a low-energy ICD electron is emitted
[100]. The resulting water and THF cations dissociate in a Coulomb explosion, and the THF
cation may undergo subsequent dissociation processes such as hydrogen loss. This process was
identified by comparing the kinetic energy spectrum of electrons detected in coincidence with
H2O+ and either C4H8O+ or C4H7O+ ions with the spectrum of inner-valence ionization of water
monomers. The analysis revealed an enhancement in the yield of LEEs that is a clear signature of
ICD.  

5. Importance of Neutral Detection in Electron Scattering Processes 

In  addition  to  information  about  the  dynamics  of  dissociative  electron-molecule  interactions
presented in the previous section, identification of the products that result from electron impact
dissociation of molecular targets in their gas phase and determination of their cross-sections have
always been fundamentally important to describe the nature of the scattering process. Further,
knowledge  of  these  species’  production  can  be  used  in  computational  modeling  of  related
processes for various applications, including radiation, cluster, and plasma sciences. Since the
invention of mass spectrometry [107], this technique has provided a detailed description of the
formation of the dissociation products, their yields, and appearance energies [108]. Most of the
experimental effort has been focused on measuring cations and anions because of the relative
ease of detecting charged species in a mass spectrometer. However, electron collision-induced
dissociation can lead to one or more neutral fragments of the target molecule. The fragments that
are formed may contain at least one unpaired electron in their structure, so they are referred to as
free radicals. Because radicals are more reactive than the target molecule usually, they can lead
to other secondary processes upon interaction with adjacent molecules. However, it has been
particularly challenging to identify them because of technical  limitations  in detecting neutral
products, particularly those in their electronic ground state. In the past, several different methods
have been used to overcome this drawback. Here, we will focus on one of these methods in
which mass spectrometry is used to probe the neutral products formed when electrons strike
molecular targets. This method was used recently to detect neutral products attributable to the
DEA  process  [109].  Therefore,  we  review  some  of  the  historical  developments  in  neutral
detection briefly, and focus primarily on a mass spectrometric technique based on which the
initial  results from DEA to CCl4 were observed. However, other methods that aid in neutral
dissociation have been developed, and are mentioned also. 

5.1 Initial efforts in detection of neutral dissociation products 
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Experimental  detection  of  neutral  products,  such  as  excited  species  or  free  radicals, is
challenging  because  they  cannot  be  accelerated  in  electrostatic  fields  above  the  detection
threshold  energy  required  by  many  types  of  detectors  and  they  may  have  finite  metastable
lifetimes shorter than their time of flight in an experiment. In addition, in the case of radicals that
are often produced in their ground electronic state, their detection presents a challenge because
they  are  highly  reactive  as  well.  Even  so,  the  first  attempts  to  detect  radicals  by  mass
spectrometry were reported in the early 1950s [110]; however, other methods had been used
already  several  decades  before  to  detect  the  ground-state  neutrals  formed  from  molecular
dissociation [111]. 

In the early mass spectrometric  works,  free radicals  from a series of molecular  targets were
detected  usually  as  products  of  several  reactions,  such  as  heterogeneous  and  homogenous
thermal decomposition, combustion, electrical discharges, and reactions with excited ions. To
detect them, a molecular beam that contained different products of the reaction under study was
introduced into the ionization region of a mass spectrometer and subjected to electron collision.
To distinguish the radicals formed in the initial reaction from those of the same molecular weight
that resulted from the electron dissociation of other reaction products, two methods were used in
a mass spectrometer [110]. The first was based on the fact that the ionization energy of the free
radical is lower than the energy needed to produce the same radical from the molecular target,
i.e., the so-called "appearance energy". Thus, more energy is required to dissociate and ionize the
molecular target to form the radical than simply to ionize the radical. The difference in energy
for both corresponds to the bond dissociation energy, which typically is approximately 3 - 4  eV.
Therefore, using an energy above the ionization energies of the free radicals, but lower than its
appearance  energy,  will  allow detecting  the radicals  from the  initial  reaction.  The nature  of
radicals based on their molecular weight and ionization potential was deduced previously for a
series of hydrocarbons [111,112]. In these experiments, the molecular target was subjected to a
200 eV electron impact,  and the fragmented neutrals  were identified by varying the electron
energy of the second electron beam, which could be continuous or pulsed [113]. 

In  the second method,  higher  energies  were used,  i.e.,  in  the range of  50 – 200 eV,  which
corresponds to the energies with the maximum cross-section for ionization of gas-phase targets.
The ion yield for the free radical formed in the initial reaction was compared to the yield that
originated  from  the  electron  impact  dissociation  of  the  molecular  target  without  the  initial
reaction applied, so the mass spectrometer acted as a standard residual gas analyzer. Both yields
were subtracted from each other, and the resulting value was attributed to the signal from the free
radicals  the  initial  reaction  produced.  Because  the  branching  ratio  of  the  products  from the
molecule can change slightly from one experiment to another, this method was unsuitable for
low concentrations (less than several percent) of radicals. However, it was used extensively to
detect radicals as their ionization cross-section was much higher than in the first method. As
mentioned  previously,  this  method  was  used  primarily  to  detect  the  radicals  from  specific
reactions, while the first attempts were used to detect neutral products of the electron impact
scattering for the molecular target, such as ammonia [114] and water [115]. 

In one of these early studies, the total and partial cross-sections were measured for all ionic and
neutral products that originated from water vapor at the electron impact of 100 eV. The detection
of free radicals was achieved using the dual-beam and high transmission ion sources in a mass
spectrometer (Fig. 10(a)). The basic principle of such an experimental arrangement with two
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filaments  was to  produce neutral  or unstable  species  in  the first  ion source and ionize  them
subsequently in the second ion source. The distance between two electron beams emitted from
the filaments  was approximately 2.5 mm to reduce the transition time of products  from one
source to another. A molecular target was introduced through the inlet and entered into the first
ion source in which specific products were produced by adjusting the energy of the electron
beam. For example, with energies below the target’s ionization energy, free radicals, anions, or
excited  species  were  formed.  The  products  formed  there  diffused  through  a  slit  that  had  a
diameter of a few microns into the second ion source where they were ionized by sufficiently
high energy to be detected by the mass spectrometer.  Optionally,  by applying potential  with
different polarities to the ion repeller in the first ion source, anions or cations were allowed to
pass to the second source. Such a set-up was tested primarily to detect the excited states, i.e., the
1s2s level of He [116], and later, it was used for other molecular targets. For example, in the case
of the dissociation of water induced by 100 eV electrons, it was estimated that the majority of the
products consisted of cations, and nearly one-third were neutrals, and the abundance of anions
was approximately three orders of magnitude lower than that of the other species [115]. While in
the case of the dissociation of ammonia,  approximately 40% of the products of the electron
impact consisted of neutrals. Later, a similar dual-chamber approach was used to study the mass
spectrometry of neutral formation from the electron impact of aromatic compounds [117] and
other simple hydrocarbons [118-120], as well as more complex compounds such as tetramethyl
derivatives [121]. 

The plasma community has been using this methodology largely to measure cross-sections and
detect radicals derived from electron impact in the gas-phase of halogenated compounds such as
methane (CH4)  [122,123];  carbon tetrafluoride  (CF4)  [124];  silicon tetrafluoride  (SiF4)  [125];
trifluoromethane (CHF3) [126], and sulfur hexafluoride (SF6) [127,128]. In these plasma studies,
this  methodology  is  known  as  "appearance  mass  spectrometry"  because  it  is  based  on
measurements of the appearance energy of the radicals formed from the target’s dissociation,
which is compared to the ionization energy of the same radical [129]. Further, it is still used in
the diagnostics of neutral species in plasmas [130]. Surprisingly, most of these studies identified
neutrals from the electron impact processes that occurred at higher energies. Only some reports
mentioned the possibility  of using the electron beam at  energies  as low as 6 eV, where the
energies in neutral dissociation and the DEA process can occur, in the first ion source to produce
free radicals, anions, or excited species [116]. 

5.2 Neutral detection from DEA to carbon tetrachloride (CCl4)

As mentioned above, the possibility of neutral detection at low energies was stated in an early
work, but no experimental data were provided [116]. As a result, no studies on neutral detection
from the  gas-phase  DEA process  were  reported  until  2017,  when  a  method  similar  to  that
described in a previous subsection was used to detect  neutral  products from DEA to carbon
tetrachloride (CCl4) near 0 eV electron impact [109]. However, it is important to mention that a
study was conducted approximately four decades ago in which the detection of radicals from this
low-energy process was attempted.  In this  study, radical  fragments were measured indirectly
from the low-energy (<0.5 eV) electron impact  on CCl4,  CFCl3,  and C2F2Cl2 by using a hot
filament as an electron source and the off-line method was used to detect products that were
collected after the experiment [121]. Radicals produced from these compounds were determined
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based on potential radical-molecule reactions or reactions among all products, and on reaction
enthalpies,  which  were  calculated  using  the  heats  of  formation  of  the  various  species.  For
example, in the case of CCl4, it has been deduced that the CCl3 radical and neutral species of
CCl2 are the most abundant products formed by electron attachment to the target molecule [121].
In contrast, a more recent study, which probed the potential fragments that resulted from gas-
phase DEA to CCl4 near 0 eV, reported only the formation of CCl3 radicals [109]. 

In this recent study, only one filament was used rather than two ion sources with two filaments,
as was used in the previous double chamber studies; instead, two steps with specific parameters
of  the  ion  source  were  iterated  over  many  cycles  (Fig.s  10(b)  and (c)).  Further,  after  their
ionization,  the radicals  were analyzed by a  mass  spectrometer,  as  was the  case  earlier.  The
electron beam that was formed was pulsed, and had alternating energies that corresponded to the
energy of the DEA process in the first  step and to the energy that is sufficient to ionize the
radicals that are formed in the next step. Then, the signal at the specific mass to the charge ratio
or the entire mass spectrum was recorded by a quadrupole mass spectrometer. Next, these two
steps, in which the electron energy and the length of pulses could be set for each step, were
repeated over many cycles, and the signal was integrated. 

Two types of experiments were performed in this recent study. In one, the electron energy in the
first step was increased in each cycle over the electron range between 0 and 3 eV, while the
energy in the second step was constant at 11 eV throughout the experiment (Fig. 10(c)). In the
second experiment,  the electron beam was scanned over the energy range at which the DEA
process is expected, and, in the second step, the electron energy was scanned in a wide range to
determine the energies at which the radicals produced from the DEA were detectable. In the first
step, the signal was integrated over a range of energies because choosing one energy, e.g., 0.5
eV, resulted in a small number of counts that would require a relatively long time to acquire. The
drawbacks of a long acquisition time are that it is time-consuming, and the electron beam and
other electronic parts of the ion source can become unstable. 

Fig. 11 shows the electron impact yield of CCl3,  in which the signal from the first step was
collected over the energy range from 0 to 3 eV, and the energy of the second step was scanned
between 6 and 11 eV. The ionization energy of CCl3 was determined to be 8.5 eV, which was in
good agreement with the results of previous studies. In addition, the fig. presents the yield of
CCl3

+ formed by the electron impact dissociation of neutral CCl4 measured by the conventional
method  without  the  first  step  to  induce  DEA.  Further,  the  lifetime  of  the  CCl3 radical  was
estimated  in  this  study, and other  products that  can originate  from CCl3 fragmentation  were
identified by comparing their appearance and ionization energies. However, in this study and any
other studies in which a hot filament has been used for ionization, it is very important to consider
that thermal dissociation of the target molecule can occur close to or at the filament [131]. To
avoid such thermal effects, other ionization techniques can be used to detect radicals, as has been
shown for desorbed species produced in DEA to the molecular targets in the condensed phase, in
which photons were used to ionize the products [132,133].

5.3 Neutral detection by other techniques

Experimental methods, other than the above two ionization methods by electrons and photons,
can be used to determine radicals from the processes caused by the electron impact. One such
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method uses specialized detectors based on rare gas matrices that can detect certain metastable
species selectively [134]. However, there are only a few reports in which this type of detector
was used. For example, in one recent study, such detectors were used to investigate metastable
fragments, i.e., O(1S) and CO(a3Π), formed through to the dissociative excitation of methanol in
the electron energy range from their appearance energy to 100 eV [135]. 

In another method, vacuum ultra-violet (VUV) emissions from the excited neutral products were
registered to obtain atomic spectra, thus providing information about the dissociation of chemical
bonds attributable to electron collisions. Recently, this method was used to investigate photon
emissions from the fragments of two biomolecules, i.e., thymine [136] and adenine [137], that
collided  with  electrons  over  a  wide  energy  range,  in  which  an  excited  hydrogen  atom was
released, so-called H loss. Although no signal corresponding to the DEA process was observed,
which is expected in the case of H loss from each biomolecule [138,139], a weak, broad feature
was observed at 5 eV in the adenine study [137]. As discussed in that work, the appearance of
this feature may be associated with a neutral dissociation process in adenine. 

In contrast  to atomic fragments,  fluorescence emission by molecular  fragments is rare in the
VUV photon region; therefore, other techniques could be used for this purpose, such as Fourier
transform infrared spectroscopy or laser-induced fluorescence (LIF). It is important to note that
the latter has been used previously to detect the ground state OH(X2Π) following electron impact
on a water molecule over an energy range from threshold to 300 eV  [140]. Interestingly, this
study  attempted  to  determine  the  contribution  of  OH  radicals  produced  from  DEA  by
deconvoluting the excitation function for OH(X) near the threshold. Therefore, it is still of great
importance to adopt or develop novel techniques for neutral detection to provide new and more
precise  measurements  of  the  fragments  that  originate  from the  DEA  process  to  understand
electron impact processes on molecules better. 

6. Experiments with Clusters: Unraveling solvation effects upon electron attachment 

This section extends technical aspects of electron scattering on isolated targets and approaches
conditions in which environmental effects must be taken into account. To do so, LEE studies
with clusters are necessary. From the perspective of microphysics,  clusters are aggregates of
atoms or molecules that range from several individual atoms or molecules to aggregates large
enough to be referred as bulk matter [141]. This borderline between isolated atoms or molecules
and bulk matter makes clusters of great interest in chemistry and physics because the properties
(i.e., melting point, ionization energy, etc.) may change from that of an isolated species to bulk
matter when simply transitioning from one size to the next [142]. Because clusters can be formed
from  any  atom  or  molecule,  different  classes  of  clusters  can  be  defined.  One  common
classification is based on binding energy of the cluster constituents [143]. The weakest bonds
found in clusters are those for rare gases; e.g., helium droplets have a bond energy of only 0.6
meV formed by weak induced dipole interactions [144]. A stronger bond (but still considerably
lower than the typical  chemical  bond) is  found for hydrogen-bonded clusters,  which show a
typical bond energy of several hundred meV. The clusters discussed in this section are hydrogen-
bonded, which is an important aspect of electron collision studies. In the electron attachment
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process,  an incoming low-energy electron  with a  typical  kinetic  energy of up to several  eV
attaches to a target, i.e., the energy released in the target system (comprised of this initial kinetic
energy and the electron affinity of the target) remains on the order of molecular bond energy and
leads to dissociation [145,146]. However, in a cluster environment, a considerable amount of
energy can be removed by the evaporation of the cluster constituents before the molecular bonds
cleave.

A  well-established  experimental  method  to  generate  molecular  clusters  is  based  on  the
supersonic  expansion  technique  [147].  This  method  uses  the  expansion  of  pressurized  gas
through a small  nozzle orifice into a high vacuum. The gas is cooled during this  expansion,
which allows clusters to form when this intrinsic cooling mechanism leads to a local temperature
at the level of binding energies of the clusters. Because the local speed of sound depends on the
square  root  of  the  temperature,  the  expansion  becomes  supersonic.  Nucleation  leads  to  the
release of condensation heat, which is compensated for by evaporative cooling of the cluster by
evaporation of weakly-bonded cluster constituents. Before the cluster beam can be crossed with
an electron beam, it must pass a skimmer to avoid interference of clusters with shock waves
present at the edges of the expansion [148]. For a typical cluster expansion used to generate a
molecular target clustered with several water molecules, a vapor of the target molecule and water
vapor are co-expanded within excess of a seeding gas, which is a rare gas typically. Then, the
mean cluster size can be controlled in practice by varying the pressure of the seeding gas. As the
general law for the mean cluster size describes [149], two other ways to vary the mean cluster
size are to lower the gas temperature before the expansion, which is impossible for gases that
condense easily, such as H2O, or change the nozzle size. However, the latter is experimentally
rather laborious because the experiments are run under high vacuum. 

In electron attachment experiments, the skimmed cluster beam is crossed with an electron beam
of  variable  energy.  Anions  formed  are  analyzed  subsequently  by  a  mass  spectrometer,  as
discussed in the previous subsection. Fig. 12 shows a schematic of the experimental setup that
was used to study electron attachment to hydrated pyrimidine clusters [150]. This cluster source
was built  using a relatively simple construction kit  that included gas valves,  tubes,  and tube
fittings. This design allows the assembly to be adapted easily and is beneficial for samples with
different vapor pressures [151]. After it passes the skimmer, the target beam is crossed with an
electron beam formed by a heated filament. The product anions formed are then extracted from
the ion source by an electric field and focused on the entrance of the mass analyzer. In Fig. 12,
the  scheme of  a  double-  focusing  mass  spectrometer  in  reversed  Nier  Johnson geometry  is
shown, in which the momentum of anions is analyzed first by a magnetic sector field, followed
by an electric sector field that acts as an energy analyzer. To detect the anions, a channeltron-
type secondary electron multiplier is used. Such typical crossed beam arrangements for electron
attachment studies with molecular clusters were used extensively in the 1980s and 1990s to study
the formation of anions from simple molecules such as H2O and O2, as well as small halogenated
compounds (see review [152]). Such cluster studies continued at the beginning of this century;
however, in these studies, extended experimental techniques were used as well, such as using
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photoelectron  sources  to  generate  LEEs  with  very  high  energy  resolution  [153,154],  or
embedding target molecules in helium droplets and studying processes at 0.37 K [155,156].

Further, in this context, previous pioneering experiments with clusters of biological relevance
that  used  transfer  reactions  of  bound  (Rydberg)  electrons  should  be  mentioned  [157,158].
Compared to free-electron attachment, Rydberg electron transfer offers post-stabilization of the
TMA by the transfer agent. Therefore, even a very weakly-bonded electron that is captured far
outside the molecular frame by sufficiently large dipolar forces can be detected. This has allowed
relevant conclusions to be drawn for the situation, in which a free electron is captured as well. In
recent years, the study of electron attachment processes in micro-hydrated clusters has received
further  attention  [159-162],  as  clusters  can  be viewed as  a  basic  model  system of  radiation
damage of biologically relevant molecules in the condensed phase [100,106]. The latest results
for two nitroimidazole-based radiosensitizers  in the gas phase and embedded in clusters,  so-
called micro-hydration, are presented here. 

6.1 Electron attachment to gas-phase and clusters containing nitroimidazolic molecules

Surveying the potential action of many radiosensitizers showed that nitroimidazole compounds
were among the proposed potential  candidates because the enzymatic reduction that involves
electron transfer activates them [163]. Recently, the attachment of low-energy electrons to two
gas-phase nitroimidazolic compounds, nimorazole (C9H14N4O3, referred to hereafter as NIMO)
and  misonidazole  (C7H11N3O4,  referred  to  hereafter  as  MISO),  was  investigated  with
experimental  crossed-beam  experiments  combined  with  quantum  chemical  calculations
[159,160].  These  electron  attachment  studies  were  intended  to  determine  the  fundamental
molecular properties in electron reduction reactions on the molecular level. The results showed
that both compounds, NIMO [159,164] and MISO [165], formed an undissociated molecular
radical anion that is detectable on typical timescales of mass spectrometric detection in the range
of  several  microseconds.  Based  on  the  calculations,  the  formation  of  the  molecular  anion
compromises electrons with energy near 0 eV, as expected because the excess energy in the
TMA is too high at higher electron energies. However, near 0 eV, the electron affinity and the
small  surplus  from the kinetic  energy of  the  electron  released  can be accommodated  in  the
vibrational degrees of freedom within the molecule (84 vibrational degrees of freedom for NIMO
and 69 for MISO). Interestingly, the difference between both compounds is the availability of
dissociation channels near 0 eV. In the case of NIMO, the intensity of DEA signals is relatively
weak at such a low energy, indicating considerable energetic barriers or vibrational excitation of
the neutral. Thus, autodetachment is the only effective competitive channel to prevent stabilizing
the TMA. In contrast, in the case of MISO, several DEA channels at low energies were detected.
The most abundant three anions formed upon DEA were NO2

–, the anionic fragment, in which
MISO lost CH2 and NO2, and OH–. Therefore, it was proposed that the latter two are formed via
molecular rearrangement. For  NIMO,  NO2

– was the major fragment anion as well, which is a
common fragment anion in DEA to nitroimidazoles [166,167]. However, the  NO2

– anion was
formed  with  the  highest  yield  at  approximately  3  eV  and  with  a  relatively  small  yield  at
approximately  1.5  eV.  To determine  the  mechanisms  responsible  for  this  fragmentation,  the
TMA states (shape resonances) were calculated and the cleavage of the C–NO2 bond upon DEA
in a two-step process was proposed [168]. In the first step, electron attachment to the π* orbital
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induces vibrational relaxation and thereby the population of the corresponding dissociative σ*
resonance  through  the  π*/σ*  vibronic  coupling  mechanism  [168,169].  This  model  is  fully
applicable to explain the formation of  NO2

–  at both energies (~1.5 and ~ 3eV) for  NIMO and
MISO.  Near  0  eV,  a  similar  mechanism  may  be  applied;  however,  the  DEA  channel  is
energetically  possible  only  for  MISO,  while  for  NIMO, the  single  bond  cleavage  is  an
endothermic process with a threshold of +0.53 eV [159,160]. 

Thereafter,  the  gas-phase  results  above  were  compared  to  those  for  micro-hydrated
radiosensitizers.  As  expected,  the  undissociated  parent  radical  anion  remained  the  abundant
product anion in cluster experiments because the molecular cluster environment can serve as a
heat sink. Moreover, the mass spectra showed the parent radical anion of NIMO and MISO with
several  water  molecules  attached [159,160]. Following semi-empirical  laws for  the  resulting
mean size of the cluster distribution, the mean number of water molecules attached increased as
the pressure of the seeding gas increased [159]. The calculations performed on structures for the
anionic  NIMO hydrated  by water  showed that  the anion becomes  increasingly  stable  as  the
number  of  water  molecules  attached  to  it  increases  [159].  Despite  different  conformers
considered,  the  trends  in  the  energetics  overall  were  always  the  same.  This  is  because  the
electron affinities of NIMO hydrated by one water molecule increased in energy to the range of
1.36 - 1.76 eV, while for NIMO hydrated by two water molecules, it increased to the range of
1.53  –  1.96  eV  [159].  By  comparison,  the  electron  affinity  of  the  isolated  molecules  was
calculated  to  be  of  1.31  eV  [170].  In  addition,  the  calculations  showed  that  the  vertical
detachment energy (VDE) of the NIMO anion also increased as the number of water molecules
increased. Specifically, adding one water molecule increased the VDE to 1.83 – 2.32 eV, and the
presence of two water molecules increased the VDE to 2.11 – 2.64 eV, while for the bare NIMO
anion, the VDE was calculated to be of 1.68 eV [159].

With respect to the fragmentation channels upon electron attachment to NIMO and MISO, a
drastic quenching of the NO2

– anion yield was observed upon micro-hydration. The ratio of the
NO2

–/parent cluster anion yield for NIMO as a function of the cluster mean size is shown in Fig.
13 and for MISO is shown in Fig. 14(a). Both dependencies are quite similar, and the ratio shows
a decrease by 1-2 orders of magnitude already by micro-hydration with three water molecules.
This effect may be attributable to insufficient energy provided to the molecule for it to dissociate.
Potential  mechanisms of the anion stabilization may include the caging of the released  NO2

–

fragment anion and/or ultrafast quenching of excitation in the radiosensitizer’s TMA. In mixed
cluster  anions  that  contain  NIMO and  water,  it  can  be  expected  that  the  excess  charge  is
localized at the NIMO compound because of the significantly higher electron affinities compared
to small water clusters [171]. Further, the yield ratio of the two products, i.e., NO2

– and OH–, and
the undissociated cluster anion showed different trends (Fig. 14(a)). The trend for the fragment
with  OH–  is  relatively constant  with respect  to  the number of water molecules  in the parent
cluster, indicating independence of the hydration stage and that quenching DEA channels in this
reaction is not applicable. In contrast, a decreasing trend was reported for NO2

–, indicating that
this  DEA  channel  is  diminished  by  hydration  greatly.  The  calculations  of  both  reaction
energetics  provided  a  hint  about  the  unusual  behavior  observed  in  the  experiment.  The
corresponding theoretical results are shown in Fig. 14(b). While the DEA process that produces
OH– is nearly thermoneutral for the neutral molecule, it becomes more exothermic as the number
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of  water  molecules  in  the  clusters  increases.  This  effect  has  its  origin  in  the  energy  gain
attributable to hydration of the hydroxyl anion and can be expected to be universal because it is
independent of the precursor TMA from which OH– is released [160].

Considering the general physical phenomena of electron attachment processes in such systems,
the de Broglie wavelength of the incident LEE is large, e.g., for approximately 3 eV electrons, it
amounts to 0.7 nm. Therefore, even in a large water matrix with an embedded target molecule,
the probability that electron attachment will occur at the target site, if the target is a so-called
electron-affine compound, is highly feasible. Further, compared to the water molecule, which has
a relatively low cross-section for (dissociative) electron attachment [172], nitroimidazole-based
molecules exhibit larger cross-sections, and thus, represent ideal targets for electron reduction
under solvated conditions.

7. Conclusions and outlook

Research on electron scattering processes is a well-established field that has witnessed several
significant scientific breakthroughs since JJ Thompson discovered the electron in 1897. These
discoveries  transformed  the  frontier  of  physics  and  still  have  a  major  influence  on  the
fundamental and applied sciences. Because there is already an enormous amount of scientific
literature  on this  type  of  study,  in  this  colloquium paper,  we provided the current  status  of
experimental and theoretical knowledge related to the field of gas-phase electron scattering only
for  the  selected  topics  that  lie  within  the  authors’  expertise,  but  are  based  on collaborative
research with several international laboratories. However, the selection of these topics was also
chosen purposely to present a handful number of examples of recent frontline experimental and
theoretical studies that still have open questions or need to be improved and developed further. 

In  summary,  the  developments  in  theoretical  methods  for  electron  scattering  have  been
accompanied inseparably by progress in experimental work, and their close interplay is essential
for any further improved understanding and description of electron-induced processes. Because
of the atomic and molecular physics community’s increased interest in DEA and the usefulness
of  these  processes  in  related  research  areas  and  applications,  we  focused  on  the  recent
development of theoretical modeling and presented its current status and challenges as well. As
stated  above,  adapting  contemporary  MxQC  techniques  to  DEA  problems  is  an  important
advance, as it permits simulations to be performed in full dimensionality.  As outlined in this
colloquium  paper,  the  first  applications  addressed  systems  with  12  (iodoethene),  18
(chloroethane),  and 30 (5BrU) vibrational  modes,  in  addition  to  the considerable  number of
electrons and even of anion states, at least for 5BrU. The dimensionality of the complex PESs is
a major bottleneck for DEA models, and the approaches proposed, based on the FSSH and AIMS
methods make the numerical effort comparable to those of photochemical problems. As can be
anticipated,  the breakthrough in dimensionality  comes with a  price.  Using QC techniques  to
approximate the real part of the complex PES is essential for performance, but it carries some
limitations. The MxQC dynamics cannot account for non-local dynamics, and considering broad
resonances would be difficult even in local approximation. The occurrence of pseudo-continuum
states in the QC calculations must be avoided as well, which hinders the use of diffuse basis sets
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and hence the inclusion of DBSs in the active space. Finally, more complex reaction pathways
and branching ratios could make modeling the local width as a function of the resonance position
a challenging task.

Nevertheless,  some of  these limitations  would plague any DEA model.  The highly accurate
methods are somewhat limited to the number of vibrational modes and anionic states, as they are
challenged  by  many-mode  reactions.  One  of  the  primary  motivations  to  extend  the  MxQC
techniques to DEA problems was the biological effects of electron-induced processes. Since the
seminal work on LEE-induced DNA damage [173], a considerably large amount of DEA data
have been obtained for isolated biomolecules, clusters, and even condensed systems, and theory
has barely touched upon most of those data, as far as DEA simulations are concerned. Despite
the difficulties in calculating accurate cross-sections magnitudes outlined above, the MxQC DEA
simulations described the energy dependence of the experimental cross-sections for polyatomic
systems consistently. To that extent, they can be viewed as an essential step to bridge the gap
between theory and experiment.

To explore this bridge further, we surveyed the experimental progress made in the past several
years that provides measurements of cross-sections, largely DCS and DCS ratios, to test electron
scattering from a range of targets modeled by several frontline theoretical calculations in atoms
and molecules.  The survey showed areas where the models essentially  represent the electron
scattering  process  accurately  and  those  where  much  progress  is  needed,  for  complex  multi-
electron targets, e.g. Kr, or targets with complicated open-shell structures, e.g., CO. 
It is essential to investigate other targets, including atomic and molecular targets, for both elastic
and  inelastic  electron  scattering  DCSs  to  maintain  this  experimental  effort  to  test  theory.
Specifically, for atomic targets, re-measurements of the DCSs for Kr and Xe excitations from the
ground state np6 to the np5 n+1p excitations are suggested, which would allow new benchmark
results to be compared with the DBSR theory and earlier work [64,174]. For diatomic molecules,
doubly-differential  cross-sections  of  ionized  H2 would  be  a  good  example  to  test  the  CCC
methods, as was performed for He [175]. There is also a paucity of data for elastic and inelastic
scattering from O2, NO, NO2, N2O, and CO2. In particular, vibrational excitations of CO2, the
prominent  greenhouse  gas,  would  be  important  from  the  applied  perspective  of  electron
scattering  processes  in  atmospheric  physics.  Further,  such  studies  need  to  be  extended  to
polyatomic targets of interest in elastic scattering, such as carboxylic acids, including formic,
acetic, propionic, and butyric acids, to examine the COOH radical. Moreover, several studies on
polyatomic  targets  require  further  work  in  elastic  and  inelastic  scattering  to  standardize  the
inelastic  DCSs measured previously,  e.g.,  studies of a polyatomic with a resolvable inelastic
structure,  such  as  benzene,  ethylene  [176-178],  or  H2O  [179].  A  broader,  but  important,
perspective would be to measure DCSs for other molecular systems such as atmospheric and
interstellar molecular constituents as well as biomolecules. Studies of electron collisions with
such  complex  targets  have  shown  considerable  progress,  but  still,  limited  information  is
available.  Therefore,  in  this  colloquium  paper,  we  stressed  the  importance  of  advancing
instrumentation to explore electron scattering phenomena further. In recent years, the atomic and
molecular  physics  community  has  witnessed  several  developments  and  improvements  in
instrumentation.  However,  not  only because of  the limit  in  the scope of  this  paper  but  also
because of the growing interest in the dissociative processes in other research areas, we selected
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examples  of  techniques  related  to  the  study  of  molecular  fragmentation.  The  dissociative
processes  have  been  addressed  in  many  earlier  studies  that  provided  extensive  data  on  the
fragments produced. However, they have not provided much information about cross-sections,
largely because uncertainties in the signal collection, detection sensitivity, and anisotropy in the
angular distribution of fragments, to mention a few [130]. Nonetheless, the rapid development of
sophisticated  techniques  promises  to  overcome  these  technical  obstacles  in  future  electron
scattering studies.  
We reviewed some recent examples of ion imaging experiments used to reveal electronic and
nuclear  dynamics  in  TMAs  initiated  by  electron  collisions.  The  examples  included  DEA
involving core-excited Feshbach resonances and momentum imaging of H- fragments above the
abundant scattered electron background. Moreover, velocity slice imaging experiments revealed
shape resonances with σ* and π* symmetry in chlorohydrocarbons, with a coupling of a π* shape
resonance to a dissociation coordinate nearly in the molecule’s plane. Electron-ion coincidence
momentum imaging has revealed another example of electron-impact ionization involving ICD
to isolate the ICD process from other ionization processes using ion momentum conservation and
the  kinetic  energy  of  electrons  emitted  and  measured  in  coincidence  with  the  two  cationic
fragments. Recent and emerging developments in detector technologies will continue to improve
the flexibility and variety of ion imaging experiments, such as higher momentum resolution and
detection  rates.  One particularly  promising  direction  is  the  development  of  high  spatial  and
temporal precision camera technologies [180] that could simplify acquiring and processing ion
imaging experimental data significantly. As ion imaging experiments gain increasing access to
rich information on electron collisions with more complex molecules  and clusters,  it  will  be
possible to test increasingly sophisticated electronic structure and electron scattering calculations
thoroughly.  The combination  of ion imaging measurements  and theory on electron-molecule
interactions continues to offer rich and detailed insight into the electronic and nuclear motion in
these systems.

Another significant instrumentation development was the use of mass spectrometric methods for
neutral detection from the DEA process. Indeed, despite several earlier studies that have reported
different methodologies to investigate neutral products formed from electron impact dissociation,
most were dedicated to processes that occurred above the threshold energies for ionization. We
presented the first successful trial of CCl3 detection from DEA to CCl4 at electron impact near 0
eV. However, there is still an urgent need to develop new complementary techniques that can be
adapted for in-situ studies to detect neutral products from molecular fragmentation induced by
LEEs. 
Cluster techniques  have been used more commonly to extend beyond the electron scattering
from isolated targets to obtain insight about potential processes induced by LEEs when the target
molecule is present in a more complex environment. Because clusters, similar to a molecular
beam, are produced under vacuum conditions, standard mass spectrometric techniques allow the
charged fragments to be detected.  Thus, valuable fundamental knowledge of anion formation via
DEA in  a  solvation  stage  can  be  gained.  As  shown  already  in  the  case  of  micro-hydrated
radiosensitizers,  cluster studies with the well-known halogenated nucleobases, 5- bromo- and
fluorouracil, were performed earlier [181]. Meanwhile, several other potential modifications of
nucleobases were proposed and investigated to improve radiotherapeutic applications from the
molecular perspective [182-185]. In these studies, the established technique in which supersonic
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expansion of a gas target is applied, has been a suitable way to generate neutral target clusters for
the electron attachment process. For future electron attachment studies with clusters, it may be
desirable to select neutral clusters with a specific size before the interaction with an electron. The
experimental results could be compared unambiguously with theoretical calculations in such a
case as well. Thus far, varying expansion conditions during experiments have led to different
mean cluster sizes overall and have provided a rough assignment of neutral precursor ion yields
observed, although this method is still indirect. To overcome this challenge and be able to select
the target cluster size, using another experimental concept that was attempted in recent years to
achieve a specific selection of neutral clusters before their collision with photons is proposed. In
this  case,  the  size  selection  is  based  on  the  Stark  deflection  technique,  which  exploits  the
different dipole moment of clusters with a different size, and leads to slight spatial displacement
of clusters with a specific size after passing the inhomogeneous electric field zone [186]. For
example,  such  spatial  separation  was  observed  for  pyrrole  and  pyrrole-water  clusters  [186].
Recently,  the selection  of small  ammonia  clusters  doped with sodium was also achieved by
magnetic deflection [187]. However, no application of this technique has been realized thus far to
study electron attachment processes, which often possess a considerably low cross-section. In
addition,  the  well-known  electro-spray  ionization  (ESI)  technique  [188]  could  be  used  to
generate specific cluster targets for DEA. ESI is applied to transfer large biomolecules into the
gas phase,  and some collision studies with ESI-generated micro-hydrated systems have been
carried out previously [189-191]. The production of charged clusters allows a specific target size
to be separated by standard mass spectrometry. However, dedicated electron attachment studies,
e.g., those that measure the fragmentation yield as a function of the electron energy using a well-
defined electron beam, have not been performed with clusters to date, although electron-induced
dissociation  has  been  conducted  under  the  more  common  expression  of  electron  capture
dissociation, which is a standard method used in ESI-mass spectrometry largely in peptide and
protein research [192]. 

Finally, this shift in study direction toward electron-cluster target interactions involving more
complex heterogeneous systems relevant to either biological or dense astrophysical plasma that
cannot be replicated by standard gas or even condensed phase conditions has been observed in
the atomic and molecular physics community in recent years. Therefore, more attention has been
given recently to other possible electron-induced processes attributable to the presence of the
environment,  such  as  ICD,  which  was  mentioned  already.  Moreover,  another  environment-
assisted process related to DEA, because it involves a capture of a free electron in an unoccupied
orbital, is interatomic Coulombic electron capture (ICEC). This is an alternative mechanism of
energy relaxation in a weakly bound system in which, after an electron is captured in an atom or
molecule’s unoccupied orbital, energy is transferred to a neighbor that becomes ionized [193-
195]. Theoretical predictions have shown that depending upon the distance from the neighbor,
the  ICEC cross-section  can  be  up  to  several  orders  of  magnitude  higher  than  the  radiative
electron capture cross-section, which is a competitive process in an atomic system. Moreover, it
was found that the ICEC cross-section becomes maximal when the incoming electron has kinetic
energy near  0  eV [193].  Previously,  the  theoretical  ICEC cross-sections  for  some prototype
systems were compared to the radiative electron capture cross-sections [193,194]. The systems
investigated were, e.g., Ne+ with Xe or benzene, and He+ with Ar or benzene as neighbor species,
respectively [193], and very recently, a proton in the vicinity of a water molecule [196]. Other
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ICEC systems studied were Mg+ with Br– as a neighbor and Mg2+ with several water molecules
as neighbors [194]. In these cases, it was found that the ICEC cross-sections tend to increase
linearly with the number of surrounding water molecules, indicating the importance of ICEC as
an environmental process. Unfortunately,  although a vast number of ICEC systems has been
studied theoretically, no experiment has confirmed the predicted ICEC process successfully thus
far and accordingly, it is awaited eagerly [197].

Because of the length constraints, this colloquium paper simply scratched the surface of recent
experimental and theoretical efforts in the atomic and molecular physics community, and was
limited to only several important topics. We have presented specific challenges and needs in
electron scattering by presenting concrete examples of studies that can pave the way for further
scientific  advancements  and  new  research  opportunities.  Therefore,  we  believe  that  this
colloquium paper is informative and will stimulate research activities for new scholars in the
field as well as readers in other related fields.   
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Fig. 1 DEA cross-sections for chloroethane. (a) cross-sections computed with 1400 (solid curve)
and 100 (dashed curve) trajectories with the linewidth of 0.1 eV. (b) same as in (a), although
with  the  linewidth  of  0.5  eV.  (c)  cross-sections  computed  with  different  vertical  resonance
positions, i.e., 2.23, 2.33, and 2.43 eV (from the highest to the lowest peak). (d): same as in (c),
although varying the vertical resonance width, i.e., 1.25, 1.35, and 1.45 eV (from the highest to
the lowest peak). In all panels, the purple curves indicate the theoretical results, while the red
curves are the experimental data (For details, see [38]). Reprinted from [38], with the permission
of AIP Publishing 
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Fig.  2 Calculated  (purple  curve)  and  experimental  (open  circle)  DEA  cross-sections  for
iodoethene. The calculations employed 1600 trajectories and a phenomenological  linewidth of
0.05 eV (left panel). Contributions from the adiabatic (blue curve) and non-adiabatic (red curve)
DEA mechanisms (right panel).  Reproduced from Ref.  [39] with permission from the Royal
Society of Chemistry
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Fig. 3 Representative geometries of the 5BrU- anion. The dynamics starts at the D2 anionic state,
having  π 2

¿ character in most of the initial conditions (top left configuration). The system then
undergoes  D2/D1 and  D1/D0 transitions  (right  configurations).  The  dynamics  in  the  anionic
ground state (D0) was propagated up to 380 fs, and the final geometries are shown in the bottom
left  panel.  The geometries  were obtained from simulations  on the real-valued potentials,  not
accounting for the survival probabilities.  Reproduced from Ref. [40] with permission from the
Royal Society of Chemistry
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Fig. 4 (a) TOF background-subtracted electron scattering spectrum for H2 (green circle) The curves are
obtained by computer fitting of the whole spectrum (blue curve) decomposed into the X1Σ+

g  b3Σ+
u

transition  (red  curve)  and  the  higher-lying  H2 states  (green  curve).  (b)  Electron-impact  excitation
scattering DCS values (in atomic units) for exciting the X1Σ g

+ → b3 Σ u
+ transition at electron impact

energy (E0) of 20 eV obtained from the several experiments (red circle, green triangle, brown diamond,
blue square), and computed using CCC (black curve) and SMC (green curve) methods (For details, see
[51]. Both panels reprinted with permission from Ref. [51]. Copyright (2018) by the American Physical
Society.
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Fig. 5 Electron-impact excitation scattering DCS values for two excitation states of CO at electron impact
energy (E0) of 15 eV. (a) the X 1Σg

+ → a3Π valence transition obtained from the experiments using energy-
loss spectrometer (red circle) and using TOF (black square, blue triangle, green diamond), and computed 
using URKMol+ B-spline Model A (red dashed curve), URKMol+ B-spline Model B (black curve), 
UKRMol model without B-spline (green dashed curve), and SMC model (blue dashed curve) (For details,
see [56]. (b) the X 1Σg

+ → B1Σ+ Rydberg transition obtained from the experiments (red circle, blue 
triangle), and computed using URKMol+ 7330 (red dashed curve), URKMol+ 9440 (black curve), 
UKRMol model (green dashed curve) (For details, see [62]. Both panels reproduced with permission of    
IOP Publishing.
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Fig. 6 (a) Ratio r′′ for Kr taken at electron impact energy (E0) of 11.5 eV as a function of scattering angle;
recent experimental work (red circle) and DSBR-31 calculation (solid curve) (For details, see [63]). (b)
Elastic electron scattering DCS values at E0 of 20 eV a function of scattering angle for CHCl3 obtained
from two experiments (red circle and black square) and calculated by SMC SEPP (black curve) and
MCOP (dashed blue curve) theories (For details, see [67]). Reprinted with permission from Ref. [67].
Copyright (2019) by the American Physical Society.
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Fig.  7 Reaction  microscope  momentum  imaging  of  DEA to  formamide  for  two  anionic  fragments.
Measured H- (a) momentum and (b) angular distributions for electron impact at 10.5 eV, and NH 2

- (c)
momentum and (d) angular distributions for electron impact at 5.3 eV. The black and the blue dot-dashed
curves in panel (d) are angular distributions of NH2

- calculated for Feshbach resonances of A’’ and A’
symmetry, respectively. The green dashed curve shows the result for the A’ resonance with a 30 o rotation
of the dissociation axis to larger O-C-N angles. The incident electron direction is indicated by the vertical
arrow in each panel. From Ref. [101].
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Fig.  8 Velocity slice imaging of anionic  fragments from chlorinated hydrocarbons.  Measured Cl - (a)
velocity slice ion image for 1.3 eV electron attachment to vinyl chloride, and (b) angular distributions for
the same and two other energies on the same DEA resonance. Measured Cl - (c) velocity slice ion image
for 1.1 eV electron attachment to allyl chloride, and (d) angular distributions for the same and two other
energies on the same DEA resonance. The incident electron direction (0o) is indicated by the horizontal
red arrow on the velocity slice images. Reprinted with permission from [105]. Copyright (2021) by the
American Physical Society.
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Fig. 9 (a) Electron – ion coincidence momentum imaging apparatus for electron impact ionization of
molecules, from Ref. [106]. (b) Ion-ion coincidence TOF map of products formed by electron-impact
double  ionization  of  water-THF  dimers.  The  diagonal  lines  mark  the  correlated  TOF  of  the  dimer
fragments H2O+ + C4H8O+ (solid diagonal line) and H2O+ + C4H7O+ (dashed diagonal line). Most of the
coincidence counts along the horizontal and vertical lines show no correlation between the ion times of
flight, which is characteristic of false coincidence counts of two ions from different ionization events.
Reprinted by permission from Springer Nature from Ref. [100], copyright (2018).
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Fig.  10 (a)  Schematic  diagram of  double  chamber  ion  source  used  in  the  past  for  neutral  (radical)
products  from electron collision with water  vapor.  Reprinted with permission from [115].  Copyright
(1970) American Chemical Society. (b) Schematic diagram of the recent experimental setup and (c) the
procedure steps of measurements of neutral detection from DEA to CCl4 at the electron energy near 0 eV.
Both panels reprinted with permission from [109]. Copyright (2017) by the American Physical Society.

56



Fig. 11 Ion yield of Cl− from the one-step acquisition (blue curve) in which Cl- is formed directly from
DEA to CCl4 and ion yield of CCl3

+ from the two-step acquisition, in which in the first step (E1), CCl3 is
formed from DEA and in the second step, the neutral CCl3 is ionized by electron impact of 11 eV (red
circle). Both yields are as a function of the first-step incident electron energy (E 1). Two steps E1 and E2

correspond to steps in the experimental procedure presented in Fig. 13(c).  Reprinted with permission
from [109]. Copyright (2017) by the American Physical Society.
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Fig. 12 Scheme of the experimental setup used to study electron attachment to micro-hydrated pyrimidine
[151]. It consists of the homemade cluster source, which has been coupled to a double-focusing sector-
field mass spectrometer. The most important components of the mass spectrometer are the ion source, the
magnetic  analyzer  (B-sector),  the  energy  analyzer  (E-sector)  and  the  secondary  electron  multiplier
(SEM). Reprinted with permission Ref. [151]. Copyright (2017) American Chemical Society.
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Fig. 13 Ion yield ratio of the NO2
– fragment and NIMO(H2O)n

– corresponding to the undissociated NIMO
parent anion with attached water molecules. The ratio is plotted as a function of the mean number <n> of
water molecule in the neutral clusters. Taken from [159].
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Fig. 14 (a) Ion yield ratio of the NO2
– fragment and MISO(H2O)n

– corresponding to the undissociated
MISO parent  anion  with  attached  water  molecules  (blue  square).  Ion  yield  ratio  of  the  (H 2O)jOH–

fragment anion and MISO(H2O)n
–, corresponding to the anionic products with attached water molecules

(red circle). Both ratios are plotted as a function of the mean number <n> of water molecule in the neutral
clusters. (b) Computed reaction energies for the respective DEA channels, MISO–(H2O)n → NO2

–(H2O)n +
(MISO - NO2), reaction (1), and MISO–(H2O)n → OH–(H2O)n + (MISO - OH), reaction (2), as a function of
the number n of water molecules (for computational details, see [160]). Both panels taken from [160].
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