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Abstract

Machine Learning for Social Good

by

Sarah Frost

In this thesis, I present a portfolio of projects centered around the theme of

Machine Learning for Social Good (ML4SG). I present two fully functional prototypes

for machine-learning based systems targeting societal challenges. The first project is

Art I Don’t Like, an anti-recommender system for visual art that I built in Fall 2018

and Winter 2019. This anti-recommender system encourages users to reflect on their

relationship to personalization algorithms on the internet through their art preferences.

The second project is CompostNet, an image classification model for personal meal

waste. I developed CompostNet in CMPS 290T with Rakshit Agrawal in Spring 2019.

CompostNet is a mobile application that includes an image classifier for meal waste,

to help individuals divert their personal waste from landfills. In the introduction I

discuss some categories ML4SG projects share - method, intended users, and phase of

deployment. I reflect on my projects to determine that Art I Don’t Like is a Social

good-first, individual-oriented, project at small-scale deployment, while CompostNet is

a Social Good-First, Individual-oriented, undeployed project.
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Chapter 1

Introduction

There has been an increase in conversations and work about ML4SG for the

last several years. After Machine Learning became widely available in the early 2000s,

it was several years before the technology improved to the point that individuals, small

groups, and universities could apply ML to various problems. In recent years, the terms

“AI for Social Good” and “Machine Learning for Social Good” have become part of

initiatives from large companies like Microsoft, Google, and McKinsey [23], and the

subject of reports and workshops at leading AI conferences.

The process of developing a ML4SG project can be broken down into four steps:

Identification, in which the societal challenges are identified and analyzed, Definition,

in which the problem is defined by a combination of learning tasks, Solution, in which

a ML method is determined, and Deployment, in which the system is developed and

delivered [13]. ML4SG projects can be classified by method, intended users, and phase

of deployment.
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Two dichotomous methods for conducting ML4SG work have been identified by

Dr. Agrawal [13]. One method involves identifying a social good need, and a stakeholder

population, and developing the ML solution necessary to address the problem: “Social

Good First”. The other method involves using a machine learning method that already

exists, and finding a Social Good context in which the method can be applied: “Machine

Learning First”.

ML4SG projects can also be organized by the intended audience or users of the

ML solution. Some projects are designed to be applied by a city or municipality, other

solutions are designed to be used by an individual, and other solutions are designed to

be deployed by a group of people or a community, such as doctors. I organized the

intended users or beneficiaries of each ML4SG project into three groups: Individual,

Group, and City or Country.

Finally, ML4SG projects can be categorized by phase of deployment. Some

machine learning solutions that can be used to address social good problems, but have

not been deployed, or have only been deployed in a small case study [35] [9] [27] [47].

Other projects have been operating for years, and have been deployed in multiple geo-

graphic locations [21] [61]. A core component of ML4SG projects is deployment, without

that, an argument can be made that there is no social good being done, and the project

cannot truly be called an ML4SG project.

This thesis presents a portfolio of projects centered around the theme of Ma-

chine Learning for Social Good (ML4SG). I present two fully functional prototypes for

machine-learning based systems targeting societal challenges. The first project is Art
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I Don’t Like, an anti-recommender system for visual art that I built in Fall 2018 and

Winter 2019. The second project is CompostNet, an image classification model for per-

sonal meal waste. I developed CompostNet in CMPS 290T with Rakshit Agrawal in

Spring 2019.

The text of this thesis includes texts of the following two previously published

papers, Art I Don’t Like: An Anti-Recommender System for Visual Art and Com-

postNet. Art I Don’t Like was written by Sarah Frost, Manu Mathew Thomas, and

Angus G. Forbes, and presented at Museums and the Web in Boston, Massachusetts in

April 2019. CompostNet was written by Sarah Frost, Bryan Tor, Rakshit Agrawal, and

Angus G. Forbes and presented at IEEE Global Humanitarian Conference in Seattle,

Washington in October 2019. Dr. Forbes directed and supervised the research which

forms the basis for this thesis.
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Chapter 2

Art I Don’t Like

In this section I discuss Art I Don’t Like: An Anti-Recommender System for

Visual Art, which I presented at Museums and the Web in April 2019 in Boston. I

developed this work with Dr. Angus Forbes and Manu Mathew Thomas.

2.1 Introduction

This work is motivated by a concern about current recommender system tech-

nology and personalization algorithms. As people spend a considerable amount of time

on the Internet, their views on politics and social issues are shaped by the information

they consume online. Internet users may not realize that algorithms have been devel-

oped to give them personalized content. By removing access to opposing viewpoints,

personalization can lead to filter bubbles - a term coined by Eli Pariser to describe a

type of intellectual isolation that occurs as a result of personalization algorithms [50].

These algorithms present information to users based on previously viewed content and
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content viewed by similar users. Users have little exposure to contradicting viewpoints

and have become unknowingly trapped in a digital bubble [50]. The recommender

systems community is aware of this tendency, and researchers have explored ways to

mitigate content isolation. Some solutions include improving the transparency of these

systems [24], [20], [29], giving the user control over the settings of the personalization

algorithms [36], and using new technologies to make recommender-system technology

more understandable [30]. However, these solutions do not necessarily challenge the core

underlying assumption of such methodologies, which is that users want to be presented

with content that is as similar as possible to content they have indicated that they like.

In addition, these solutions are not always clearly explained to the public, making users

less aware of the impact that recommender systems have on their Internet experience.

Art I Don’t Like (http://artidontlike.com) is a Web-based interactive art ex-

perience that provides personalized content to users. Art I Don’t Like suggests con-

tent by prompting users to pick artworks that they find visually appealing. This anti-

recommender system then returns an artwork that is dissimilar to the selected content.

This system will expose users to a broader range of art, and shed light on how recom-

mendations are made. This project gives users a digital space to view and interact with

art that they have not specifically searched for and probably would not search for. In

this way, recommender system concept has been expanded to allow for serendipity and

exploration. An example of output based on user input is shown in figure 2.1.

Increasingly, museums are using technology to digitize collections, reach new

patrons, and disseminate information about art and cultural objects [33] [55] [51]. This
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Figure 2.1: Users are asked to select the paintings they like from a group of nine
paintings. Our anti-recommender system scans each of them and recommends a painting
which is dissimilar to the selections made by the user.

project offers another way that museums can utilize emerging technologies for visual

art dissemination. This project also responds to people’s desire for personalized art

experiences. Many museums want to provide users with a digital, online space to view

and interact with art. Users can access the site from their homes on a personal computer

or via a digital kiosk or installation in a museum or gallery space.

2.2 Related Work

Recommender systems are usually classified into three types: content-based,

collaborative, and hybrid [63]. Content-based recommender systems show the user

items similar to the ones the user rated highly in the past [12]. For example, a movie
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recommender system classifies movies based on genre, actors, general rating, and other

characteristics. It then looks for other movies with classifications similar to movies the

user has viewed and rated highly in the past. Over time, content-based systems learn

about user taste and preferences either implicitly or explicitly [53]. On the other hand,

collaborative recommender systems show the user items that people with similar tastes

and preferences have liked in the past. Amazon’s system for recommending books is an

example of a collaborative recommender system [63]. Finally, hybrid systems utilize a

mix of both content-based and collaborative system technology [53]. Hybrid systems can

combine content-based and collaborative recommender systems in several ways. They

can apply both methods separately and merge the predictions from both systems or

incorporate some characteristics of one approach into the other [53]. This combination

is used to avoid some of the limitations of content-based and collaborative recommender

systems.

The three categories of recommender systems have several known drawbacks

and limitations. For collaborative recommender systems, mapping similar users can

be ineffective when providing recommendations. Users with similar opinions about

many items and, therefore, considered similar, can totally disagree about others [20].

Similarly, capturing users’ opinion as a number on a scale can be ineffective. Many

recommenders represent a user’s opinion about an item as a single number on a rating

scale. These scales vary widely in their granularity [20]. Conversely, content-based

recommender systems require a great deal of feedback from users and a significant

level of user involvement [24]. Users can receive targeted content that is not balanced
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and skews towards content that companies want users to see [36]. An issue with all

recommender systems is the potential lack of transparency for users. The way in which

recommender systems connect similar items or similar users can be unclear to users.

Users might not be aware that Facebook is presenting different information to them

based on personalization algorithms [18].

2.3 Method

Although this system can be trained with paintings from any time period or

region, our initial dataset consists of 52,000 paintings from WikiArt. This dataset was

extracted by Tan, et al. as part of a project to improve conditional image synthesis

[66]. They categorized the art by artist and genre - 23 artists and 27 art genres are

represented. We transformed the WikiArt dataset to suit our classifiers. We used two

helper scripts to group the paintings based on artist and genre. We instantiated two

neural networks using MobileNet, one for classifying the artist and one for classifying

the genre. MobileNet is built on TensorFlow, an open source library for numerical

computation developed by Google (Abadi, 2016). MobileNet is a convolutional neural

network used for classification trained on a huge image database called ImageNet [59].

This allowed us to apply transfer learning. We began with a model that had been

trained on another problem and retrained the last few layers for our specific application.

MobileNet has eleven layers, each with a 3 x 3 filter. The first layer of each sequence has

a stride 5, and all others use stride 1. The classifiers return a confidence score for each
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artist and genre. Figure 2.2 is a digital image of the input painting, “A Bank of Canal”

by Pablo Picasso, which we resized to a 128 x 128 pixel .jpeg file before classifying it

using our artist and genre networks.

Figure 2.2: A Bank of Canal by Picasso is an example from our training set.

Figure 2.3 (left) shows the results of the artist neural network after being run

with this painting. The classifier is 99.071% confident that this piece was painted by

Picasso, .724% confident that this piece was painted by Kustodiev, .147% confident that

this piece was painted by Konchalovsky, .024% confident that this piece was painted by

Renoir, .024% confident that this piece was painted by Roerich, and .005% confident

that this piece was painted by Chagall or van Gogh. Figure 2.3 (right) shows the results
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of the genre neural network after being run with the painting.

Figure 2.3: We leverage the output from both our artist and genre classifiers to select
the dissimilar output in the Art I Don’t Like application.

The networks are used to provide confidence scores for the artists and genres

for which they were trained. We are interested in the lowest non-zero scores, which

we use to determine dissimilarity. Our system selects artists and genres that have

received less than a .01% confidence score. For example, for Picasso’s A Bank of Canal,

our artist network was <.01% confident it was painted by Chagall or van Gogh, and

similarly, our genre network was <.01% confident that it was a work belonging to the

genres of Romanticism, New Realism, or High Renaissance, as shown in Figure 3. Our

anti-recommender system will return a piece of art that is categorized as van Gogh or

Chagall, and Romanticism, New Realism, or High Renaissance. Because van Gogh and

10



Chagall do not have paintings in the genres of Romanticism, New Realism, or High

Renaissance, an artwork from any artist from the genres Romanticism, New Realism,

or High Renaissance will be returned to the user.

2.4 Results

The landing page of the website shows nine pieces of art from our dataset. In

this grid, the pieces have been resized for continuity, but the user can click on each

piece to see the original size. The user is prompted to select the pieces of art that

he/she likes, and submit their choices. Our network classifies each piece of art and

determines the most dissimilar piece in the dataset. After the user is presented with

the first piece of dissimilar art, he/she has the option of choosing more pieces of art to

seed the process again. Our users can visit the “information” section to understand how

those recommendations are made. They can learn about our recommender system, and

how we’ve used neural networks to classify art. We hope that the process of showing

users new pieces of art, and exposing them to other users’ opinions, will challenge their

opinions of the type of art that they like.

We presented a post-use survey to graduate students in the Computational

Media Department at University of California, Santa Cruz. We received eight responses

to the open-ended questions which included “How would you use this website?” and

“What are your initial thoughts about the website?” Representative feedback included

the following comments:
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“I like the idea of a art website that exposes me to art that I might not nor-

mally encounter, because I wouldn’t seek it out/identify with similar things.”

“The idea itself is cool, but it’s also valuable to notice that the system itself

forces the user to become aware of “echo chambers” in their own interactions. The

information page is very useful in that sense. I would hope that general users would

take the time to read through it and not just stay on the anti-recommender page.”

“I like it! I would have my friends do it too and see what they get. It could

generate discussions between us.”

“I think having more options to choose from would be good. I’m not sure if

the current sample size is enough to determine my taste in art.”

2.5 Re-Design

We received many pieces of positive feedback, but users were also confused

about how to select pieces of art, and the purpose of the “Randomize” button. With

all this in mind, we decided to create and implement a new website design that showed

the user one piece of art at a time. This design would also be streamlined and clean.

After implementing this new design, we wanted to get feedback from users and learn

12



about the emotional affect of the website. First we created Adobe XD wireframes with

the help of Alejandro Calderon Lopez and Anna Sofia Frattini, two visiting students in

the Creative Coding lab. We then modified the code to implement the new design on

my local machine. After several iterations of the design, I finished programming and

moved to develop the user test with the help of Aurora Alparaz, a Cognitive Science

undergraduate working in the Creative Coding lab. We then conducted the user tests

and analyzed our findings.

To implement the new design, we moved the code from an AWS EC2 instance

to my laptop. The first step was to create a smaller dataset. Our initial dataset

consisted of 52,000 paintings from WikiArt. Our mini dataset consisted of 300 images,

representing the 23 artists and 27 genres. Our new algorithm for choosing art allows

the user to choose the amount of art they like, with a minimum of three paintings. We

decided not to cap the amount of pieces of art that a user could look at before clicking

the “Find Art” button.

The new design also includes information for the resulting piece of art. The

images from the WikiArt dataset were named with the artist, name of the work, and

sometimes, date of completion. For example, Edgar Degas’s 1877 work, Women on

a Cafe Terrace in the Evening, has this image name: edgar-degas women-on-a-cafe-

terrace-in-the-evening-1877.jpg. Using JavaScript and regular expressions, we isolated

the pieces of information and displayed them for the user to see. The redesigned site is

now live at http://www.artidontlike.com.

User Testing

13



Figure 2.4: The updated interface of our system shows one painting. Users can click on
the images to see them in their original resolution.

Figure 2.5: After the user has selected their preferred number of paintings, they can
click ”Find Art” to see the dissimilar image returned by the system.
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We developed a study to gauge user emotion. We wanted to know if this

updated design would increase feelings of curiosity in users. We decided to use the

PANAS evaluation instrument, a questionnaire developed to allow users to self-report

feelings through Likert scales. [74]. We made two adjustments: we included a “0”

rating of a feeling or emotion to denote “Not at all”, and changed “1” to denote “Very

slightly” instead of “Very slightly or not at all”. We added curious as a feeling, but

chose to report changes in feelings of curiosity separately, and not include the amount

in the general positive and negative affect.

We conducted the study with Aurora Alparaz, a Cognitive Science undergrad-

uate student working in the Creative Coding lab. We ran the study with six users who

were graduate students or Post-Doctoral researchers in the Computational Media De-

partment, who had heard little or nothing about this project. Because we had collected

the names of the students who completed the questionnaire for the original design, we

made sure that those users were not included in this study.

We began each user test with a brief overview of the project. To control for

users’ state of minds before looking at the system, we conducted a pre-use PANAS

test. After approximately five minutes of use, we stopped each user and conducted a

post-use PANAS test. Finally, we asked the user to fill out a survey with several open

ended questions. The time instruction with both the pre-use and post-use PANAS tests

was “Today: You have felt this way today” [74]. Some general observations we had

across the users were that they liked the simple, clean design, they did not look at the

information section of the website, and finally, that they chose to like or dislike many
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pieces of art before clicking “Find Art” and seeing the resulting image. Although we

did not track specifically how many pieces of art each user looked at before requesting

a result, it was many more than the nine images presented to the user in the original

design. In the survey we asked the users, “How many pieces of art should a user like

before being presented with a disliked piece of art?” The answers we received were:

“Probably dozens, maybe hundreds”

“All of them”

“Depending on the system...the number should increase as more factors are considered”

“50”

“At least 15”

“5 minimum”

This was surprising to us, because we assumed that users would not want to

spend a significant amount of time evaluating pieces of art. In a follow up study, we

would track how long users spend looking at each piece of art, and use that to make

decisions about the optimal length of the experience. We also asked users to tell us how

likely they were to recommend Art I Don’t Like to a friend. On a scale of 1 to 7, with

1 denoting “not at all”, and 7 denoting “very much so” the mean was 2.5. This is lower

than we were hoping, and has made me think about redesigning the project again - and

considering alternative modes of experience. In terms of the positive and negative affect

change between the pre- and post-use tests, there was an average decrease of 2.5 points

over all 10 positive feelings/emotions, and an average decrease of 4.83 points over all
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10 negative feelings/emotions. There was an average increase of .5 points for “curious”.

Although we would have liked to conduct the study with more participants, given the

events of the Winter quarter, we did not have enough time to conduct more.

For future iterations of Art I Don’t Like, we plan to continue exploring ap-

proaches to introducing lesser-known artists and genres to users. For instance, we will

investigate alternative ways to define our dissimilarity metric to retrieve additional types

of artworks. Art from dissimilar genres can at the same time be similar in other ways,

such as sharing subject matter or compositional arrangement. Currently, we make the

assumption that users will have less exposure to art that is of a different genre than art

that they profess to like, and we will explore additional ways to generate profiles of user

interests. As noted by our experts, a limitation of our initial implementation of Art I

Don’t Like concerns our default dataset of artworks. The dataset consists entirely of

paintings from 14th-to-20th century European painters. Of course, this is not a com-

prehensive database of artworks, and we will extend our database to include artworks

from many cultures and to include contemporary artworks. Additionally, user inter-

action does not currently have any impact on the results of the recommender system

for later users. We plan to incorporate user feedback in training the neural network to

understand similar and dissimilar artworks.

Personalization algorithms and recommender systems connect users and the in-

formation, products, or experiences they seek. We present Art I Don’t Like as an exam-

ple of a recommender system that maximizes the distances between objects and pushes

toward the boundaries of similarity, which emphasizes the need for serendipity and diver-
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sity. The system can be accessed online (http://www.artidontlike.com), and source code

and data is also available. (https://github.com/CreativeCodingLab/ArtIDontLike.)

18



Chapter 3

CompostNet

This chapter describes a project I conducted in the class CMPS 290T - Machine

Learning For Social Good in Spring 2019. I completed this project with the help of Bryan

Tor, Dr. Angus Forbes, and Dr. Rakshit Agrawal. I then presented this work in Fall

2019 at the IEEE Global Humanitarian Technology Conference in Seattle, Washington.

3.1 Introduction

Many businesses, cafes, and outdoor spaces provide trash, recycling, and com-

posting bins, requiring consumers to decipher instructional text, icons, or images in

order to sort their waste accurately. It can be confusing to know what pieces of waste

go in which bin. Moreover, different areas may have different rules for how to separate

waste, and people often inadvertently throw their trash in the wrong bin. Machine

learning solutions can help us more quickly and accurately choose the proper receptacle

for our waste by classifying a photograph of the waste. This paper presents a novel
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image classification model that categorizes the types of waste produced after eating a

meal, which can be used in mobile applications to encourage users to correctly sort

waste. Building on recent work in deep learning and waste classification, we introduce

CompostNet, a convolutional neural network that classifies images according to how

they should be appropriately discarded. We provide details about the design and de-

velopment of CompostNet, along with an evaluation of its effectiveness in classifying

images of waste. Further, we discuss two different approaches to the design of our

system, one using a custom model and the other augmenting a pre-trained image classi-

fication model (MobileNet) through transfer learning, and and how we achieved greater

success with the transfer learning approach. To the best of our knowledge, CompostNet

is the first waste classification system that uses a deep learning network to identify com-

postable, recyclable, and landfill materials. CompostNet is an application of machine

learning for social good, and supports United Nations Sustainable Development Goal

12: Responsible Consumption and Production.

3.1.1 Problem Definition

Junk, waste, rubbish, garbage, trash. Whatever its called, humans produce

a lot of it. The United States generates 624,700 metric tons of solid waste each day

[2]. Recycling and composting programs exist (see figure 3.1), but are vulnerable to

recycling contamination. One in four items placed in a recycling container are not

actually recyclable [2] which contaminates the surrounding materials, making it unable

to be processed. When individuals sort their waste after a meal, they may not know
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Figure 3.1: Waste receptacles at the National Institutes of Health in Bethesda, MD.

what is recyclable, what is trash, and what is compostable. When people are unsure

about how to sort their waste, more of it will be misplaced, resulting in recycling

contamination and otherwise recyclable material being sent to landfills.

3.1.2 Motivation

This work is motivated by a concern about trash. Waste management and or-

ganization is a growing concern for many groups. Goal 12 of the United Nations Sustain-

able Development Goals is “Responsible Consumption and Production” [1], with target

12.5 aiming to “Substantially reduce waste generation through prevention, reduction,

recycling and reuse” [1]. Similarly, the European Commission has an environmental

policy that sets several priority objectives for waste policy [3]. Extensive research has

been done to study waste management across the globe [4]–[7]. In this project, we use
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machine learning, as it can be used to classify images with a high rate of accuracy.

Although efforts to improve waste sorting accuracy must be multifaceted, this system

can be used at the first point of differentiating types of waste, and will help people learn

how to correctly sort their waste.

3.1.3 Terminology

In this paper, we use the term ‘waste’ to refer to all material that is discarded.

This term encompasses all of the materials that we are classifying. We use the labels

‘landfill’, ‘recyclable’, and ‘compostable’ to refer to the locations or processes that these

materials will go to or undergo after they are correctly disposed. We also use the term

‘trash’ as a synonym to ‘landfill’. There are different guidelines for recyclable and com-

postable materials, based on the recycling and composting fa- cilities for a municipality.

We use the San Francisco Recology guidelines [8]. Recology is a San Francisco-based

integrated resource recovery company that processes compostable waste in an industrial

composting facility that can break down fish, meat, dairy, and bio-plastics [9]. In

addition, some recycling facilities will not recycle plastic utensils, while Recology will

accept plastic utensils [9].
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3.2 Related Work

3.2.1 Image Classification

Image classification is one of the major applications of artificial intelligence.

Recent image classification models often rely on deep neural networks, specifically Con-

volutional Neural Networks (CNNs). CNNs are neural network variants that learn by

performing convolutions and have shown stellar performance for image classification

tasks [11]. Image classification relies on supervised learning, which requires labeled

data to train networks. After the network is trained, it can classify images into discrete

classes [11]. Using image classification, these networks can answer questions related to

the visual properties of an image [12].

3.2.2 Waste Classification

Waste classification can be addressed in many ways - from educating individu-

als about sorting household trash [5] to using a hyperspectral imaging system to analyze

attributes of waste products at compost or recycling facilities [7]. Few researchers have

studied the use of CNNs to develop image recognition models for classifying waste.

However, there are two examples of waste classifying CNNs. Gary Thung and Mindy

Yang built the CNN “TrashNet” to classify waste into five classes of recyclable content

and trash [10]. Spot- Garbage [13] is a mobile application designed by researchers at

the Indian Institute of Technology. This app allows users to identify garbage in the

street around Indias urban centers. SpotGarbage uses a CNN called GarbNet, which
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has been trained on an annotated dataset called Garbage In Images. Although both

are examples of CNNs used for waste classification, they do not classify food waste, or

compostable material, separately.

Figure 3.2: Three images from our compostable class.

3.3 Method

3.3.1 Dataset

We began with the data collected by Thung and Yang for ”TrashNet”. Their

dataset consists of 2527 images in six classes: glass, plastic, cardboard, metal, paper,

and trash [10]. We wanted to train our models on images of compostable content, in

addition to recyclable and landfill content. We kept the subcategories of recyclables, but

were more concerned with the three categories of ‘trash’, ‘recyclable’, and ‘compostable’.

We augmented their dataset by adding 175 photos of food waste and 49 photos of landfill

waste, for a total of 2751 images. Three example images are seen in figure 3.2. We also

moved images previously classified as ”trash” to the ”compostable” class, bringing the

total image count to 177. We followed the methods for data collection that Thung
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and Yang outline in their project. We took photos of the waste against a white poster

board, used natural or overhead lights, and focused on one piece of waste in each photo.

Although Thung and Yang resized their images to 512 by 384 pixels, we resized our

images to 400 by 300 pixels for our version B model. Our version A model required

images to be resized to 224 by 224 pixels.

3.3.2 Models

1. CompostNet - Version A

Our first version of CompostNet utilized a pretrained MobileNet model that was par-

tially retrained on our dataset. MobileNet is a lightweight mobile-first convolutional

neural network trained on the ImageNet database [14]. We chose MobileNet because it

balances efficiency and accuracy. We trained CompostNet - Version A on Tensorflow v.

2. This pre- trained model serves as the first layer in our model. After the MobileNet

model layer we have 4 layers which have been trained on our dataset. The last dense

layer has a softmax function to present us with the seven outputs corresponding to the

waste classes. The system architecture, including the MobileNet layer and our retrained

layers, is shown in Figure 3.3.

2. CompostNet - Version B

This version of CompostNet was built around three convolutional layers. Our first layer

breaks down the input image into 32 output matrices. It then goes through a max

pooling layer with a 2x2 filter, halving the dimensionality of the output matrices, which

reduces computation costs and helped us avoid overfitting. We apply a dropout rate
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Figure 3.3: Architecture for CompostNet - Version A.

of 30% after this step to further avoid overfitting. In our testing, we found that this

dropout rate was most effective in improving the accuracy of this model. These layers are

replicated twice, but with different output matrices of 64 and 128 respectively. Finally,

we flattened the output and passed it through a densely- connected neural network

layer. The network architecture can be viewed on our Github.
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3.4 Results and Evaluation

Thung and Yang achieved an accuracy of 75% using their CNN ‘TrashNet’.

We took that as our baseline and aimed to exceed that level of accuracy.

3.4.1 Models

A. CompostNet - Version A

We split the dataset into two groups, 80% of images were used to train the network, and

20% of the images were excluded from training to test the network after it had finished

training. We trained our model for 20 epochs, with a batch set of 64. We then tested

the accuracy of the model on test image classification. Our network returned confidence

scores for each of our seven classes. These values add up to one, and demonstrate how

the model has classified the object. Once the network has been trained, it can classify

images in approximately two seconds. An example test photo and the network output

scores is shown in Figure 3.4. It is clear that the dataset must be expanded because of

the amount of items that will need to be classified if a hardware system is deployed with

this model. After achieving a high training and test accuracy, the final test accuracy

was 77.3%, as shown in Figure 3.5.

B. CompostNet - Version B

For this model, our train-test split was also 80/20. We ran the model for 20 epochs,

with a batch size of 8. Training the model any further significantly decreased the

accuracy, likely because it was overfitting to the data. The model’s final test accuracy
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Figure 3.4: A test image and the confidence scores returned by Version A model.

Figure 3.5: Test and train accuracy for CompostNet - Version A.

was 22.695%, see Figure 3.6. Version A had an accuracy of 77.3% while Version B had an

accuracy of 22.695%. This difference is not surprising. Version A has 159 layers and has

been trained on the ImageNet dataset, which has over 1.3 million images [15]. Version B

is significantly less robust. Expanding our dataset and adjusting the hyperparameters

of either model may improve the accuracy.
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Figure 3.6: Test and train accuracy for CompostNet - Version B.

3.4.2 Deployment

We have validated that our system classifies images with an accuracy above

75%, which was our baseline. To deploy this model, we have built a prototype of an

iPhone app that users can use to identify if their waste can be recycled.

We saved our Version A model and converted the saved model to a TensorFlow

lite compatible format. We used our model in the TensorFlow Lite image classification

iOS project developed by Google [16]. This code project provides the user interface for

the ML model. The user can open the app and hover the camera over a object. Our

model is then used to classify the image, and the top three classes are returned for the

user to see, as shown in Figure 3.7. This app has limited functionality, for example, it
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does not allow the user to choose a photo from his or her photo library. Although this

iOS application is fairly simple, this deployment is exciting and represents a proof of

concept.

Figure 3.7: The iOS app after the system has classified an image.
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3.4.3 Future Work

We would like to expand the types of compostable materials (bio-plastic, paper

plates, bamboo utensils, etc.) in our dataset to improve the accuracy of the Compost-

Net model. The Office of Sustainability at the University of California, Santa Cruz has

expressed interest in this project as it aligns with the University of California sustain-

ability goal of 90% of waste diverted from landfill by 2020 [17]. In an email sent to

the UCSC community, Associate Chancellor Ashish Sahni wrote to students: “Campus

recycling is temporarily being landfilled due to high rates of contamination, with the

highest rates in our residential and dining halls...If you are unsure if something is recy-

clable, it is better to throw it into the landfill bin!” [18]. Our CompostNet system can

help educate students about what can be recycled and composted at the end of a meal,

to reduce the amount of material that is incorrectly sorted, preventing further cases of

recycling contamination.

We have analyzed two models for image classification of three categories of

waste - landfill, recyclable, and compostable. We demonstrate that with a small dataset,

a model based on transfer learning returns good results for recognizing images of waste.

The growing amount of waste sent to landfills is a rising concern addressed by the

United Nations Sustainable Development Goal 12.5, as well as other countries and

organizations. It is incumbent upon all of us to divert waste from landfills, and reduce

the amount of waste we create. Our dataset and code are available for download at

https: //github.com/sarahmfrost/compostnet.
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Chapter 4

Conclusion

During my time as a Master’s student in the Computational Media depart-

ment, I developed an interest in using programming and technology to tackle social and

environmental issues. In Spring 2019, I took CMPS 290T - Machine Learning for Social

Good with Rakshit Agrawal. In this class I increased my foundation of knowledge in

Machine Learning. It also became clear to me that the vocabulary and epistemology of

the ML4SG field is still in flux. ”Machine Learning for Social Good”, ”Tech For Good”,

and ”Artificial Intelligence for Social Good” were used somewhat interchangeably. It

was unclear what features these projects share and don’t share, and as more and more

projects are developed, it is important to have a clear understanding of the features

shared by these projects. I present an initial characterization of attributes of ML4SG

projects.

As a representation of my time in the Computational Media Department, this

thesis is the realization of a computational media project. The strength of Compu-

32



tational Media derives from its synthesis of four different types of work - technical,

creative, interpretive, and collaborative [73]. The two sections of this thesis combine

various amounts of three of these. Art I Don’t Like and CompostNet are examples of

creative, technical, and collaborative work. Additionally, the mission statement of Com-

putational Media includes two core principles that resonated with me as I researched

and wrote my thesis: the idea that computational media practitioners “actively perform

research and education that benefit society at large and advance social goals...We are

unafraid of handling real-world problems that are naturally messy” [2]. It is these values

that inspired me to develop technical projects that address social and environmental

issues.

I have presented two fully functional prototypes for machine-learning based

systems targeting societal challenges. The first project is Art I Don’t Like, an anti-

recommender system for visual art. Using the categories developed with Dr. Agrawal,

I determine that Art I Don’t Like is a Social good-first, individual-oriented, project

at small-scale deployment. The second project is CompostNet, an image classification

model for personal meal waste. CompostNet is a Social Good-First, Individual-oriented,

undeployed project. This categorization has been integral in helping me to determine

what I value as a researcher, and what I will focus on in the future.
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