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Experimental Investigation of Explanation Presentation for Visual Tasks with XAI
Akihiro Maehigashi
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Abstract

Explainable AI (XAI) has been developed tomakeAI understandable to humans by offering explanations of its operations.
However, too much explanation could lead to users experiencing cognitive overload and developing inappropriate trust
in AI. To investigate the appropriate amount of explanation, we examined the influence of explanation type on trust in
AI using a classic visual search task in Experiment 1, and the influence of adapted explanation presentation on task per-
formance using a practical visual identification task in Experiment 2. The results showed that AI results displayed alone
increased trust and task performance in a low-complexity task, and displaying AI results with AI attention heatmaps
(showing locations on which AI focused in task images) that had high interpretability increased trust and task perfor-
mance in a high-complexity task. This study showed the importance of adjusting the amount of explanation for visual
tasks with XAI.
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