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Lane-Level Localization and Map Matching for Advanced 
Connected and Automated Vehicle (CAV) Applications 

EXECUTIVE SUMMARY 

Connected and Automated Vehicles (CAVs) have the potential for significant impact on 
numerous socio-economic and environmental issues of contemporary transportation systems. 
CAV applications are intended to decrease the frequency and severity of accidents, mitigate 
congestion, reduce energy consumption and pollutant emissions, and enhance system 
resilience and efficiency.  

Many CAV applications achieve enhanced performance from reliable, lane-level, absolute 
position determination, which is near at hand due to advances in sensor and computing 
technology. The advent of this capability enables lane determination and applications that rely 
upon it. Another precondition of such applications is accurate digital maps for each lane of the 
roadway.  

This project investigated, analyzed, and demonstrated these related technologies. Project 
contributions include: 

• Experimental data to analyze the lane-level accuracy of the USDOT Mapping tool. Its 
internal accuracy is better than 0.2 meters (standard deviation). However, some 
accuracy is lost in the conversion to the J2735 file. See Task 2 and Appendix A.  

• Theoretical analysis of lane determination accuracy as a function of both distance from 
the lane centerline and positioning accuracy. See Task 3. 

• Experimental demonstration and analysis of lane determination along the Riverside 
Innovation corridor. Conclusions of the experimental demonstration include the 
following. (1) For a vehicle driven within 0.9 meters of the lane centerline, the correct 
lane is determined for over 90% of the samples (See Figure 6); and, (2) Lane width is 
unequal on the left and right sides of the lane centerline and varies with position along 
the centerline. These facts must be addressed in lane determination to achieve high 
performance. See Task 3 and Task 5. 

• Development of a VISSIM position error module to enable simulation analysis of lane 
determination and lane queue estimation as a function of positioning error. See 
Appendix B. 

• Development of a lane-level intersection queue prediction algorithm. See Appendix C. 

• Simulation evaluation of lane determination accuracy which matched the theoretical 
analysis of Task 3. See Task 6. 

• Simulation evaluation of lane queue prediction accuracy as a function of both CAV 
penetration rate and positioning accuracy. Conclusions of this analysis are the following. 
1) When the penetration rate is fixed, higher queue length estimation error occurs as 
the position error increases. However, the disparity across different position error levels 
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diminishes with the decrease of penetration rate; 2) As the penetration rate decreases, 
the queue length estimation error significantly increases under the same GNSS error 
level. See Task 6. 

All data related to this project is available as described in the Data Summary portion of this 
report.



 1 

Introduction  

Connected and Automated Vehicles (CAVs) have received significant attention from industry, 
government, and academia as an emerging solution to numerous socio-economic and 
environmental issues in our contemporary transportation systems. A variety of CAV 
applications have been developed to decrease the frequency and severity of accidents, mitigate 
congestion, monitor the traffic network, reduce energy consumption and pollutant emissions, 
as well as enhance system resilience and efficiency [Tian et al., 2019; Williams et al., 2021].  

Many CAV applications achieve enhanced performance from increasingly accurate and reliable 
vehicle position determination. Due to rapid decrease in the cost and size of sensors, vehicle 
position accuracy and reliability is rapidly increasing. Accuracy and reliability is typically 
achieved via the use of Global Navigation Satellite Systems (GNSS) for absolute position 
determination in conjunction with other sensors (e.g., cameras, Lidar, wheel encoders, Inertial 
Measurement Units) [Farrell et al., 1999; Farrell 2008; Toledo-Moreo et al., 2009; Groves, 2013; 
Nedevschi et al., 2013; Rose et al., 2014] for relative position information, and contextual 
information (e.g., high-definition maps) [Toledo-Moreo et al., 2009; Groves, 2013; Nedevschi et 
al., 2013]. With these advances, the advent of reliable absolute lane determination and lane-
level positioning is at hand.  

This project investigated and demonstrated the utility of lane-level map-matching and 
localization through the following tasks: 

1. Literature review: This literature review focuses on the question of how recent and 
ongoing advances that enable lane-level vehicle position determination will provide 
benefits in CAV applications. The main goal is to a select an application and underlying 
technologies suitable for implementation demonstration within the Riverside Innovation 
Corridor (Task 5) and study in VISSIM (Task 6). 

2. Lane-Level Mapping: This task considers the state of lane-level mapping with a focus on 
which tools are available to the academic researcher. One tool was selected and its 
mapping accuracy is characterized. 

3. Lane-Level Map Matching: This task describes the lane determination algorithm that 
was used in Tasks 5 and 6 and analyzes its expected performance at various levels of 
position accuracy.  

4. Mid-year Progress Report: This report documented the status of the project as of 
October 1, 2021. 

5. Demonstration: Lane-level map matching is a technology that underlies various 
applications: intersection signal phase and timing, lane selection, lane-changing/lane-
keeping assistance, lane-level routing/navigation, intersection collision avoidance (See 
Task 2). This task demonstrates and evaluates the probability of correct lane 
determination along the Riverside Innovation Corridor. 

6. Application Simulation Evaluation: Lane-level queue prediction (LLQP) is needed for real-
time traffic surveillance at signalized intersections. It enables effective lane-level signal 
phase and timing control and advanced driving assistance functions. An algorithm to 
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achieve real-time LLQP is presented in Appendix C. Accuracy of this LLQP algorithm is 
studied in VISSIM as a function of CAV penetration rate and GNSS position accuracy.  

7. Data Management Compliance: This task describes the data products of this project and 
how that data is archived for public utility.  

8. Final Report: This task documents the final report. 

Each task is discussed in greater detail in a subsequent section of this final report.  

This one-year effort has demonstrated the feasibility and assessed the reliability of real-time 
lane-level map matching and assessed its utility for lane-level queue determination for CAV 
applications. Lane-level mapping, lane-identification, lane-relative position determination, and 
lane-level queue prediction would benefit many sustainable transportation applications. Also, 
the technologies involved in this project are vehicle agnostic. The benefits of these technologies 
will accrue to road users and roadway vehicles of all types: gas or electric; commercial, public, 
or private; etc. 

Task 1 – Literature Review 

The literature review focused on technologies related to determining and using absolute 
position to benefit transportation applications [Du et al., 2008; Tian et al., 2019; Williams et al., 
2021].  

Types of Positioning 

Absolute Position is determined relative to the origin of a coordinate system that is attached to 
the Earth. Knowledge of absolute position is required, for example, for the planning of a route 
from one location to another where both the origin and destination locations (e.g., hotel to the 
airport) are known in the coordinate system. It is also needed for sharing of information 
between vehicles (i.e., V2V) or between vehicles and infrastructure (i.e., V2I). Absolute position 
may be determined by use of Global Navigation Satellite Systems (GNSS) [Hofmann et al., 2007; 
Teunissen et al., 2017]. It can also be determined by feature-based detectors (e.g., Lidar, 
camera, Radar) when the feature locations are able to be determined in an absolute sense (e.g., 
from a digital map) [Cadena et al., 2016; Lowry et al., 2015; Bresson et al., 2017].  

Relative Position is the location of one object relative to another (e.g., the vehicle), even when 
one or both of their absolute positions are unknown. Relative position of objects is important 
for tasks such as parallel parking, lane keeping, and collision avoidance. Relative positions can 
be determined directly using feature-based sensors (e.g., Lidar, camera, Radar, ultrasound) 
mounted on the vehicle [Cao et al., 2007; Milford et al., 2012]. 

These two types of positioning are complementary. Both have utility for transportation. Both 
can be achieved using data fusion methods from a multiplicity of sensors [Vu et al., 2012; 
Nedevschi et al., 2013; Rose et al., 2014; Rohani et al., 2016].  
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Advances in GNSS toward achieving Lane-level Accuracy 

Multiple GNSS (e.g., GPS, GLONASS, Galileo, BeiDou) are now available, with each individually 
supplying 6-10 measurements per epoch, yielding a total of 24-40 single-frequency 
measurements, or 50-100 multi-frequency measurements [Verhagen et al., 2010, Camacho, 
2017]. The increased signal availability enhances the speed and reliability of GNSS position 
determination.  

The advent of Precise Point Positioning (PPP) enables significant enhancements in GNSS 
accuracy, on the global scale, without the need for local base station infrastructure [Bree et al., 
2012; Elsheikh et al., 2019; Elsobeiey et al., 2015; Gao et al., 2006; Knoop et al., 2017; Kouba et 
al., 2001; Liu et al., 2015; Teunissen et al., 2014]. PPP is capable of achieving submeter-level 
accuracy using single-frequency pseudorange measurements or centimeter to decimeter 
accuracy using multifrequency carrier phase measurements. PPP is implemented using State 
Space Representation (SSR) correction messages. At present, very few GNSS receivers accept 
SSR format messages. Recently, commercial entities have investigated the potential to 
communicate PPP information through Observation Space Representation (OSR) format 
messages, because almost all existing receivers accept OSR format correction measurements 
[Rahman et al., 2019]. An open-source prototype implementation of this approach has recently 
been demonstrated [Hu et al., 2021] and will be used in Task 5 of this project.  

The main challenges to GNSS positioning for transportation are dense urban areas 
characterized by many tall buildings, called urban canyons [Zhu et al., 2018], that may block 
satellite signals or reflect satellite signals causing either multipath or non-line of sight 
measurement errors. Urban areas that have these characteristics represent only a small 
percentage of roadway miles (The U.S. Department of Transportation classifies 3.9 million miles 
of roadway as rural and 1.2 million miles of roadway as urban [US DOE, 2015]. Not all urban 
roadways are in urban canyons.). In such urban areas, these issues can best be accommodated 
by incorporating alternative sensors [Vu et al., 2012; Wang et al., 2012; Groves et al., 2013; 
Nedevschi et al., 2013; Rose et al., 2014; Shunsuke et al., 2015; Rohani et al., 2016; Xu et al., 
2018] and digital maps [Groves, 2011; Gu et al., 2015] to provide additional information and 
constraints to the position determination process.  

CAV Applications that Benefit from Lane-level Accuracy 

Vehicle-centric applications benefit significantly from real-time lane-level vehicle position 
accuracy [Tian et al., 2019; Williams et al.; 2021]. These applications are primarily driven by on-
board sensors and/or communication technologies, intended to assess the ego-vehicle and/or 
the surrounding environment to adjust the ego vehicle’s operations. For instance, lane-level 
positioning accuracy is the minimum requirement for multiple CAVs to enable Cooperative 
Adaptive Cruise Control (CACC) to form a platoon or to perform Cooperative Ramp Merging 
(CRM) to determine the most efficient merging sequence [Wang et al., 2019]. Specific 
applications mentioned in [Toledo-Moreo et al., 2009] include Enhanced Driver Awareness and 
Intelligent Speed Alert that warn the driver of upcoming hazard along their trajectory. In 
addition, for many eco-ITS applications [Barth et al., 2012], such as eco-routing 
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[Boriboonsomsin et al., 2012; Zhou et al., 2016] and Eco-Approach and Departure (EAD) [Hao et 
al., 2019; Ye et al., 2019], lane-level positioning accuracy would help significantly improve their 
effectiveness, by better estimating the driving lane, road-grade (thus the energy consumption), 
and the lane-level traffic information (e.g., signal phase and timing, queue length). 

Estimation of travel time has been stated as an FHWA priority due to its utility for evaluating 
the performance of traffic networks and is one of the most understood measures for road users 
due to its utility for optimizing route planning [Liu et al., 2009a; Lee et al., 2019]. Travel time 
estimation has been investigated both on freeways [Chen et al., 2001; Chen, 2002] and arterials 
[Liu et al., 2009a]. The use of probe vehicles is investigated in, for example, [Turner et al., 1998; 
Dailey et al., 2002; Liu et al., 2009a]. As any driver realizes, each lane can have different traffic 
conditions, thus different travel times [Lu et al., 2021]; therefore, this application is one that 
can benefit from the higher resolution enabled by probe vehicle (e.g., CAV) lane determination 
and lane-level positioning technologies.  

Due to its criticality to the assessment and management of intersection traffic, vehicular queue 
length estimation has been investigated by many papers [Webster, 1958; Webster et al., 1966; 
Mirchandani et al., 2007; Skabardonis et al., 2008]. Considering the potential to achieve 
enhanced performance through lane-level position accuracy and more reliable lane-
determination, lane-level queue prediction is the focus of Task 6 and is reviewed separately in a 
later subsection.  

Road and Lane Determination 

Road and lane perception are important for various CAV applications [Hillel et al., 2014]. The 
term lane perception has various possible meanings as well as contexts: On which lane of a road 
is the vehicle traveling? On which lane of which road is the vehicle traveling? Where is the 
vehicle within a given lane? The accuracy, reliability, and challenges of answering each question 
depends on the sensor suite that is available aboard the vehicle. 

Road and Lane map matching have interesting similarities and differences.  

• The goal of Road Level Map Matching (RLMM) is to determine the identity of the road 
on which the vehicle is traveling [Dmitriev, et al., 1999; Quddus et al., 2007]. In addition, 
the longitudinal position of the vehicle along the road (e.g., mile marker) may be of 
interest for route planning purposes. RLMM requires knowledge of absolute position. It 
can work with position measurements with accuracy at the 10 m level, which is possible 
by open service GNSS methods (i.e., non-differential). It is useful for non-safety 
applications such as vehicle routing, wherein it is reasonable to assume that the vehicle 
is on the road and traveling in the correct direction. Therefore, it is common to project 
positions that are off-road or on road segments that are traveling in the wrong direction 
back to the nearest road segment traveling in the correct direction [Scott, 1994; Fouque, 
2008]. 

• The goal of Lane Level Map Matching (LLMM) is to determine the specific lane that the 
vehicle is occupying at the present time. Sometimes, going beyond lane identification, it 
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is also of interest to determine the lane relative position of the vehicle. The longitudinal 
position along the lane is determined relative to a specific reference location (e.g., lane 
start point or intersection stop bar). The lateral position is defined as the shortest 
distance from the vehicle location to the lane centerline. LLMM requires absolute 
position accuracy that is a fraction of a lane width (i.e., meter level). This accuracy can 
be achieved by differential GNSS methods or by fusing information from different 
sensor modalities. Because LLMM is intended for critical safety applications, it is 
important that vehicle positions that may be off-road (e.g., accident) or traveling in the 
wrong direction (e.g., passing) should not be projected back to a lane traveling in the 
correct direction. To do so would cause crucial failures of applications such as Wrong-
Way Driving Alert System. LLMM requires a digital map including centerlines for each 
lane accurate to the decimeter level.  

Lane relative lateral position determination is commonly performed using vision [Dickmanns et 
al., 1987; Turk et al., 1988; DeSouza et al., 2002; Bonin-Font at al., 2008; Lundquist et al., 2011]; 
however, lane determination, especially relative to a map, is much more challenging using 
vision alone. LIDAR based road and lane detection methods are presented in [Ogawa et al., 
2006; Kammal et al., 2008; Caltagirone et al., 2017]. Approaches combining GPS and vision are 
presented in [Rabe et al., 2016; Hansson et al., 2021]. 

Map matching methods fall into a few categories [Quddus et al., 2007; Du et al., 2008]: point-
to-point, point-to-curve, and curve-to-curve. A map aided localization is introduced in [Toledo-
Moreo et al., 2009], where the particle filter is used to consider navigation along each lane as 
discrete hypotheses. In this approach, the mapped lanes each act as a priori information for 
Bayesian estimation. Several other approaches also use the map to constrain the position 
estimate, e.g., [Scott, 1994; Fouque, 2008; Peyret et al., 2008]. Depending on the 
implementation, such approaches may project a vehicle that is off-road or in a passing lane 
back to a mapped lane traveling in the same direction of the vehicle, which can create safety 
issues. In addition, Hidden Markov Methods (HMM) have been used to combine information 
through time [Atia et al., 2017]. That approach relies on a priori assumed probabilities of lane 
changes. Enhanced performance might be achieved by computing these probabilities in real-
time based on the vehicle state. 

Lane-Level Queue Length Estimation and Prediction 

The traditional means of gathering information about intersection approach queues is to 
embed loop detectors in the roadway [Muck, 2002; Liu et al., 2009b; Lee et al., 2015; Li et al., 
2018]. Each loop detectors counts the number of vehicles passing a specific area along an 
intersection approach. The lane queue upstream of the furthest loop from the stop-bar cannot 
be directly detected, but might be inferred by combining with information from upstream and 
downstream intersections in the network. Multiple loop detectors along multiple lanes can be 
used to increase the accuracy of the queue estimate; however, each added loop detector 
increases both the installation and maintenance costs.  



 6 

Alternatively, CAVs with high positioning accuracy can serve as reliable sensors, called probes, 
to enable dynamic lane-level queue inventories, with the goal of enabling much more effective 
traffic management. Therefore, there is interest in the use of CAV’s as probes for intersection 
queue length estimation [Cheng et al., 2011; Zhao et al., 2019a; Zhao et al., 2019b; Comert et 
al., 2021]. The algorithms of these articles depend on estimates of the CAV penetration rate. 
Several articles present methods to estimate that parameter [Wong et al., 2019]. None of these 
articles study the accuracy as a function of GNSS position error. Those articles that study the 
problem in VISSIM assume that the GNSS error is zero, because the standard VISSIM does not 
include a GNSS position error model. This project develops a VISSIM GNSS error module as part 
of Task 6. 

The intersection queue length estimation problem can be considered from multiple 
perspectives. Several articles consider the problem of maximum queue length estimation after 
all the vehicles in the cycle have passed the intersection [Liu et al., 2009; Cheng et al., 2011; 
Hao et al., 2013; Hao et al., 2014]. An alternative perspective that is of interest herein is to 
predict the instantaneous lane-level queue length during the cycle while some vehicles are still 
approaching the intersection (see Task 6 and Appendix C). 

Application Selection 

Tasks 5 and 6 will focus on intersection lane-level queue estimation and its underlying 
technology of vehicle lane identification.  

For example, to enable Signal Phase and Timing (SPaT) to be scheduled based on real-time lane-
level queues, each intersection would require (1) a lane-level map for approach lanes (see Task 
2), algorithms to determine which lane corresponds to the measured vehicle position (see Task 
3), and algorithms to use (probe) vehicle longitudinal position to determine the lane-level 
queue length (see Appendix C). Task 5 demonstrates the methods of Task 3 using the 
intersection maps developed in Task 2 for the Riverside Innovation Corridor. Task 6 uses VISSIM 
to study the accuracy of lane-level queue prediction as a function of vehicle position accuracy 
and vehicle penetration rate.  

Task 2 – Lane-Level Mapping 

High-definition (Hi-Def) digital maps are an indispensable automated driving technology that is 
developing rapidly [Liu et al., 2020]. The experimental demonstration in Task 5 and simulation 
evaluation of Task 6 will each require a lane-level map. Many other pilot projects also require 
lane-level maps.  

Before creating that lane-level map, the team assessed the available tools for its creation. There 
are various commercial (e.g., HERE) or governmental map products in the market. Companies 
such as Amazon and Google that are interested in autonomous driving develop their own 
proprietary Hi-Def mapping systems only useable by entities with which they have contractual 
agreements. It is notable that, to the best of our knowledge, the U.S. Department of 
Transportation (USDOT) map tool (https://webapp2.connectedvcs.com/) is the only tool 

https://webapp2.connectedvcs.com/
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available with free access that allows the user to create MAP and Signal Phase and Timing 
(SPaT) messages. Tasks 5 and 6 of this project used a J2375 Map message of the demonstration 
area (i.e., Riverside Innovation Corridor) created by the USDOT map tool for their lane-level 
map. This map message was created under a previous project, but the roadway has not 
changed, so it did not require revision.  

At the time of this study, a comprehensive analysis of the accuracy of this map tool was lacking 
in the literature. Therefore, the team acquired data to perform an assessment of the accuracy 
expected from the USDOT mapping tool. 

This project completed the USDOT map tool accuracy assessment using the intersection of Iowa 
and University Avenue in Riverside, CA as a test site. The analysis used 39 feature points within 
about 200 meters of the verified point for that intersection and 55 feature points over longer 
distances from the verified point. All feature locations were mapped using the USDOT tool and 
compared with their location as surveyed using GNSS Real-Time Kinematic (RTK) methods 
[Hatch, 1983; Talbot, 1993; Hofmann-Wellenhof et al., 1997; Neumann et al., 1997]. Different 
error sources were evaluated to allow assessment of the USDOT map accuracy. In this 
investigation, the USDOT map tool was demonstrated to achieve 17-centimeter accuracy in the 
horizontal directions, which meets the lane-level map accuracy requirement.  

The USDOT Mapping Tool loses the accuracy while converting to the J2735 output. The internal 
accuracy is better than 0.2 m. The conversion process that converts from geodetic decimal, to 
UPER HEX, to ASN.1 (J2735) can lose up to 1.0e-5 degrees of geodetic accuracy. For an Earth 
radius of 6.378e6 m, each 1e-5 error in geodetic degrees corresponds to 1.11 meters of 
position error. This conversion loses of accuracy is unfortunate, as the tools internal accuracy is 
much better. For the results that follow, we avoided this conversion loss of accuracy by copying 
the internal map results directly, so as to avoid the output conversion process. 

The report describing the methodology and results of this accuracy assessment is included as 
Appendix A. The report has also been submitted for publication.  

The location data to support the USDOT Mapping Tool accuracy assessment is included as one 
of the data products of this project. 

Task 3 – Lane-Level Map Matching 

The goal of this task is to implement and analyze algorithms to combine real-time, meter-level 
position measurements with lane-level maps (obtained from Task 2) to achieve lane 
determination and lane relative position. The algorithms developed in this task will be used in 
Tasks 5 and 6.  

Let 𝒑̂(𝑡) denote the measurement of the actual vehicle location 𝒑(𝑡). The position 
measurement is assumed to have lane-level accuracy (about 1 meter). The digital map is 
discussed under Task 2. 
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The road and lane determination literature is reviewed under Task 1. In this task, given that the 
position is assumed to be accurate to lane-level, we assume that the road determination 
problem is solved. When the vehicle is near an intersection with position known to the meter 
level, road determination is straightforward, except when the vehicle is actually in the 
intersection of the crossing streets. When the vehicle is not near an intersection, then lane-
level position accuracy makes road identification straightforward. Therefore, the following 
subsections present and analyze the point-to-curve lane determination approach.  

Point-to-Curve Lane Determination 

Each lane in the digital map is described as a sequence of nodes or waypoints along the lane 
centerline. The centerline is defined to be the line connecting two adjacent nodes from the lane 
node list. In Figure 1, for a road with two lanes, separated by the wide yellow dashed line, the 
centerline waypoints for each lane are indicated by the orange circles. The lane centerline is 
indicated by the white line, for each lane, for the lane segment closest to the vehicle location 
(green dot). The vector from the two closest waypoints to vehicle location are shown as red 
arrows. 

 

Figure 1. Depiction of lane determination for a vehicle operating on roadway with two lanes. 
(a) Left – Lane-level map. (b) Right – Lane relative position.  

The lane relative coordinates are defined as (𝑠̂(𝑡),  𝑑̂𝑖(𝑡)), where 𝑠̂(𝑡) is the distance along the 
lane centerline from the stop bar for the lane to the projection of 𝒑̂(𝑡) onto the lane centerline. 
The variable 𝑠̂(𝑡) is computed as the sum of the known distance of Node i from the stop-bar 
along the centerline plus  𝑠̂𝑖. Based on the measurement 𝒑̂(𝑡) and the digital lane map, the 

signed distance 𝑑̂𝑖(𝑡) is computed from the closest point on the lane centerline to 𝒑̂(𝑡). The 

measured vehicle position 𝒑̂(𝑡) is associated with the nearest lane that has | 𝑑̂𝑖(𝑡) |  ≤  𝐿𝑤/2, 
where 𝐿𝑤 is the lane width at 𝒑̂(𝑡). Once the lane has been determined, the lane relative 
coordinates are known. 
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Theoretical Assessment of Lane Determination Error 

Figure 2 displays an image useful for analyzing the probability of correct lane determination. 
The lane stop bar is indicated by the solid black vertical line on the left side. The lane 
centerlines from the digital map are indicated by the narrow gray solid lines. The lane edges, 
which are computed from the lane width 𝐿𝑤 and the centerlines, are drawn as wide dashed 
yellow lines.  

There is uncertainty associated with the measurement 𝒑̂(𝑡). Assuming that the position error 
(𝒑̂(𝑡) − 𝒑(𝑡)) has a Gaussian distribution, this uncertainty is depicted by the blue ellipses in 
Figure 2, which represent contours of equal probability. The marginal probability density for 
𝑑𝑖(𝑡) is  

𝑝(𝑑𝑖) = (2𝜋𝜎2)−0.5 𝑒𝑥𝑝 (
−(𝑑𝑖 − 𝑑𝑖̂)

2

2𝜎2
⁄ ). 

Assuming that the vehicle is in lane 1, this density is sketched along the right side of the lane in 
Figure 2. The integral over the blue cross-hatched region yields 𝑃𝑐 the probability of a correct 
lane determination: 

𝑃𝑐 = ∫ 𝑝(𝜏)
𝜏

𝜏
𝑑𝜏, where 𝜏 =

1

𝜎
((

𝐿𝑤
2⁄ ) − 𝑑𝑖̂) is the upper limit, 𝜏 =

1

𝜎
(− (

𝐿𝑤
2⁄ ) − 𝑑𝑖̂) 

is the lower limit, and  is a dummy variable of integration. This is easily computed as 𝑃𝑐 =

𝑒𝑟𝑓(𝜏) − erf(𝜏), where 𝑒𝑟𝑓(𝑥) is the error function for the standard Gaussian distribution. The 
probability of a lane determination error is 𝑃𝑒 = (1 − 𝑃𝑐). The probability of lane determination 
error is graphed as a function of the actual distance of the vehicle from the centerline for 
various values of 𝜎2. The graph clearly shows that as the position estimation accuracy 
increases, the probability of a lane determination error decreases for all distances from the lane 
centerline. Note that for vehicles driving along the lane boundary (i.e., 𝑑𝑖 = 𝐿𝑤/2), the 
probability of lane determination error is always larger that 0.5. This is expected, as the vehicle 
could be in either lane. 
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Figure 2. Depiction of method and variables used for point-to-curve lane determination with 
probability of correct lane determination. 

 

Figure 3. Probability of lane determination error as a function of the distance from the lane 

centerline drawn for various values of 𝝈𝟐. 
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Task 4 – Progress Report 

The six-month project report was submitted in October 2021. It covered the period from April 
1, 2021 through October 1, 2021. 

Task 5 – Demonstration 

Lane-level map matching underlies various CAV applications. This task demonstrated and 
evaluated lane-level map matching in the context of those CAV applications relevant to 
intersections and intersection signal management. The task was implemented on the Riverside 
Innovation Corridor. The task included: (1) developing lane-level maps for all lanes of three 
intersections; (2) implementing an on-vehicle software system for lane determination and lane-
relative positioning using a low-cost GNSS receiver; and, (3) demonstrating lane determination 
and lane-level positioning using real-time experimental data.  

Intersection Maps for the Riverside Innovation Corridor 

The task was implemented using the USDOT Map Tools (see Task 2) to develop lane-level J2735 
maps for three intersections on the Riverside Innovation Corridor (University Avenue 
intersections with Iowa, Cranford and Chicago Avenues) [Oswald et al., 2021].  

Figure 4 shows the lane maps for the three intersections. Each lane center is plotted as green 
for ingress and red for egress. The single blue lane in each image shows the lane that was 
determined for the vehicle position marked by the blue star. One of these images is shown by 
the real-time GUI during the experiment, when the vehicle is within that intersections map 
region.
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Figure 4. Lane maps for the UC Riverside Innovation Corridor. 

The lane-level map for the three intersections along the UCR Innovation Corridor is included as one of the data products of this 
project. 
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On-Vehicle Demonstration Software 

Figure 5 shows the hardware and software structure of the lane determination system used in 
the experiments of this task.  

 

Figure 5. The structure of lane determination experiment system. 

A single u-blox dual-band antenna was connected to two u-blox F9P receivers through a signal 
splitter: 

1. One F9P u-blox receiver was connected through a VN-DGNSS client to receive RTCM 
OSR corrections from a VN-DGNSS server [Hu et al., 2021]. This VN-GNSS approach is 
expected to achieve submeter positioning accuracy. The VN-GNSS approach does not 
require any nearby differential GNSS base station, so it is appropriate as an on-vehicle 
commercial positioning system on continental or local scales.  

2. Another F9P u-blox receiver was operating in Real-time kinematic (RTK) mode to 
produce ground truth positioning data by using the receiver manufacturer’s u-center 
software to connect to a UCR base station. RTK GNSS requires a local base station, so it 
is not usable as an on-vehicle commercial positioning system on continental or global 
scales. RTK GNSS processing achieves centimeter accuracy [Hatch 1983; Farrell et al., 
2000] position which makes it appropriate for use as a ground truth reference.  

The VN-DGNSS client communicates GNSS correction information from the VN-DGNSS server 
and delivers it to the F9P u-blox receiver, which uses it to perform differential GNSS to achieve 
positioning accuracy at the meter level. The VN-DGNSS client collects the position data from 
F9P u-blox receiver and sends it to the Lane Determination Application (LD-APP). The LD-APP 
implements a Point-to-Curve Lane Determination algorithm (see Task 3). The results were 
plotted as a Matlab figure in real-time (see Figure 4). 

Demonstration Results 

This section presents the lane determination experimental results. Two experiments were 
performed. In each experiment, the vehicle was driven along the Riverside Innovation Corridor. 
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During the driving, the vehicle was in various lanes and at various distances from its lane 
centerline.  

• The experiment that took place on 11/10/2021 lasted for about 42 minutes, providing 
1486 data points. The receiver was configured to use GPS. 

• The experiment that took place on 3/12/2022 lasted for about 30 minutes, providing 
985 data points. The receiver was configured to use GPS and Galileo. 

• The experiment that took place on 3/30/2022 lasted for about 30 minutes, providing 
1115 data points. This receiver was configured to use GPS and Galileo. 

In each experiment, at each measurement time, the lane ID and lane relative location was 
determined both for the VN-DGNSS receiver and for the RTK receiver. The answer from the RTK 
receiver was treated as ground truth. The answer from the VN-DGNSS receiver was compared 
to ground truth to compute the probability of lane determination error as a function of the 
distance from the lane centerline.  

Figure 6 displays the results of the experiments. Each experiment is in a separate row. In each 
figure in the left column, the black curve shows the probability of lane determination error 
from one experiment overlaid on the theoretic results discussed relative to Figure 3. The graph 
was created as follows: (1) for the current location, compute the lane width (Lw), distance from 
the center line (d), and percentage lane width from the centerline (q = 2 d/Lw); (2) compute the 
number of samples and the number of lane determination errors in each of five bins, for q in: 0-
0.1, 0.1-0.2, 0.2-0.3, 0.3-0.4, and 0.4-0.5. Each point on the graph also shows error bars, where 

the magnitude of the error bar is computed using √
𝑃𝑐 𝑃𝑒

𝑁
 where (for a Bernoulli random variable) 

𝑃𝑒 = (1 − 𝑛
𝑁⁄ ) is the probability of error, 𝑃𝑐 = 1 − 𝑃𝑒 is the probability of a correct answer, n 

is the number of wrong answers in the bin, and N is the total number of samples (right or 
wrong) used to estimate 𝑃𝑒 for that bin. The bins nearer to the lane center have more points 
because the vehicle cannot be safely driven near the lane edge for long periods of time.  

The right column shows the cumulative probability of the horizontal position error during each 
experiment, where the position error is the norm of the difference between the VN-DGNSS and 
RTK positions. 

From the graphs in the left column, we can conclude that for vehicles driven within 25% of the 
3.6 m lane width (i.e., within 0.9 meters) of the lane centerline, the correct lane is determined 
for over 90% of the samples. 

During the processing of these experimental results, we found that lane width is not constant 
and not equal to the left and right. This is because the digital lane centerlines of adjacent lanes 
are not always parallel and the lane center nodes may not be perfectly selected in the map tool. 
This causes the centerlines of the lanes to the left and right to move toward or away from each 
other at different rates. The unequal left and right distances to the lane boundaries must be 
accounted for correctly when determining the lane ID decisions, especially when the vehicle 
operates near the lane boundary. 
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Figure 6. Lane detection accuracy from three experiments. Each row shows data from one 
experiment. The left column compares the wrong lane probability as a function of the 
distance from the lane centerline. The right column shows the cumulative distribution 
function for the position error during each experiment.  
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Figure 7. Portion of the Innovation Corridor in Riverside, CA that is studied in the simulation 
and demonstration. (a) Top – Google map view. (b) Bottom – VISSIM View.  

Task 6 – Simulation Study 

This simulation study focuses on the accuracy of lane-level intersection queue estimation as a 
function of two variables: probe vehicle penetration density and GNSS position accuracy.  

Simulation Network 

The simulations are done using the PTV VISSIM [PTV Group, 2022] microscopic traffic simulation 
software. The network in VISSIM is modelled after the Innovation Corridor in Riverside, 
California [Oswald et al., 2021]. The simulated network is about 1.3 km of the Riverside 
Innovation Corridor and includes 3 intersections along University Ave.: Chicago Ave., Cranford 
Ave., and Iowa Ave. The majority of this corridor consists of 2 lanes in the Westbound direction 
and 2 lanes in the Eastbound direction, and a speed limit of 50 km/h. Fixed-time signal control 
is coded for all three intersections. The cycle lengths of the Chicago, Cranford and Iowa avenue 
intersections are 96, 78 and 96 seconds, respectively. Green and yellow intervals of all three 
intersections’ East-West through phase are 30 and 5 seconds. Traffic demands have been 
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calibrated based on the turning movement count survey on June 2nd, 2016 by the City. Figure 7 
shows the study corridor in both Google Map and VISSIM.  

Simulation Scenario 

The simulation time is 1 hour, representing a typical morning peak hour (8 am – 9 am) traffic 
conditions along the corridor. There are 30 different scenarios simulated with each being run 
10 times. These scenarios cover 5 different penetration rates of 20%, 40%, 60%, 80% and 100%; 
and, 6 different GNSS error levels with position error standard deviations of 0, 0.5, 1, 1.5, 2, and 
2.5 m. 

Key Modules 

At signalized intersections, lane-level queue length is a critical traffic state that is monitored for 
efficient traffic signal control. To evaluate the impact of GNSS errors and probe vehicles density 
on real-time lane-level queue length estimation accuracy, we develop three key modules: GNSS 
error model, lane-level map-matching, and lane-level queue length estimation. All three are 
implemented in the simulation environment via application programming interfaces (APIs).  

PTV VISSIM allows for an external dynamic link library (DLL) to interface with its vehicle models. 
The DLL is written in C/C++, and is called for each vehicle at each time step of the simulation 
run. VISSIM passes the current state of the target vehicle to the DLL. The standard VISSIM 
computation engine provides the perfect location (i.e., the ground truth location) of the target 
vehicle. The simulation structure is shown in Figure 8. Using the API, the GNSS error model 
outputs a measured position by perturbing the ground truth position with a time-correlated 
random error process computed based on a user-specified position error standard deviation. 
The measured position is then fed into the lane-level map-matching algorithm to determine 
which lanes on which the target vehicles are traveling. 

Based on the lane indices and other state information (e.g., velocity), the queue length along 
each approaching lane of each intersection can be estimated online and compared with ground 
truth to determine the queue estimation error. The statistics of lane index errors and lane-level 
queue length errors are output and processed to evaluate the system performance.  
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Figure 8. Key modules and flow diagram for the VISSIM lane-level queue length estimation. 

GNSS Error Module 

The standard PTV VISSIM implementation supplies user algorithms with the ground truth 
vehicle location at each time step. To study the effects of GNSS position estimation error on 
lane queue estimation accuracy, this project required a module that would additively corrupt 
the ground truth location with measurement error to produce a measured position.  

This project designed, implemented, and used a GNSS error module. The theory underlying the 
implementation is described in Appendix B. That appendix also points to the Dryad URL for the 
software that implements the approach.  

Lane-level Map-matching Module 

Before incorporating the lane-level queue length estimation algorithm, a lane-level map-
matching algorithm is required to determine the lane index (i.e., lane ID) of each probe vehicle 
at each simulation time step.  

This lane determination algorithm used herein is a point-to-curve algorithm discussed under 
Task 3. Note that the default driver behavior in VISSIM moves vehicles along the centerline of 
its lane. The GNSS measurement of the vehicle position will not be on the lane center. 

The lane determination accuracy 𝐴 will be quantified as  

𝑃𝑐 =
𝑆𝑐

𝑆𝑇
, 𝐴 = 100 ∗ 𝑃𝑐 , and 𝑃𝑒 = 1 − 𝑃𝑐 (6-1) 

where 𝑆𝑐  is the number of correct samples, 𝑆𝑇 is the total number of samples, 𝑃𝑐 is the 
probability of a correct determination, 𝐴 is the percentage of determinations, and 𝑃𝑒is the 
probability of an incorrect determination.  
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Figure 9. Lane determination accuracy as a function of position error standard deviation. 

Figure 9 shows curves comparing the theoretical and simulated lane determination accuracy as 
a function of the GNSS position error. The GNSS position error is the measurement standard 
deviation parameter that is input to the GNSS error module. The lane width in the VISSIM 
network is 3.5 meters.  

Figure 9 also shows error bars representing the standard deviation of the lane determination 
error at each GNSS error. Treating each decision as a Bernoulli random variable the standard 

deviation of the estimate either 𝑃𝑐 or 𝑃𝑒 is computed as √
𝑃𝑐 𝑃𝑒

𝑆𝑇
. The standard deviation 

computation is repeated for each of the six points on the graph using the values of 𝑃𝑐 and 𝑆𝑇 
relevant for that data point.  

Figure 10 presents the grouped histograms of the magnitude of the lane determination error 
for different GNSS errors. In all cases, the lane determination error is less than 1 lane.  
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Figure 10. Histograms of lane determination errors across different levels of GNSS errors. 

Lane-level Queue Length Estimation Module 

The lane-level queue length estimation method is presented in the Appendix C. Within the 
VISSIM evaluation code, the values of the algorithm parameters were: Ld = 100 (meters), Vf = 
13.89 (meters/second); 𝜆0= 0.05555 for Westbound traffic (average number of arriving 
vehicles/ second), 𝜆0= 0.076389 for Eastbound traffic (average number of arriving vehicles/ 
second), h = 0.4 (seconds/vehicle), and k = 0.1429 (vehicles/ meter). 

Lane-level Queue Length Estimation Simulation Results 

This section assesses the impact of GNSS position error and CAV penetration rate on the 
accuracy of queue length estimation.  

The queue length estimation error is defined as 

𝐸 =  𝑄𝑎 − 𝑄𝑒 , (6-2) 

where 𝑄𝑎  represents the actual queue length computed by VISSIM using ground truth and 𝑄𝑒  
represents the queue length estimated by the intersection controller using the measured 
position data from the CAV’s. 

Figure 11 (a. – e.) show the normalized grouped histograms of lane-level queue length 
estimation errors for each penetration rate as a function of the GNSS error standard deviation 
in meters. In each figure, the GNSS error standard deviations take the values: 0 m, 0.5m, 1m, 
1.5m, 2m, and 2.5m. Figure 11 (a.) shows the error statistics for a CAV penetration rate of 
100%; Figure 11 (b.) shows the error statistics for a CAV penetration rate of 80% CAV; and so on 
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for Figure 11 (c. – e.). The penetration rate for each figure is stated in the figure title. The 
horizontal axis in each figure represents the number of vehicles by which the estimated queue 
length differs from the actual queue length. For instance, “0” means that the queue estimation 
is correct; an error of “1” means that the queue estimation is under-estimated by 1 vehicle; an 
error of “-1” means that the queue estimation is over-estimated by 1.  

Figure 12 (a. – f.) show the normalized grouped histograms of lane-level queue length 
estimation error for each GNSS error level as a function of penetration rate. Figure 12 (a.) 
shows the queue estimation error statistics for a GNSS error of 0 for each CAV penetration rate, 
i.e., 20%, 40%, 60%, 80% and 100%, respectively. Figure 12 (b.) shows the queue estimation 
error statistics for a GNSS error of 0.5m for each penetration rate, etc. 

Figure 11 and Figure 12 show that queue length estimation errors increase as the GNSS error 
increases and as the penetration rate decreases from 100%. This decline in performance is 
especially strong with respect to the decreasing penetration rate. This is because the algorithms 
performance is heavily dependent on the probability that a CAV is sufficiently near the end of 
the queue. 

It is clear that the lane-level queue estimation accuracy using only the position measurements 
from the CAV’s is strongly affected by the penetration rate. CAV’s do have additional 
information from the safety sensors that can be useful, such as distance to adjacent vehicles in 
front, behind, and in adjacent lanes. New queue determination methods that includes this 
additional information could significantly improve performance at lower penetration rates. 
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Figure 11 (a.-e.). Grouped histograms of lane-level queue length estimation error for different 
GNSS error levels at each individual penetration rate. 
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Figure 12 (a.-f.). Grouped histograms of lane-level queue length estimation error for different 
penetration rates of technology at each individual GNSS error level. 
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Task 7 – Data Management Plan Compliance 

This task focused on data compliance. The specific data products of this project are defined in 
the Data Summary section of this report.  

Task 8 – Final Report 

This document is the final report.  

This project funded two students: Wang Hu and David Oswald. Both are electrical engineering 
PhD candidates at the University of California Riverside. 

In addition to the mid-project report and this final report, the project has produced:  

(1) USDOT Mapping Tool accuracy assessment – This assessment is included as Appendix A 
and has also been submitted for publication. 

(2) GNSS error model – The software implementation is being distributed through GitHub 
as open-source software. The theory is described in Appendix B. 

(3) Lane-queue estimation algorithm – The algorithm is described theoretically in Appendix 
C. The software implementation is released as described under Task 7. That algorithm 
and its simulation results as describe under Task 6 may be organized into another article 
for publication.  

The data products of this project are described in the Data Summary section of this report. 
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Data Summary  

Products of Research  

In this project, data were collected in support of Tasks 2, 5, and 6. The list of data sets with 
descriptions are organized in Table 1. Each of these data products has been uploaded to the 
NCST Dryad repository. The URL to the data is described in the Data Access and Sharing Section.  

The items in Table 1, are organize each into their own subdirectory within the Dryad repository 
for this project. In addition, there is a subdirectory named MapData that contains the J2735 
map data for the Riverside Innovation Corridor. This data is necessary for the analysis of the 
Task 5 results, but was not produced during this project.  

Table 1. Data products that resulted from the project.  

Task Data description Data Files File 
Format 

2 Lane-Level Mapping. 
Experimental data were 
acquired to assess the 
accuracy of the USDOT 
Mapping Tool. A report 
describing the analysis and 
results of this task is 
contained in Appendix A 
[USDOT2022]. This data 
was used to create Figures 
3-6 of that report. The 
data analysis used 39 
feature points within 
about 200 meters of the 
intersection verified point 
and 55 feature points 
distributed over longer 
distances from the verified 
point (94 points total). 
Along with the data files, 
the repository includes a 
README file and two 
Matlab scripts that 
process the data.  

click_test.m 
dot_data_cecert.xlsx 
dot_data_expand.xlsx 

Matlab 
Excel 
Excel 

5 Demonstration. 

Experimental data was 
acquired to assess the 
probability of correct lane 

Contents of each data subdirectory: 
Test 1- RTK.csv 
Test 1- LD_App_log.txt  
Test 2- RTK.csv  

 
 
csv 
txt 
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Task Data description Data Files File 
Format 

determination. Three road 
tests were performed. 
Their data was used to 
create Figure 6. The data 
for each test is organized 
into its own subdirectory. 
The main directory 
contains a README file 
that discusses the file 
contents and how to 
process them using the 
included Matlab scripts.  

Test 2- VN.csv 
Test 3 - RTK.xlsx 
Test 3 - VN_GPS.xlsx 

csv 
csv 
Excel 
Excel 
 

6 Simulation Study. The 
simulation produced the 
data used to create Figure 
9, Figure 10, Figure 11 (a-
e), and Figure 12 (a-f). 
Each simulation run 
created 4 csv files: Chicago 
Intersection Queue 
information, Cranford 
Intersection Queue 
information, Iowa 
Intersection Queue 
information, and general 
vehicle information. 
Queue information 
consisted of the estimated 
queue information and 
actual queue information 
for each lane versus time. 
General vehicle 
information consisted of 
simulation time, vehicle id, 
vehicle speed, vehicle 
position, perturbed vehicle 
position, and vehicle 
direction. Each csv file has 
column headers for 
distinction. In total there 
were 1200 csv files: 4 csv 
files for each simulation 

ChicQueueData_GNSSerror_x_ypercent_date 
CranQueueData_GNSSerror_x_ypercent_date 
IowaQueueData_GNSSerror_x_ypercent_date 
CAV_DLL_GNSSerror_x_ypercent_date 
*where x is the GNSS errors of 0, 0.5, 1.0, 1.5, 

2.0, 2.5; y is CAV penetration percentages o 
20, 40, 60, 80, 100; date is year-month-
day_hour_minute_second. 

 
ChicQueueData… files are Chicago 

intersection queue data 
CranQueueData… files are Cranford 

intersection queue data 
IowaQueueData… files are Iowa intersection 

queue data 
CAV_DLL_... files are general vehicle 

information 

All files 
are csv 
format 
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Task Data description Data Files File 
Format 

run, 10 simulation runs for 
each scenario, and 30 
scenarios as described in 
the Simulation Scenario 
Section. 

Data Format and Content  

The file types and formats are described in Table 1. 

Data Access and Sharing  

The data are made available publicly via the UC Riverside instance of Dryad: 
https://datadryad.org/stash, which is licensed under a CC0 1.0 Universal (CC0 1.0) Public 
Domain Dedication license. The DOI for the dataset is https://doi.org/10.6086/D11M43.  

Reuse and Redistribution  

The data should be restricted for research use only. If the data are used, our work should be 
properly cited as: 

Jay A. Farrell, Guoyuan Wu, Wang Hu, David Oswald, Peng Hao (2022), Lane-Level 
Localization and Map Matching for Advanced Connected and Automated Vehicle (CAV) 
Applications, Project Funded by NCST 2021-2022, UC Riverside, Dataset, 
https://doi.org/10.6086/D11M43.   

https://datadryad.org/stash
https://creativecommons.org/publicdomain/zero/1.0/
https://creativecommons.org/publicdomain/zero/1.0/
https://doi.org/10.6086/D11M43
https://doi.org/10.6086/D11M43
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Appendix A – USDOT Lane Mapping Assessment 

The following six pages are the report of the lane-level mapping accuracy of the USDOT 
mapping tools described in the section on Task 2. That report has also been submitted for 
publication [USDOT2022].  



Assessment of U.S. Department of Transportation 
Lane-Level Map for Connected Vehicle Applications 

Wang Hu, David Oswald, Guoyuan Wu, Senior Member, IEEE and Jay A. Farrell, Fellow, IEEE 

Abstract— High-defnition (Hi-Def) digital maps are an in-
dispensable automated driving technology that is developing 
rapidly. There are various commercial or governmental map 
products in the market. It is notable that the U.S. Department 
of Transportation (USDOT) map tool allows the user to create 
MAP and Signal Phase and Timing (SPaT) messages with free 
access. However, a comprehensive accuracy analysis of this map 
tool is currently lacking in the literature. This paper provides 
such an analysis. The analysis uses 39 feature points within 
about 200 meters of the verifed point and 55 feature points over 
longer distances from the verifed point. All feature locations 
are surveyed using GNSS and mapped using the USDOT tool. 
Different error sources are evaluated to allow assessment of the 
USDOT map accuracy. In this investigation, the USDOT map 
tool is demonstrated to achieve 17-centimeter accuracy, which 
meets the lane-level map accuracy requirement. 

I. INTRODUCTION 

Digital roadway maps have a long history, especially at 
the roadway-level, providing information about road inter-
connectivity with positions accurate to the decimeter level 
[1]. Using sensors such as LiDAR, radar, and digital cameras, 
along with techniques such as Geographic Information Sys-
tem (GIS) and Machine Learning, the precision of roadway 
maps can reach centimeter level [2], [3]. 

The advent of automated vehicles has motivated interest in 
Hi-Def digital maps which may include different capabilities: 
road-level, lane-level, and road features [4]. Hi-Def digital 
maps are a fundamental technology for connected and coop-
erative vehicles enabling applications such as: GNSS-based 
lane recognition [5], [6], per lane queue determination [7], 
per lane over-speed warning [8], etc. General Motors Co. 
had every mile of interstate in the United States and Canada 
mapped using LiDAR for the Cadillac’s Super Cruise, which 
is a hands-off semi-autonomous system [9]. Waymo, Uber 
Technologies, and Ford Motor Co. also have feets of vehicles 
out to create Hi-Def maps for use in autonomous vehicles 
[10]. Mobileye collects data from the millions of customers’ 
vehicles using their front-facing cameras, and combines the 
data to create Hi-Def maps that will have road features, 
e.g., lane markers, traffc signals, and road boundaries [11], 
[12]. Mobileye’s approach allows for maps to be constantly 
updated for temporary features such as constructions and 
roadblocks [12]. 

Other companies have adopted Mobileye’s crowd-sourcing 
approach to create Hi-Def maps: TomTom (tomtom.com) and 

This research was conducted as part of the “Lane-Level Localization 
and Map Matching for Advanced Connected and Automated Vehicle (CAV) 
Applications” project funded by the National Center for Sustainable Trans-
portation (NCST) during the period of performance from April 1, 2021 
through March 31, 2022. 

HELLA Aglaia (hella-aglaia.com) partnered to create crowd-
sourced Hi-Def maps; NVIDIA 1 uses camera and radar 
data from their autonomous vehicle platform; Bosch and 
Volkswagen2 partnered to create Hi-Def maps by leveraging 
data from sensors and a digital twin model; and Mitsubishi 
teamed up with Woven Planet (woven-planet.global) to use 
their Automated Mapping Platform that uses vehicle sensor 
data and satellite imagery to create Hi-Def maps. 

While companies are working on automated technologies 
for high-defnition roadway maps with global extent and 
commercial tools are available for manual construction of 
such maps for smaller regions, currently there are few free 
tools available to researchers for projects and demonstrations. 

The notable exception is the USDOT J2735 MAP tool, 
discussed in Section II. It provides a web application user 
interface that uses satellite imagery to enable users to man-
ually select and map lanes and features to create J2735 
MAP messages. J2735 MAP messages describe an intersec-
tion’s physical layout, such as lanes, stop bars, and allowed 
maneuvers, in a digital form standardized by the Society 
of Automotive Engineers (SAE) [13]. The USDOT MAP 
tool can generate binary outputs as specifed for Dedicated 
Short-Range Communications (DSRC) roadside units [14] 
or usable through cellular Infrastructure-to-Vehicle (I2V) 
communications. At present, the literature does not include 
any assessment of the accuracy of the maps produced by the 
USDOT map tool. In addition, the establishment of MAP or 
SPaT message in this map tool requires a verifed point for 
each intersection. The assessment of the effective range of 
one verifed point is conducive to decrease the demand of 
the amount of verifed points for dense MAP messages. 

This paper investigates the accuracy of feature points 
extracted from the USDOT map tool in comparison with 
Global Navigation Satellite Systems (GNSS) survey data. 
Section III presents the data acquisition methods using both 
GNSS survey and the USDOT map tool. It also defnes and 
quantifes the various error sources involved in the analysis. 
Section IV assesses the overall map accuracy and discusses 
the bias induced by any inaccuracy of the verifed point. 
The assessment shows that the USDOT map tool attains 17 
centimeter accuracy, which satisfes the lane-level Hi-Def 
map requirement (10-20 cm) [4]. The map tool maintains the 
same level of accuracy within at least 10 km of the USDOT 

1URL:https://www.nvidia.com/en-us/ 
self-driving-cars/hd-mapping/ 

2URL: https://www.bosch-presse.de/pressportal/de/ 
en/swarm-intelligence-for-automated-driving-231431. 
html 

https://www.bosch-presse.de/pressportal/de
https://1URL:https://www.nvidia.com/en-us
https://hella-aglaia.com
https://tomtom.com


map tool verifed point. 

II. USDOT CONNECTED VEHICLES TOOL 

The USDOT Connected Vehicles Tool (available at 
https://webapp2.connectedvcs.com/) offers free 
on-line access to tools for creating maps to support various 
Connected and Automated Vehicle (CAV) message types. 
The ISD Message Creator constructs lane-level intersection 
maps to support MAP and SPaT messages. The detailed 
instructions under the “Help” button make the site self-
explanatory. Our interest herein is assessing the position 
accuracy of the J2735 MapData message output by the tool. 

III. ACCURACY ASSESSMENT METHOD 

Accuracy will be assessed by comparing the coordinates of 
feature points determined by two different methods: the US-
DOT Map Tool and GNSS Real-time Kinematic Positioning 
(RTK) survey. These feature points are selected to satisfy the 
following specifcations: 
• Each point should be easily and uniquely identifable 

both to the surveyor and within the US-DOT tool. This 
is typically achieved by defning the points to be at the 
intersection of two nearly orthogonal lines. 

• Each point should have a clear view of the sky. 
• Each point should be near, but not on the road. This 

constraint is added to ensure the safety of the person 
performing the survey without needing to interrupt 
normal traffc operation. 

• The features in the US DOT imagery and the real 
environment should be at the same locations. The US 
DOT imagery is based on georectifcation of historic 
photos that may have been taken months in the past; 
therefore, recent changes in the real environment may 
not be accurately represented in that imagery. 

Figures 1 and 2 use imagery from the US-DOT tool to 
show the geographic distribution of the feature points. Each 
orange dot in Fig. 1 shows the location of each of N1 = 39 
feature points near University of California-Riverside (UCR) 
College of Engineering Center for Environmental Research 
and Technology (CE-CERT). One of these points is defned 
as the verifed point (denoted Pe) for the US-DOT tool. The v 
feature points in Fig. 1 are each within about 200 meters 
of the verifed point. The solid red box displays the region 
within the dashed red line at the maximum zoom level 
allowed by the tool. Fig. 2 uses orange dots to indicate the 
location of 11 survey areas. Each survey area, labeled from 
S1 to S11, includes 5 feature points. These N2 = 55 feature 
points allow accuracy to be assessed over longer distances 
from the verifed point. The red box in Fig. 2 indicates the 
region portrayed in Fig. 1. 

To assess accuracy, we compare GNSS survey and US-
DOT mapping tool locations for each feature point. The 
symbol Pe denotes the feature position determined by GNSS 
survey. The symbol P̂e denotes the position of the feature 
point determined by the US DOT mapping tool. The super-
script on the vector P denotes the frame-of-reference, such 
as e for Earth-Centered Earth-Fixed (ECEF) and g for the 

North, East and Down (NED) frame. The NED frame feature 
location of a point Pg is computed by 

Pg = Rg (Pe − Pe) (1)e v 

where Pe is the origin of the NED frame and Rg
e is thev 

rotation matrix from the ECEF frame to the NED frame [15]. 
Eqn. (1) is valid both for GNSS survey and USDOT mapping 
tool locations. 

Section III-A discusses the GNSS survey and assesses its 
sources of error when determining the coordinates of each 
point. Section III-B discusses the US-DOT tool and assesses 
its sources of error when determining the coordinates of each 
point. Section IV combines the US-DOT and GNSS data to 
assess the overall map accuracy. 

A. Data Acquisition: GNSS Survey 

This section presents the procedure for determining the 
real-world position of the verifed point and of each feature 
point (denoted Pe

k for k = 1, . . . , N) by use of GNSS RTK 
survey, using a dual-frequency ublox ZED-F9P receiver 
connected to a dual-band ublox antenna. The antenna is 
placed on the ground above the corresponding feature point. 
The receiver communicates with the UCR base station to 
obtain Radio Technical Commission for Maritime Services 
(RTCM) corrections and reports RTK fxed position solution 
in WGS84 ECEF frame. 

During the survey process for each point, the ZED-F9P 
in RTK fxed mode was used to record the position for at 
least 20 seconds. The mean of these measurements is used in 
Sec. IV as the surveyed position. The standard deviation of 
each coordinate in each surveyed position is less than 0.005 
m. The RTK GNSS surveyed position Mean Square Error 
(MSE), denoted herein as σG at the centimeter level (see 
e.g., Table 21.7 in [16]). 

In addition to the RTK GNSS survey position error char-
acterized by σG, there is also antenna placement error due to 
the fact that the human operator cannot perfectly place the 
antenna over the feature and account for the antenna phase 
offset. This error is accounted for by the symbol σS with 
MSE σS = 0.01m. 

B. Data Acquisition: USDOT Map Tool 

The goal of this section is two-fold: (1) to describe the 
process by which this tool was used to obtain the geodetic 
coordinates for the selected locations; and (2) to defne and 
assess the related sources of error. 

Process. Starting from the URL for the US-DOT tool 
given in Section II, the steps are as follows: 

1) In the ISD Message Creator, 
a) Click ‘View Tool’, then under ‘File’ button click 

‘New Parent Map’. 
b) Center the map imagery over the region of interest at 

the ‘Zoom Level 21’, which is the highest resolution, 
as shown in the inset of Fig. 1. 

c) Click ‘Builder’ from the left bottom corner. 
d) Drag the ‘Verifed Point Marker’ to the feature point 

defned in Section III and shown in Fig. 1. A ‘Verifed 

https://webapp2.connectedvcs.com


Fig. 1: USDOT map accuracy test points near UCR CE-CERT 

Point Confguration’ window will automatically open. 
Input the GNSS survey coordinates for the verifed 
Latitude/Longitude/Elevation. 

e) Drag the ‘Reference Point Marker’ near the verifed 
point in the map. The reference point is required 
for the tool. It determines the relative position of all 
feature locations in the J2735 map message, but does 
not affect the results of the experiments. 

2) Under the ‘File’ button from the top menu, select ‘New 
Child Map’. Click ‘Cancel’ for the popup questions. 
Use the pencil in the ‘Lanes’ button located near the 
left bottom corner. Double-click each desired feature 
location. An orange dot will be displayed as shown Fig. 
1. 

3) Click the pencil in the ‘Lanes’ button to turn it off. 
Then, select (i.e., mouse click) each feature point in the 
tool imagery (e.g., orange points in Fig. 1) and note 
their coordinates as P̂ 

k
e . 

Note that all positions acquired from the US-DOT tool are 
WGS84 ECEF geodetic coordinates. 

Error Sources. The above process allows measurement 
error to occur in at least two ways. First, the user will have 
error in the clicking of points. For example, Steps 1d and 2 
involve mouse clicks to select points. At best, the accuracy 
of such mouse clicks will be the size of the pixel in meters; 
however, the screen resolution may result in lower accuracy. 
The click error will be denoted by σC. Second, the geodetic 
coordinates assigned to the clicked points will be imperfect 
due to georectifcation errors. This mapping error will be 
denoted by σM . 

Error Assessment. The goal of this subsection is to 
characterize the click accuracy σC in meters. Point-click 

TABLE I: Standard deviation for click test 

σN σE σC σV 
Click test 1 0.053 m 0.028 m 0.060 m 0.0 m 
Click test 2 0.042 m 0.032 m 0.053 m 0.0 m 

experiments are performed for two feature points, which 
are marked as ‘Click test’ in Fig. 1. For each experiment, 
using ‘Zoom level 21’, the targeted feature point is manually 
clicked 15 times (moving the cursor away and returning 
it between clicks) and their position P̂ 

C
e 

i 
is recorded for 

i = 1, ...,15. 
The accuracy analysis is performed in a locally-level NED 

tangent frame with its origin point at the verifed position P̂ 
v
e . 

The NED feature location P̂ g is computed from P̂e usingCi Ci 
Eqn. (1). 

Herein, click test error is characterized by the Standard 
Deviation (STD) of each component of Pg = [Pg ,Pg ,Pg ]T .Ci Ni Ei Di 
The STD of North σN and East σE are listed in Table I. The 
vertical STD σV is 0 since there are no changes in the Down 
coordinates in each click of each experiment. The horizontal 
STD, which defnes the click accuracy σC, is calculated by q 

σC = σN 
2 + σE 

2 . (2) 

The values of σC summarized in Table I, will be used in 
Section IV-C to estimate a value for σM . 

IV. ACCURACY ASSESSMENT 

This section uses the USDOT data in comparison with 
the GNSS survey data to assess the accuracy of the feature 
locations provided by the USDOT mapping tool. 



Fig. 2: Expanded test area for accuracy analysis. 

A. Bias Analysis on USDOT Tool: Verifed Point 

Fig. 3 displays the north and east components of the error 
between the USDOT feature points from each click test P̂ 

C
g

i 
and the GNSS surveyed positions PC

g for the same features. 
For each click test, the NED frame positions P̂ 

C
g

i 
and PC

g are 
computed using Eqn. (1). The position error is calculated by 

δ Pg = Pg − Pg (3)Ci Ci C 

where δ Pg = [δ Pg ,δ Pg ,δ Pg ]T are the NED componentsCi Ni Ei Di 
of mapping error for click test Ci. 

Note that both the north and east components of the 
position error vector are biased by -0.13 m and 0.21 m, 
respectively. Due to the fact that the bias is statistically the 
same for both feature points (i.e., click tests) and all clicks, 
this bias is attributed to the error in the placement on the 
verifed point within the USDOT tool. See also the discussion 
of Figs. 4b and 5b. 

B. Feature Mapping Accuracy Analysis 

The USDOT map tool provides geographic coordintes 
(i.e., Longitude, Latitude, and Altitude) for feature points. 
The geographic coordinates are transferred to ECEF coor-
dinates using the method described in Eqns. (2.9-2.11) of 
[17], then to local tangent plane using Eqn. (1). The USDOT 
location of feature k is denoted as P̂ e and P̂ 

k
g. The GNSSk 

surveyed location of feature k is denoted as Pe
k and Pg

k . The 
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Fig. 3: North and east errors between USDOT tool and GNSS 
survey (i.e, δ Pg and δ Pg from eqn. (3)) using the two Ni Ei 
feature points from the click test. 

position error for feature k is computed as 

δ Pg = P̂ g
k − Pg = Rg (P̂ e

k − Pk
e)k k e 

where δ Pg = [δ Pg ,δ Pg ,δ Pg ]T defnes the north, east,k Nk Ek Dk 
and down components of the error vector. The metrics for 
analyzing the accuracy of the k-th feature are the horizontal 
error norm: q

δ Pg = (δ Pg )2 +(δ Pg )2;Hk Nk Ek 

and, the vertical error: δ PD
g

k 
. The Horizontal Distance (HD) 

between the k-th test point and verifed point (Pg
v = 0) is q 

DHk = (Pg )2 +(Pg )2 .Nk Ek 

Fig. 4 displays data for assessing accuracy for the features 
shown in Fig. 1 that are near CE-CERT. Fig. 4a displays 
the horizontal error norm and vertical error for the feature 
points near the UCR CE-CERT. Fig. 5 presents data for the 
expanded area shown in Fig. 2. The expanded area includes 
11 clusters. Data for each cluster is depicted in a different 
color in Fig. 5. In each fgure the x-axis is the horizontal 
distance DHk from the verifed point. Fig. 4a shows 0.17 m 
mean and 0.30 m maximum horizontal error. Fig. 5a shows 
the horizontal error norm and vertical errors over longer 
horizontal distances from the verifed point. Fig. 5a shows 
0.18 m mean and 0.31 m maximum horizontal error. There 
are no discernible trends in the horizontal error as a function 
of the distance from the verifed point. 

Fig. 5a also shows that the vertical error does change 
as a function of the distance from the verifed point. The 

https://2.9-2.11
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(a) Horizontal error norm δ Pg and vertical error δ Pg (b) North and East error components versus Hk Dk 
versus HD to the verifed point (i.e., DHk ). HD to the verifed point (i.e., DHk ). 

Fig. 4: USDOT map accuracy assessment near UCR CE-CERT. 

tool georectifes remote sensing satellite imagery to achieve 
its accuracy in the horizontal directions. Satellite imagery 
does not provide depth information; therefore, the underlying 
vertical accuracy is limited. 

Figs. 4b and 5b show the individual components of the 
horizontal error. In Fig. 4b the mean north and east errors are 
-0.08 m and 0.12 m, respectively. In Fig. 5b the mean north 
and east errors are -0.08 m and 0.15 m, respectively. These 
biases are consistent with each other and with those in Fig. 
3. This verifes the conclusion that the verifed point selected 
within the USDOT tool is biased by this amount relative to 
the desired feature point, due to the limited resolution of the 
imagery in that tool. 

The symbol σH represents the MSE of the experimental 
horizontal position error δ Pg . The MSE of δ Pg is 0.18 mHk Hk 
for N1 points and 0.20 m for N2 points. The MSE σH over 
all 94 feature points is 0.19 m. 

Fig. 6 plots the horizontal and vertical errors versus ver-
tical difference relative to the verifed point. The horizontal 
accuracy remains constant as elevation changes. The vertical 
error is an order of magnitude larger than the horizontal 
error and does change with both the horizontal and vertical 
separation from the reference point. 

C. Map Accuracy Assessment 

The experimental horizontal position error σH is the result 
of the four specifc errors discussed in Sections III-A and III-
B, specifcally: 

σ
2 = 2σC 

2 + σM 
2 + σG 

2 + σ2 
H S . 

The US-DOT click accuracy σC is multiplied by 2 since 

it is applied to the clicks for both the feature point and 
the verifed point. Since we have experimentally determined 
values for σH , σC, σG, and σS, we can compute σM = q � � 

σ2 2σC 
2 + σG 

2 + σ2 . Using either value of σC from the H − S 
two click tests, the resulting value of σM is 0.17 m. 

V. CONCLUSIONS 

Hi-Def digital maps are an indispensable automated driv-
ing technology for CAV applications. The USDOT map tool 
allows users to create MAP and SPaT messages with free 
access, but an assessment of its accuracy does not exist in 
the current literature. This document assessed the accuracy 
of the US-DOT map tool using a set of 94 feature points 
with an 10 km area. The assessed accuracy is 17 centimeters. 
The assessment also demonstrated that this horizontal map 
accuracy was maintained within the 10 km distance of the 
USDOT map tool verifed point that was used in this study. 
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Appendix B – GNSS Position Error Model for PTV VisSim 

The following six pages describe the theory that enabled development of a GNSS position error 
model for PTV VisSim.  
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Abstract 

The default vehicle position reported by PTV Vissim is free from 
measurement error. As CAV applications continue to advance and 
to utilize GNSS to provide position estimates, it is becoming in-
creasingly important to study the effects of position measurement 
error on the performance of CAV algorithms. 

The purpose of this document is to serve both as a user man-
ual for and technical description of a Global Navigation Satellite 
Systems (GNSS) position error model developed at UCR for use 
within Vissim. 

1 PTV Vissim: GNSS Position Error 
Module 

For each vehicle, the error module computes a three-dimensional 
GNSS position error vector that is added to the three-dimensional 
ground-truth position vector that is supplied by the PTV Vissim 
simulation for that vehicle. The position error vector for each ve-
hicle is independent of those for all other vehicles. 

1.1 Software Repository 

The GNSS error model is added to the External Driver Model DLL 
for PTV Vissim. The PTV PTV Vissim DriverModel DLL – In-
terface Documentation says, “The External Driver Model DLL In-
terface of PTV Vissim provides the option to replace the internal 
driving behavior by a fully user-defned behavior for some or all 
vehicles in a simulation run.” 

A PTV Vissim External Driver Model that includes the GNSS 
Position Error Module function is named ‘gnss error’. The 
C++ source code, dll executable and readme fle are avail-
able on the Dryad project repository1 within the “Task6 VIS-
SIM/VISSIM PositionErrorSource Code” subdirectory. 

To use the ‘gnss error’ model, download the executable for this 
dll. To change the error model functionality or to add it into ex-
isting driver error models, download the dll’s source code, edit it, 
compile, then use as described below. 

1The URL is https://datadryad.org/stash/share/ 
bEuqWGxhCZYEkUV-XHI6OxbLNRLrcJMRRNg9daPqy5E. 

1.2 Functionality in PTV Vissim 
The DriverModel.dll is used by checking “Use external driver 
model” in the “Vehicle Type” dialog box. This allows the user to 
choose specifc type(s) of vehicles to use the DriverModel.dll. All 
vehicles of the type(s) chosen will have the driving behavior mod-
eled by the selected DLL. There is also an option to browse for the 
DriverModel.dll to choose the correct fle. 

The GNSS error model for PTV Vissim takes the vehicle loca-
tion provided by PTV Vissim (i.e., p(t)) and adds an error δ p(t). 
See eqn. (1). This allows for testing applications such as lane-
determination in PTV Vissim simulation as a function of the GNSS 
position error. 

PTV Vissim performs simulations with a step-size denoted by T . 
The current simulation has 10 time steps per simulation second. It 
can be changed under “Simulation/Parameters” in the main menu. 
Within PTV Vissim the value of T , which also serves as the posi-
tion measurement period, is a global variable that is available to be 
used by the GNSS position error module. 

1.3 Parameters that Users Can Adjust 
The module allows the user to set two parameters: 

P̄: This is the steady-state covariance of the per component posi-
2tion error in m . 

Tc: This is the correlation time of the position error in seconds. 

These parameters have default values of P̄ = 0.25m2 and Tc = 60s. 
Reasonable ranges for these values are P ∈ [0.1,100]m2 and¯ 

Tc ∈ [30,300]s. The value of P̄ = 0.1m2 corresponds to a posi-
tion accuracy of 0.32m, which could result from Differential GNSS 
(DGNSS) operation in an environment with small multipath. The 
value of P̄ = 100m2 corresponds to a position accuracy of 10.00m, 
which is cause predominantly by atmospheric delay in Single Fre-
quency (SF) GNSS Open Service (OS). Smaller values of Tc cor-
respond to moving vehicles using DGNSS, because the common-
mode errors are removed and the refective surfaces that cause mul-
tipath are changing frequently. Stationary vehicles or those using 
OS DGNSS should use larger values of Tc. 

2¯ ¯ 
axis are set once, before running the PTV Vissim simulation. Their 
values are set in the ‘gnss error confg.txt‘ fle. They are then used 
within the software module to determine model parameters and a 
time-correlated position error sequence. 

The parameters PN m , PE m2 and the correlation times for each 

1 

https://datadryad.org/stash/share


2 Error model: Technical Description 
For each vehicle, PTV Vissim supplies the ground truth position 
vector p(t) ∈ ℜ3 at each simulation time step t = k T , where T is 
the simulation time-step (see Section 1.2). This module computes 
an position error vector δ p(t) ∈ ℜ3 such that each component has 
steaty-state variance P and correlation time Tc. The three compo-¯ 
nents of the position error vector are uncorrelated with each other. 
The position error vector for each vehicle is independent from that 
of other vehicles. The measurement of the position that is output 
by the module is computed as 

p̃(t) = p(t)+ δ p(t). (1) 

Section 2.1 defnes notation that will be used in the model. Section 
2.2 describes the implementation of the error model that is imple-
mented for each component of δ p(t). 

2.1 Parameters and Notation 
The position error will contain three types of error 

[δ p(t)]i = xi(t)+ µi + ηi(t) (2) 

for i = 1, . . . ,3, where [δ p(t)]i represents the i-th component of the 
vector δ p(t) at time t. The symbol xi(t) represents the time corre-
lated portion of the error. It is assumed to be wide-sense stationary, 
with zero mean, steady-state covariance P̄, and correlation time Tc. 
The parameters P and Tc are user-adjustable, see Section 1.3. The¯ 
symbol µi represents the mean value of the error. This term is in-
cluded to enable discussion of its effect in the analysis of Section 
4.3. This is necessary, because when analyzing fnite duration ex-
perimental data, the mean of that data is removed as a frst step. 
In actual GNSS performance, over long durations, the mean of the 
position error is zero. The symbol ηi(t) represents white measure-
ment noise with var(ηi(t)) = σ2 .ηi 

The simulation model is implemented in discrete-time with t = 
k T for k = 0, 1, 2, . . . where T is the simulation time step. The 
time-step T is defned by PTV Vissim (see Section 1.2). 

The following section presents an example frst-order Gauss-
Markov model for the error state xi(t). It can be expected to re-
produce the time-correlated nature of the GNSS errors for values 
of Tc up to 60-100 seconds. Higher-order models may yield better 
fdelity for larger values of Tc, but will have higher computational 
cost. 

2.2 Time-Correlated Error Model: xi(t) at t = k T 

As discussed relative to eqn. (1), for each vehicle and each time, the 
position error is a three-dimensional vector. This section discussed 
the model for xk = xi(t) at t = k T . In this notation, the subscript 
i is dropped. The same model is used for each components of δ p 
and all vehicles. Each component for each vehicle is driven by its 
own independent white noise process. 

The frst-order Gauss-Markov discrete-time state transition 
model is 

xk+1 = α xk + γ ωk, (3) q 
¯ 

eters, and ωk is the white Gaussian noise with Q = var(ωk) = 1. 
where α = exp(−T /Tc) and γ = P(1− α2) are model param-

The formula for α is discussed in Section 4.7 of [1]. The formula 
for γ and P̄ are discussed in the next paragraph. 

Defne the symbol Pk = cov(xk). The state transition model for 
Pk can be derived using eqn. (3): 

Pk+1 = E⟨xk+1, xk+1⟩, (4) 
= E⟨(α xk + γ ωk)(α xk + γ ωk)⟩ (5) 

= E⟨α2 2xk + 2γ α ωk xk + γ2 
ωk 

2⟩ (6) 

= α2 Pk + γ2 Q. (7) 

In steady-state, P̄ = Pk = Pk+1. Therefore, 

P̄ = α2 P̄ + γ2 Q (8) 

P̄ (1− α2) = γ2 Q (9) 

γ
2 = P̄ (1− α2)/Q. (10) 

The result after eqn. (3) uses the fact that Q = 1. 
The user defnes the parameters Tc and P. PTV Vissim deter-¯ 

mines T . The software then computes α and γ and implements the 
model of eqn. (3) for each component of the position error for each 
vehicle at each measurement epoch. 

3 Correlation Analysis 
The experimental data will be analyzed using correlation methods. 
This section derives analytic results that will be used in Section 
4. The correlation sequence for a discrete-time signal yk ∈ ℜ is
defned as Ry(n) = E⟨yk, yk+n⟩.

3.1 Simulation Model Correlation Analysis: xk

For the model of eqn. (3), the correlation sequence satisfes: 

Rxi (n) = E⟨xi(k), xi(k + n)⟩ 
= E⟨xi(k),α xi(k + n − 1)+ γ ωi(k + n − 1)⟩ 
= α E⟨xi(k), xi(k + n − 1)⟩ 
...... 

= αn E⟨xi(k), xi(k)⟩
Rx(n) = αn P̄ i, (11) 

¯with Rxi (0) = Pi because xi(k) is zero mean.

3.2 Correlation Analysis: δ pi

In the following analysis, the symbol δ pi(k) is used as a short-hand 
notation for [δ p(k T )]i. 

For the model of eqn. (2), the correlation sequence satisfes: 

Rδ pi (n) = E⟨δ pi(k), δ pi(k + n)⟩
= E⟨xi(k)+ µi + ηi(k), xi(k + n)+ µi + ηi(k + n)⟩ 

2 = E⟨xi(k), xi(k + n)⟩ + µ + E⟨ηi(k), ηi(k + n)⟩i 
2 = Rxi (n)+ µi + ση 

2 
i 
δn (12) 

where δn represents the Kronecker impulse function which has a 
value of one for n = 0 and is otherwise zero. 

Substituting the result from eqn. (11) into eqn. (12), yields: 

¯ 2 + σ2Rδ pi (n) = αn Pi + µi ηi 
δn. (13) 
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4 Experimental Data Analysis 
This section assesses the period of validity of the model in Section 
2.2 using GNSS data described in Sec. 4.1. 

4.1 GNSS Positioning Error Data Description 
The GNSS positioning data2 was collected on a moving platform 
experiment on July 2, 2021. The duration of the data accumulation 
experiment was about 1 hr. The data was collected with a sam-
pling period of Ts = 1s. During the experiment, two antennae were 
mounted on the roof of and two receivers were mounted in the a 
car that was driven in an urban area near UCR that had a clear 
view of the sky. One antenna-receiver pair was used to determine 
the time-varying ground truth vehicle position with centimeter ac-
curacy during the experiment. This antenna was a dual-band u-
blox antenna that was connected to a u-blox M8P receiver that was 
communicating with the UCR base station and performing carrier-
phase, integer-fxed real-time kinematic positioning (RTK) [2–5]. 
The second antenna-receiver pair was used for analysis, of the ac-
curacy of the time-varying vehicle position as measured by a stan-
dard commercial-off-the-shelf receiver that did not have access to 
carrier differential measurements. This antenna was a dual-band 
ublox antenna that was connected to an u-blox ZED-F9P receiver 
that was connected to a VN-DGNSS server to obtain RTCM code 
measurement corrections [6]. Only single-frequency L1/E1/B1 
pseudo range measurements are used in the following analysis. For 
both receivers, GPS, GALILEO and BeiDou are enabled in both 
receivers. 

4.2 GNSS Position Error Computation Method 
At time t = k T , referred to as the k-th measurement epoch, the 
symbol pk denotes the ground truth position reported by receiver 
1; and, p̂k denotes the position estimated by receiver 2. Both ublox 
receivers report the position measurements in the ECEF frame. A 
post superscript will be used to indicate the frame-of-reference: pe 

k 
for ECEF and pk

g for local tangent frame. In both frames, the GNSS 
positioning error vector is computed as 

δ p = p − p̂. (14) 

Vectors are transformed between frames using the equation: 
δ pg = Rg

e δ pe , where the symbol Rg
e represents the rotation ma-

trix from the ECEF frame to the local NED frame (see eqn. (2.34) 
in [1]). In the local tangent frame, the coordinates of pg, p̂g, and 
δ pg are indicated by N, E, and D subscripts. 

4.3 Experimental Correlation Graphs 
Before computing the correlation sequence for the experimental 

1 gdata, the experimental mean (δ p̄g = N ∑
N
k=1 δ p̄ k ) of the data was 

subtracted from the position error vector at each time. The mean 
value pf the postion error vector for this data set is 

The correlation sequences for the (zero mean) north, east, and 
vertical GNSS position error components are shown in Figs. 1a-1c 
as the blue dots. 

4.4 Correlation Model Parameter Fitting 
For each component of the (zero mean) position error vector, the 
following text describes an approach to determine the model pa-
rameters P̄ and α: 

• Step 1: Compute the zero mean positioning error data: 

δ p̃i = δ pi − µi, where µi = mean(δ p)i. 

The subscript i denotes the i-th component. The mean is 
recorded in the frst column of Table 1. 

• Step 2: Use the method described in the Appendix entitled 
“First-order Markov Process: System Identifcation” to deter-

¯mine the parameters α , P, γ , and ση (called µ , P0, σω , and 
ση in the appendix) such that the correlation model of eqn. 
(13) optimally fts the correlation sequence for each compo-
nent δ p̃i of the experimental data for lags n ∈ [0,60]. 

From these and the defnition of α following eqn. (3), Tc = 
−T / ln(α). For the results that follow, T = 1 sec. 

Table 1: Estimated model parameter for the data set described in 
Section 4. 

µ, m α ση , m ¯ 2P, m Tc, s 
North 
East 

Down 

0.41 
-0.09 
1.49 

0.9849 
0.9922 
0.9896 

0.00 
0.03 
0.02 

0.08 
0.08 
0.18 

65.60 
128.51 

95.31 

The red dots in Figs. 1a-1c show the graph of the correlation 
model for the parameters contained in Table 1 for n ∈ [0,60]. The 
curve for the correlation model of eqn. (13) using the parameter 
values summarized in Table 1 ft the experimental correlation data 
reasonably well for about the frst 60 seconds. 

Longer durations of model validity could be achieved, but would 
require higher order models (i.e., additional simulation computa-
tion). Since one instantiation of eqn. (3) is required for each of 
the three position error components for each simulated vehicle, the 
additional computations are not deemed necessary. 

4.5 Conclusions, Discussion, and Caveats 
The experimental results should be interpreted with care. The main 
conclusions are that the position errors are correlated through time, 
with the correlation decreasing as a function of time over the frst 
several tens of seconds. Over this time period, these characteristics 
can be well modeled using Gauss-Markov discrete-time state-space 
models. First-order models perform well over several tens of sec-� �⊤ onds. 

δ p̄g = 0.074 −0.106 1.172 . The specifc model parameters in Table 1 result from one exper-
iment on a moving car in a specifc environment using DGNSS.2The data is available in the 
They should not be interpreted as correct or best for any situation. Lane-Level-Localization/GNSS Basic Error Model/simulation/ folder at https: 

//github.com/Azurehappen/Lane-Level-Localization. They may be interpreted as reasonable for similar situations. For 
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¯ 
cantly increased. 

The values of the parameter µ in Table 1 are the mean of the 
experimental data. Such a mean is not accounted for in the cor-
relation model of eqn. (11) corresponding to the GNSS position 
error model of eqn. (3) as implemented in PTV Vissim. To adjust 
for this, the α and P parameters should be adjusted to increase the 

stationary vehicles or GNSS OS, both Tc and P should be signif-

¯ 
correlation over the time period of interest. For N and E, the ad-
justment is small, because µ2 is small relative to P̄. For D, µ2 ≫ P̄; 
therefore, if the user is interested in the vertical error component, 
the α and P̄ parameters may need to be signifcantly increased. 

5 Ideas for Future Work 
The frst-order Gauss-Markov models described herein and imple-
mented in PTV Vissim achieve the goal of accounting for GNSS 
time-correlated position errors. They do not account for various 
other factors: 

• GNSS position errors at any given time will have correlation 
between the position error components. This means that the 
position error covariance matrix 

P = cov(δ p) = E⟨δ pδ p⊤⟩ 

is a positive defnite and non-diagonal matrix. The models 
described in this document will always have P being positive 
defnite, but diagonal. The Gauss-Markov state-space model 
could be extended to include this inter-component correlation 
if desired. 

• The error covariance matrix P for GNSS position errors will 
be time-varying with its specifc structure determined by the 
recent history of the constellation of satellites used to compute 
the position. The error covariance matrix produced by the 
simulation model described herein will be diagonal with each 
diagonal element being the constant P. The model could be ¯ 
improved to include a constellation of satellites that determine 
the position error sequence in a manner that results in a non-
diagonal covariance matrix. 

The tradeoff in any of these changes is that increased model fdelity 
will cost additional computation during simulation. The authors are 
interested in collaborative efforts to enhance the model. Please feel 
free to contact the last author. 
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(a) Correlation sequence for North GNSS position error. 

(b) Correlation sequence for East GNSS position error. 

(c) Correlation sequence for Down GNSS position error. 
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Appendix – First-order Markov Process: System Identifcation 
We have available data U = {ui}N

i=1 where each ui is modeled as 

ui = bi + ηi, where ηi ∼ N(0,ση 
2) is a white sequence and (15) 

bi+1 = µ bi + ωi, where ωi ∼ N(0,σω 
2 ) is a white sequence. (16) 

The process ui is assumed to be wide sense stationary (i.e., all its moments are time invariant) and ηi, ω j, and b(0) are assumed to be 
independent Gaussian random variables. The parameter µ has magnitude less than one. The goal is to estimate µ , Cb(0), ση and σω . 

First, analyze the covariance/correlation of U: 

Cu( j) = E⟨uiui+ j⟩ = E⟨(bi + ηi)(bi+ j + ηi+ j)⟩; therefore, 

Cu(0) = E⟨(b2 
i + 2ηibi + ηi 

2)⟩ = Cb(0)+ σ2 (17)η 

Cu(1) = E⟨(bibi+1 + ηibi+1 + ηi+1bi + ηiηi+1)⟩ = Cb(1) (18) 
. . . . . . 

Cu( j) = Cb( j). (19) 

Next, analyze the steady state covariance bi. Let P0 = Cb(0) = E⟨bibi⟩. Because the system is in steady state (i.e., WSS), 

P0 = E⟨bibi⟩ = E⟨bi+1bi+1⟩, ∀i. 

Based on eqn. (16), 

E⟨bi+1bi+1⟩ = E⟨(µ bi + ωi)(µ bi + ωi)⟩ 
= µ

2E⟨bi 
2⟩ + 2µE⟨biωi⟩ + E⟨ωi 

2⟩ 
P0 = µ

2P0 + σω 
2 . (20) 

Finally, analyze the covariance/correlation sequence for bi: 

Cb(1) = E⟨bibi+1⟩ = E⟨bi(µ bi + ωi)⟩ = µP0 (21) 
Cb(2) = E⟨bibi+2⟩ = E⟨bi(µ bi+1 + ωi+1)⟩ = µCb(1) = µ2P0 

. . . . . . 
Cb( j) = µ jP0. (22) 

Substituting eqns (21-22) into (17-19), and replacing Cu( j) with their values 
computed from U yields: 

Ĉ u(0) = P0 + σ2 (23)η 

Ĉ u(1) = µP0 (24) 
Ĉ u(2) = µ

2P0 (25) 
. . . . . . 

Ĉ u( j) = µ jP0. (26) 

These equations can be solved as follows: 

1. For j ≥ 1, using eqns. (24-26), estimate a = ln(µ) and b = ln(P0) from the linear relationship: ln(Ĉ u( j)) = ja + b. 

2. Given â and b̂ from Step 1, solve for µ̂ = exp(â) and P̂0 = exp(b̂). 

3. Compute σ̂2 = (1− µ̂2)P̂0 from eqn. (20). ω 

4. If Ĉ u(0) ≥ P̂0, compute σ̂2 = Ĉ u(0) − P̂0 from eqn. (23); otherwise, σ̂2 = 0.η η 

Figure 2: Plot of Cu for Section 6. 
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Appendix C – Queue Length Estimation 

The following describes the lane queue estimation algorithm. The lead designer of this 
algorithm was Dr. Peng Hao, who worked in collaboration with Guoyuan Wu and J. A. Farrell to 
write the following algorithm description. 

Peng Hao, Guoyuan Wu, J. A. Farrell 
University of California, Riverside 

Problem Statement 

This document is concerned with lane-level maximum queue length estimation at some future 
time T >= t, where t is the current time. For the problem of estimating the expected queue 
length at the present time t, only the two terms Q1 and Q2 (defined later in this document) are 
used. 

Comparison with the Literature 

Several articles in the literature consider the problem of maximum queue length estimation 
after all the vehicles in the cycle have passed the intersection [Hao et al., 2013; Hao et al., 
2014]. The problem considered herein is different. This document aims to predict the maximum 
queue length in a cycle when some vehicles are still on their ways to approach the intersection. 

Definitions: 

The following is a list of parameters and variables used in this document. Various of the 
parameters and variables are illustrated in Figure B1. 

• Length of the detection zone (Ld): The distance between an upstream location (defined as 
the boundary of the detection zone) and the stop-bar along an ingress approach.  

• The set of vehicles in the intersection detection zone has two subsets, those that are 
detected and those that are not detected. 

o The detected vehicles are also referred to as probe vehicles or probes. Probe vehicles 
have an estimate of their position and velocity, which they communicate to the 
infrastructure and to other vehicles. All CV’s are assumed to be detected. 

o Undetected vehicles do not communicate with the infrastructure or with other vehicles. 

• The set of vehicles will be divided into the following three categories.  

o Queued Vehicles: Detected or not detected vehicles that are stopped in front of the last 
detected queued vehicle at the current time. The last detected queued vehicle is 
included.  

o Arrival Flow Vehicles: Vehicles that have arrived in the detection zone following the last 
detected queued vehicle and before the current time t. 
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o Future Flow Vehicles: Vehicles that may arrive after the current time.  

Arrival and future flow vehicles are currently in free flow, but may transition to queued in 
the future. 

• Future Deceleration rate (a): rate at which detected vehicles decelerate in the detection 
zone.  

• Average departure headway (h): The time gap between each vehicle passing the stop line 
(seconds per vehicle). 

• Jam density (k): The average number of vehicles per unit of distance per lane in the queue. 

• Penetration Rate (p): Expected ratio of probe vehicles to the total number of vehicles.  

• Stop location (𝐿𝑠): The stop position relative to the stop-bar for the last detected vehicle in 
the queue. This is positive for vehicles approaching the stop-bar and negative for vehicles 
that have passed the stop-bar. 

• M: The maximum number of vehicles that can fit in a lane of length Ld at the assumed jam 
density k (i.e., M = Ld k).  

• Free-flow speed (Vf): Assumed velocity of vehicles that are not decelerating. 

• Current time (t): The time at which the queue length is computed. 

• T’ is the time at which the free flow line of the last detected queued vehicle would intersect 
the stop line. The free flow line is extended from before the time that the vehicle became 
queued (see Vehicle A in Figure B1). If there is no detected arriving or queued vehicle, then 
T’ is the time that the signal becomes red TR.  

• Time at which a free-flow vehicle will pass the stop bar if it enters the detection zone at 
time t (𝑇=t+Ld/Vf)  

• Estimated discharge time of the last queued vehicle (𝑇𝑄1
). 

• Time the lane signal turns green (𝑇𝐺). 

• Time the lane signal turns red (𝑇𝑅). 

• Vehicle arrival rate (𝜆0): The average number of arriving vehicles per unit of time per lane.  

• Queue index: The queue position (in number) of a queued vehicle of a specific lane 

• 𝑄1: Total number of queued vehicles at time t, i.e., the index of the last queued vehicle (see 
Part 1). 

• 𝐸[𝑄2]: The expected number of arrival flow vehicles that will become queued vehicles (see 
Part 2). 

• 𝐸[𝑄3]: The expected number of vehicles outside Part 1 and Part 2 that will be queued 
within the current cycle. 

The parameters that affect the performance of the algorithm are: h, p, k, and 𝜆0. The variables 
𝑄1 , 𝐸[𝑄2], and 𝐸[𝑄3] are computed by the algorithm.  
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Figure B1. Illustration of variables and parameters for one lane of an intersection approach. 
Vehicle A is stopped at time t. Vehicles B, C, D are detected, but not queued and not 
decelerating. Q1 is computed only using only using the position of A and is at least 1. For the 
value of x assumed in this figure, n(x) = 2. 

Assumptions 

This document used the following assumptions: 

1. All lanes in an intersection approach have the same value of Ld. 

2. All vehicles have the same type, size and shape, which is known. 

3. Vehicle position means the center of the vehicle.  

4. The position of the GNSS antenna from the vehicle center is known, so that the vehicle 
position can be computed from the GNSS position and heading.  

5. The average headway (h), jam density (k), penetration rate (p), free-flow speed (Vf), and 
deceleration (a) are known and the same for all vehicles.  

6. Vehicle arrivals at the boundary of the detection zone are described by a Poisson 
process with average rate 𝜆0 (# of vehicles per unit time). The arrival rate parameter 
(𝜆0) is known. 

7. No lane changes occur within the observation zone. 

Later these assumptions can be relaxed.  
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Part 1: Queued Detected Vehicles Flow (Vehicle A in Figure) 

This section focuses on detected vehicles that are either already stopped or that are 
decelerating with the expectation that they will be stopped. In Figure B1, vehicle A is the last 
detected vehicle in the lane queue. In Figure B1, the black solid line shows the stop location as 
a function of time for the last detected vehicle (vehicle A).  

The goal of this section is to compute 𝑄1(𝑡). The formula is  

 𝑄1(𝑡) = ⌊𝑘 ∙  𝐿𝑠⌋ + 1, (A1) 

where k is the jam density, 𝐿𝑠 is the stop position relative to the stop bar for the last detected 
vehicle in the queue, and ⌊∙⌋ represents the floor function. Note that Q1 is an integer. The 
computation needs to consider two possible situations. 

Stopped Vehicles (Vehicle A at time t in Figure): This case only applies if there are no detected 
decelerating probe vehicles and there is at least one queued probe (i.e., stopped). In this case, 
the calculation applies only to the last detected vehicle. (i.e., vehicle A in Figure B1). From the 
stop location of the last detected vehicle, 𝑄1(𝑡) can be directly computed:  

 𝐿𝑠 = 𝐿𝑐, (A2) 

where 𝐿𝑐 is the current distance of the last stopped vehicle in the lane queue to the stop-bar. 
Therefore, Q1 can be computed using eqn. (A1). 

Decelerated vehicles: If there is at least one Decelerating Probe vehicle (a<0), then the one 
with the most positive value of 𝐿𝑠 will be the last one (i.e., furthest from the stop bar), coming 
to a stop behind vehicle A. The predicted stop location 𝐿𝑠 of the decelerating vehicle is  

 𝐿𝑠 = 𝐿𝑐 −
𝑣2

2𝑎
 (A3) 

which can be used in eqn. (A1). In this equation, 𝐿𝑐 is the current location, 𝑣 is the current 
speed, and 𝑎 is the deceleration rate.  

Part 2: Arriving Flow (Vehicles B, C, D) 

This section accounts for the contribution to the queue from arrival flow vehicles, whether 
detected or undetected. In Figure B1, at the current time t vehicles A, B, C, D are detected, and 
B, C, D are in the arrival flow. There may be additional undetected arrival flow vehicles.  

The additional queue length, denoted as 𝐸[𝑄2], that is computed in this section is the number 
of vehicles expected to arrive at the stop line between max(T’, TR) and min(𝑇𝑄1

, T). All symbols 

are defined in the Definitions section. This includes detected free flow vehicles and undetected 
vehicles.  

If 𝑄1(𝑡) = 0 (there is no Decelerating/Queued Probe), then T’(t) = TR and 𝑇𝑄1
(𝑡) = 𝑇𝐺. 
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If 𝑄1(𝑡) is greater than zero, then 𝑇′ is as defined in the Definitions Section. The last detected 
queued vehicle’s departure time (i.e., the time to clear the known queue) is predicted as  

 𝑇𝑄1
(𝑡) = 𝑇𝐺 + ℎ 𝑄1(𝑡)  (B1) 

where the queue discharges at the stop line, h is the average headway, and 𝑇𝐺 is the time of the 
start of the green.  

If the penetration rate was 100%, then all vehicles would be detected. When the penetration 
rate is less than 100%, then there may be undetected vehicles in the queue and additional 
undetected vehicles may arrive. The theory to accommodate vehicles that are expected to 
arrive is as follows. Let 𝑥 denote the number of undetected vehicles in the queue after the last 
detected vehicle in the queue (i.e., vehicle A). The time to clear the queue is 

 𝑇(𝑥)′′ = min (𝑇𝐺 + ℎ(𝑄1 + 𝑥), 𝑇) (1) 

In this expression, 𝑇𝐺 + ℎ(𝑄1 + 𝑥) is the expected departure time of the last queued vehicle in 
the Arrival Flow, and 𝑇 is defined in the Definitions Section. 

For each value of x from 0, …, M:  

1. Compute T(x)’’ using eqn. (1). 

2. Compute the number of known probe vehicles (e.g., B, C, D) predicted to pass the 
stop bar between T’ and T’’. This number is n for this x (i.e., n(x)). 

The probability mass function for 𝑄2 = 𝑥 is 

𝑃(𝑄2 = 𝑥) = 𝛽 𝑃𝑃𝑜(𝑥; 𝜆) 𝑃𝐵(𝑛|𝑥; 𝑝) 

where  is a normalization factor, 𝑃𝑃𝑜(𝑥; 𝜆) is the Poisson distribution for x given 
rate 𝜆 = 𝜆0(𝑇′′ − 𝑇′) 

 𝑃𝑃𝑜(𝑥, 𝜆) =
𝜆𝑥𝑒−𝜆

𝑘!
; 

𝑃𝐵(𝑥, 𝑛) is the probability of n probes out of x given penetration rate p (Binomial 
distribution), 

 𝑃𝐵(𝑛|𝑥; 𝑝) = {
(

𝑥
𝑛

) 𝑝𝑛(1 − 𝑝)𝑥−𝑛, 𝑓𝑜𝑟 𝑥 ≥ 𝑛

0 , 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
. 

Therefore, the expectation of 𝑄2  is 

 𝐸[𝑄2] =
∑ 𝑥𝑀

𝑥=0  𝑃(𝑄2=𝑥)

∑ 𝑃(𝑄2=𝑥)𝑀
𝑥=0

 . (2) 

In this expression, M is the maximum number of vehicles that can fit in the lane of length Ld at 
the assumed jam density k (i.e., M = Ld k). 
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Part 3: Future Flow 

Based on the results from Part 2, if 𝑇𝐺 + ℎ(𝑄1 + 𝑄2) is later than the 𝑇 defined in the 
Definitions Section, then traffic may arrive after the current time and may also contribute to 
the queue. As there is no detected vehicle information here from which to infer the queue 
length, the algorithm uses the expected value of the vehicles in this time interval to 
approximate the additional expected queue length 𝑄3  in this part: 

𝐸[𝑄3] = max (0, 𝜆0[𝑇𝐺 + ℎ(𝑄1 + 𝑄2) − 𝑇]). 

The Complete Answer 

The queue length is then 𝑄1 + 𝐸[𝑄2] + 𝐸[𝑄3] 
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