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ABSTRACT OF THE DISSERTATION

The Interstellar Medium of Dusty Galaxies, Photometric Redshifts with Self-Organizing
Maps, and Cosmic Infrared Background Fluctuations

by
Derek Nathaniel Diaz Wilson
Doctor of Philosophy in Physics
University of California, Irvine, 2021

Professor Asantha Cooray, Chair

In this dissertation, we present three studies of various extragalactic sources at
infrared wavelengths. In Chapter 1, we used stacking to find the average far-infrared
spectra of a sample of 197 dusty, star-forming galaxies (DSFGs) at 0.005 < z < 4 using about
90% of the Herschel Space Observatory SPIRE Fourier Transform Spectrometer (FTS)
extragalactic data archive based on 3.5 years of science operations. These spectra explore
an observed-frame 447 GHz - 1568 GHz frequency range allowing us to observe the main
atomic and molecular lines emitted by gas in the interstellar medium. These stacked
spectra are used to determine the average gas density and radiation field strength in the
photodissociation regions (PDRs) of dusty, star-forming galaxies. For the high-z (0.8 <z <
4) sample, PDR models suggest a molecular gas distribution in the presence of a radiation
field that is at least a factor of 103 larger than the Milky-Way and with a neutral gas density
of roughly 1045 to 1055 cm3. The corresponding PDR models for the low-z sample suggest a

UV radiation field and gas density comparable to those at high-z. In Chapter 2, we use
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multi-band optical and near-infrared photometric observations of galaxies in the Cosmic
Assembly Near-Infrared Deep Extragalactic Legacy Survey (CANDELS) to predict
photometric redshifts using an artificial neural network called a Self-Organizing Map
(SOM). The multi-band observations span over 0.39 um to 8.0 um for a sample of ~1000
galaxies in the GOODS-S field for which robust size measurements are available from
Hubble Space Telescope Wide Field Camera 3 observations. We use the SOM to map the
multi-dimensional photometric and galaxy size observations while taking advantage of
existing spectroscopic redshifts at 0 < z < 2 for independent training and testing sets. We
show that use of photometric and morphological data led to redshift estimates comparable
to redshift measurements from SED modeling and from self-organizing maps without
morphological measurements. In Chapter 3, power spectrum methods are used to study
fluctuations in the cosmic infrared background with hopes of finding a signature of intra-
halo light. We use images of the North Ecliptic Pole (NEP) region observed by Spitzer and
the Herschel Space Observatory to compute the cross-power spectra between Spitzer 3.6
um and 4.5 pm sky maps and Herschel 250 pm, 350 pum, and 500 um sky maps. Weak
correlations are found between each of the Spitzer X Herschel wavelengths (e.g., 3.6 pm X
250 pm), suggesting that there might be some weak correlated emission between near- and

far-infrared wavelengths.
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Chapter 1: Stacked Average Far-infrared Spectrum of Dusty
Star-forming Galaxies from the Herschel /SPIRE Fourier
Transform Spectrometer

Introduction

Our understanding of galaxy formation and evolution is directly linked to
understanding the physical properties of the interstellar medium (ISM) of galaxies [126,
136, 106, 145, 194]. Dusty star-forming galaxies (DSFGs), with star-formation rates in
excess of 100 Mp yr1, are an important contributor to the star-formation rate density of
the Universe [42, 68]. However, our knowledge of the interstellar medium within these
galaxies is severely limited due to high dust extinction with typical optical attenuations of
Av ~ 6 - 10 mag [40].

Instead of observations of rest-frame UV and optical lines, crucial diagnostics of the
ISM in DSFGs can be obtained with spectroscopy at mid- and far-infrared wavelengths
[207]. In particular, at far-infrared wavelengths, the general ISM is best studied through
atomic fine-structure line transitions, such as the [C II] 158 um line transition. Such studies
complement rotational transitions of molecular gas tracers, such as CO, at mm-wavelengths
that are effective at tracing the proto-stellar and dense star-forming cores of DSFGs (e.g.
[36]).

Relative to the total infrared luminosities, certain atomic fine-structure emission
lines can have line luminosities that are the level of a few tenths of a percent [208, 36, 185,

8, 204, 98]. Far-infrared fine-structure lines are capable of probing the ISM over the whole



range of physical conditions, from those that are found in the neutral to ionized gas in
photodissociation regions (PDRs; [223, 104, 105, 243, 199, 124]) to X-ray dominated
regions (XDRs; [135, 14, 149, 153]), such as those associated with an AGN, or shocks [79].
Different star-formation modes and the effects of feedback are mainly visible in terms of
differences in the ratios of fine-structure lines and the ratio of fine-structure line to the
total IR luminosity [211, 128, 74]. Through PDR modeling and under assumptions such as
local thermodynamic equilibrium (LTE), line ratios can then be used as a probe of the gas
density, temperature, and the strength of the radiation field that is ionizing the ISM gas. An
example is [C II]/[O I] vs. [O III]/[O I] ratios that are used to separate starbursts from AGNs
(e.g. [205, 77]).

In comparison to the study presented here using Herschel SPIRE/FTS [175, 88])
data, we highlight a similar recent study by Wardlow et al. 2017 [237] on the average rest-
frame mid-IR spectral line properties using all of their archival high-redshift data from the
Herschel /PACS instrument [176]. While the sample observed by SPIRE/FTS is somewhat
similar, the study with SPIRE extends the wavelength range to rest-frame far-IR lines from
the mostly rest-frame mid-IR lines detected with PACS. In a future publication, we aim to
present a joint analysis of the overlap sample between SPIRE/FTS and PACS, but here we
mainly concentrate on the analysis of FTS data and the average stacked spectra as
measured from the SPIRE/FTS data. We also present a general analysis with interpretation
based on PDR models and comparisons to results in the literature on ISM properties of
both low- and high-z DSFGs. This chapter is organized as follows. In Sections 2 and 3, we
describe the archival data set and the method by which the data were stacked, respectively.

Section 4 presents the stacked spectra. In Section 5, the average emission from detected



spectral lines is used to model the average conditions in PDRs of dusty, star-forming
galaxies. In addition, the fluxes derived from the stacked spectra are compared to various
measurements from the literature. We discuss my results and conclude with a summary.

A flat-ACDM cosmology of Om,0=0.27, Qa0=0.73, and Ho = 70 km s Mpc-! is assumed. With
Herschel operations now completed, mid- and far-IR spectroscopy of DSFGs will not be
feasible until the launch of next far-IR mission, expected in the 2030s, such as SPICA [202]
or the Origins Space Telescope [154]. The average spectra present here will remain the

standard in the field and will provide crucial input for the planning of the next mission.

Data

Despite the potential applications of mid- and far-IR spectral lines, the limited
wavelength coverage and sensitivity of far-IR facilities have restricted the vast majority of
observations to galaxies in the nearby universe. A significant leap came from the Herschel
Space Observatory [175], thanks to the spectroscopic capabilities of the Fourier Transform
Spectrometer (FTS; [162, 216]) of the SPIRE instrument [88]. SPIRE covered the
wavelength range of 194 um - 671 um, making it useful in the detection of ISM fine
structure cooling lines, such as [C II] 158 um, [O III] 88 pum, [N II] 205 um, and [0 I] 63 pm,
in high-redshift galaxies and carbon monoxide (CO) and water lines (H20) from the ISM of
nearby galaxies. The Herschel data archive contains SPIRE/FTS data for a total of 231
galaxies, with 197 known to be in the redshift interval 0.005 < z < 4.0, completed through
multiple programs either in guaranteed-time or open-time programs. While most of the

galaxies at 0.5 < z < 4 are intrinsically ultra-luminous IR galaxies (ULIRGS; [190]), with
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luminosities greater than 1012 L, archival observations at z > 2 are mainly limited to the
brightest dusty starbursts with apparent L > 1013 Lo or hyper-luminous IR galaxies
(HyLIRGs). Many of these cases, however, are gravitationally lensed DSFGs and their
intrinsic luminosities are generally consistent with ULIRGS. At the lowest redshifts,
especially in the range 0.005 < z < 0.05, many of the targets have L < 1012 L ¢ or are
luminous IR galaxies (LIRGs). While fine-structure lines are easily detected for such
sources, most individual archival observations of brighter ULIRGs and HyLIRGs atz > 1 do
not reveal clear detections of far-infrared fine-structure lines despite their high intrinsic
luminosities [81], except in a few very extreme cases such as the Cloverleaf quasar host
galaxy [225]. Thus, instead of individual spectra, we study the averaged stacked spectra of
DSFGs, making use of the full SPIRE/FTS archive of Herschel.

Given the wavelength range of SPIRE and the redshifts of observed galaxies, to ease
stacking, we subdivide the full sample of 197 galaxies into five redshift bins (Figure 1),
namely, low-redshift galaxies at 0.005 <z < 0.05 and 0.05 <z < 0.2, intermediate
redshifts 0.2 < z < 0.5, and high-redshift galaxies at 0.8 <z < 2 and 2 < z < 4. Unfortunately,
due to lack of published redshifts, we exclude observations of 24 targets or roughly 10% of
the total archival sample (231 sources) from the stacking analysis expected to be mainly at
z > 1 based on the sample selection and flux densities. This is due to the fact that redshifts
are crucial to shift spectra to a common redshift, usually taken to be the mean of the
redshift distribution in each of the bins. For these 24 cases we also did not detect strong
individual lines, which would allow us to establish a redshift conclusively with the
SPIRE/FTS data. Most of these sources are likely to be at z > 1 and we highlight this

subsample in the Appendix to encourage follow-up observations. We also note that the



SPIRE/FTS archive does not contain any observations of galaxies in the redshift interval of
0.5 to 0.8 and even in the range of 0.8 < z < 2, observations are simply limited to 8 galaxies,
compared to attempted observations of at least 28 galaxies, and possibly as high as 48

galaxies when including the subsample without redshifts, at z > 2.
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Figure 1: FTS redshift and luminosity histograms.

Top: Distribution of redshifts for sources included in each of the five redshift bins: (a) 115
sources with 0.005 <z < 0.05, (b) 34 sources with 0.05 <z < 0.2, (c) 12 sources with 0.2 <z
< 0.5, (d) 8 sources with 0.8 <z < 2, and (e) 28 sources with 2 < z < 4. The low number of
sources in the two intermediate redshift bins of 0.2 <z < 0.5 and 0.8 <z < 2 is due to lack of
observations. Bottom: Total infrared luminosities (rest-frame 8-1000 pm) for sources
included in each of the five redshift bins above with a median luminosity of logio(Lir/Lo) =
11.35,12.33,11.89, 12.53, and 12.84, respectively. For lensed sources in the 2 < z < 4 range,
we have made a magnification correction using best-determined lensing models published
in the literature.



The data used in the analysis consist of 197 publicly-available Herschel SPIRE/FTS
spectra, as part of various Guaranteed Time (GT) and Open-Time (OT) Herschel programs
summarized in the Appendix (Table 9: Observation IDs and Integration Times). Detailed
properties of the sample are also presented in the Appendix (Table 10) for both low and
high redshifts where the dividing line is at z = 0.8, with 161 and 36 objects respectively.
Table 10 also lists 34 sources at the end with existing FTS observations but which were not
used in the analysis. The majority of unused sources have unknown or uncertain
spectroscopic redshifts. This includes MACS J2043-2144 for which a single reliable redshift
is currently uncertain as there is evidence for three galaxies with z = 2.040,z = 3.25,and z =
4.68 within the SPIRE beam [255]. The sources SPT 0551-50 and SPT 0512-59 have known
redshifts but do not have magnification factors. The low-redshift sample is restricted to
DSFGs with z > 0.005 only. This limits the bias in the stacked low-z spectrum from bright
near-by galaxies such as M81 and NGC 1068. The selection does include bright sources
such as Arp 220 and Mrk 231 in the stack, but we study their impact by breaking the lowest
redshift sample into luminosity bins, including a ULIRG bin with Lir > 1012 L. The Herschel
sample of dusty, star-forming galaxies is composed of LIRGS with 1011 Lo <L <1012L ¢
and ULIRGS with L > 1012 Le. The sample is heterogeneous, consisting of AGN, starbursts,
QSOs, LINERs, and Seyfert types 1 and 2. The low-redshift SPIRE/FTS spectra were taken as
part of the HerCULES program ([188]; PI van der Werf), HERUS program ([171]; PI Farrah),
and the Great Observatory All-Sky LIRG Survey (GOALS; [11, 142], PI: N. Lu) along with
supplementary targets from the KPGT_wilso01_1 (PI: C. Wilson) and OT2_drigopou_3 (PI:
D. Rigopoulou) programs. At 0.2 <z < 0.5, the SPIRE/FTS sample of 11 galaxies is limited to

Magdis et al. 2014 [146], apart from one source, IRAS 00397-1312, from Helou & Walker



1988 [96] and Farrah et al. 2007 [70]. Note that the Magdis et al. 2014 sample contained
two galaxies initially identified to be at z < 0.5, but later found to be background z > 2
galaxies that were lensed by the z < 0.5 foreground galaxy. Those data are included in the
high-redshift sample.

The high-redshift sample at z > 0.8 primarily comes from open-time programs that
followed-up lensed galaxies from HerMES [166] and H-ATLAS [66], and discussed in [81].
Despite the boosting from lensing, only a few known cases of individual detections exist in
the literature: NB.v1.43 at z = 1.68 [82, 224], showing a clear signature of [C II] thatled to a
redshift determination for the first-time with a far-IR line, SMM]2135-0102 (Cosmic
eyelash; [114]), ID.81 and ID.9 [164].

With lens models for Herschel -selected lensed sources now in the literature (e.g.,
[33, 34]), the lensing magnification factors are now known with reasonable enough
accuracy that the intrinsic luminosities of many of these high-redshift objects can be
established. The z > 0.8 sample is composed of 30 high-redshift, gravitationally-lensed
galaxies (e.g., O0T1_rivison_1, OT2_rivison_2) and 6 un-lensed galaxies (OT1_apope_2 and
one each from OT1_rivison_1 and OT2_drigopou_3).

The distribution of redshifts can be found in Figure 1, where we have subdivided the
total distribution into five redshift bins: 0.005 <z < 0.05,0.05<z2<0.2,0.2<z2<0.5,08<z
< 2,and 2 < z < 4. The mean redshifts in the five redshift bins are z=0.02,z=0.1,and z =
0.3,z=1.4, and z = 2.8, respectively. For reference, in Figure 1, we also show the 8-1000
um luminosity distribution in the five redshift bins. The distribution spans mostly from
LIRGS at low redshifts to ULIRGS at 0.05 < z < 0.2 and above. In the highest redshift bins,

we find ULIRGS again, despite increase in redshift, due to the fact that most of these are



lensed sources; with magnification included, the observed sources will have apparent
luminosities consistent with HyLIRGS. Unfortunately, there is a lack of data between
redshifts of z ~ 0.2 and z ~ 1, with the Magdis et al. 2014 [146] sample and the spectrum of
IRAS 00397-1312 from HERUS [171] being the only SPIRE/FTS observed spectra in this
range.

In general, SPIRE/FTS observations we analyze here were taken in high resolution
mode, with a spectral resolving power of 300-1000 through a resolution of 1.2 GHz and
frequency span of 447 GHz-1568 GHz. The data come from two bolometer arrays: the
spectrometer short wavelength (SSW) array, covering 194 pm - 318 pum (944 GHz - 1568
GHz) and the spectrometer long wavelength (SLW) array, covering 294 pm - 671 pm (447
GHz - 1018 GHz). The two arrays have different responses on the sky with the full-width
half-maximum (FWHM) of the SSW beam at 18” and the SLW beam varying from 30” to 42”
with frequency [216]. The SPIRE/FTS data typically involves ~90-100 scans of the faint,
high-redshift sources and about half as many scans for the lower-redshift sources. Total
integration times for each source are presented in Table 9. Typical total integration times
of order 5000 seconds achieve unresolved spectral line sensitivities down to ~ 10-18 W m-2

(30).

Stacking Analysis

The Level-2 FTS spectral data are procured from the Herschel Science Archive (HSA)
where they have already been reduced using version SPGv14.1.0 of the Herschel Interactive
Processing Environment (HIPE, [169]) SPIRE spectrometer single pointing pipeline [80]

with calibration tree SPIRE_CAL_14_2. We use the point-source calibrated spectra. Additional
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steps are required to further reduce the data. An important step is the background
subtraction. While Herschel /SPIRE-FTS observations include blank sky dark observations
taken on or around the same observing day as the source observations are taken, they do
not necessarily provide the best subtraction of the background [171]. The same study also
showed that attempts to use a super-dark by combining many dark-sky observations into
an average background do not always yield an acceptable removal of the background from
science observations. Instead, the off-axis detectors present in each of the SPIRE arrays are
used to construct a “dark” spectrum [177]. These off-axis detectors provide multiple
measurements of the sky and telescope spectra simultaneous with the science observations
and are more effective at correcting the central spectrum. The background is constructed
by taking the average of the off-axis detector spectra, but only after visually checking the
spectra via HIPE's background subtraction script [177] to ensure that the background
detectors do not contain source emission. If any outliers are detected, they are removed
from the analysis. Such outliers are mainly due to science observations that contain either
an extended source or a random source that falls within the arrays. We use the average
from all acceptable off-axis detectors from each science observation as the background to
subtract from the central one. In a few unusual cases, a continuum bump from residual
telescope emission in some spectra was better subtracted using a blank sky dark
observation rather than an off-axis subtraction. In these cases, background subtraction was
performed using the blank sky dark observation.

As part of the reduction, and similar to past analysis (e.g., [188, 171]), we found a
sizable fraction of the sources to show a clear discontinuity in flux between the continuum

levels of the central SLW and SSW detectors in the overlap frequency interval between 944



GHz and 1018 GHz. If this discontinuity is still visible after the background subtraction (off-
axis detector background or blank sky observation background) as discussed above, then
we considered this offset to be an indication of extended source emission. For extended
sources, we subtract a blank sky dark (and not an off-axis dark, as off-axis detectors may
contain source emission) and correct for the source's size with HIPE's
semiExtendedCorrector tool (SECT, [246]), following the Rosenberg et al. 2015 [188]
method of modeling the source as a Gaussian and normalizing the spectra for a Gaussian
reference beam of 42”.

There are two other sources of discontinuity between the SLW and SSW detectors,
one from a flux droop in the central SLW detector due to the recycling of the SPIRE cooler
[171] and another due to potential pointing offsets [227]. Due to the differences in the size
of the SLW and SSW SPIRE beams, a pointing offset can cause a larger loss of flux in the
SSW beam than in the SLW beam. If an extended source correction was not able to fix the
discontinuity between the SLW and SSW detectors, the discontinuity may likely be coming
from the cooler recycling or from a pointing offset. We assume that these two effects are
negligible, as we remove any continuum remaining after the application of SECT from the
central SLW and SSW detectors by subtracting a second-order polynomial fit to the
continuum.

Once the corrected individual spectra are obtained, the high-redshift lensed sample
was corrected for lensing magnification. The magnification factors come from lens models
based on Sub-millimeter Array (SMA) and Keck/NIRC2-LGS adaptive optics observations
[33, 34]. Though these are mm-wave and optical magnifications while the present study

involves far-IR observations, we ignore any effects of differential magnification [195]. We
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simply make use of the best determined magnification factor, mainly from SMA analysis
[33]. For the overlapping lensed source sample with PACS spectroscopy, the lensing
magnification factor used here is consistent with values used in Wardlow et al. 2017 [237].
Sources with PACS spectroscopy that appear in Wardlow et al. 2017 are marked in Table
10.

To obtain the average stacked spectrum in each of the redshift bins or luminosity
bins as we discuss later, we follow the stacking procedure outlined by Spilker et al. 2014
[203]. Itinvolves scaling the flux densities in individual spectra in each redshift bin to the
flux densities that the source would have were it located at some common redshift (which
we take to be the mean redshift in each bin) and then scaling to a common luminosity so
that we can present an average spectrum of the sample. For simplicity, we take the mean
redshift and median infrared luminosity in each bin and both scale up and scale down
individual galaxy spectra in both redshift and luminosity to avoid introducing biases in the
average stacked spectrum; however, we note that the sample does contain biases
associated with initial sample selections in the proposals that were accepted for
Herschel /SPIRE-FTS observations. We discuss how such selections impact a precise
interpretation of the spectra in the discussion. We now outline the process used in the
scaling of spectra.

The background-subtracted flux densities of the spectra are scaled to the flux values
that they would have at the common redshift, which was taken to be the mean redshift in
each of the redshift categories; namely, zZcom = 0.02 for the 0.005 <z < 0.05 sources, Zcom =
0.1 for 0.05 <z < 0.2 sources, Zcom = 0.3 for 0.2 <z < 0.5 sources, Zcom= 1.4 for 0.8 <z < 2

sources, and Zcom = 2.8 for 2 < z < 4 sources. The choice between median or mean redshift
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does not significantly affect the overall spectrum or line fluxes. The flux density and error
values (error values are obtained from the error column of the level-2 spectrum products
from the Herschel Science Archive) of each spectrum are multiplied by the scaling factor

given in Spilker et al. 2014:

£ <DL(zsrc) >2 y (1 + Zeom)

D (Zcom) 1+ 2z

where Dy is the luminosity distance. The flux density and error values of each spectrum are
then representative of the flux density and error values that the source would have were it
located at zcom. The frequency axes of the scaled spectra are then converted from observed-
frame frequencies to rest-frame frequencies. To normalize the spectra, all spectrum flux
densities and errors are scaled by a factor such that each source will have the same total
infrared luminosity (rest-frame 8-1000 pum); namely, Lir = 101135 L, 101233 L, 101189
Lo, 101253 Lo and 101284 Lo in each of the five bins, respectively. In the two highest redshift
bins, we calculate a total infrared luminosity by fitting a single-temperature, optically-thin,
modified blackbody (i.e. greybody with S(v) « vBBy(T) where By(T) is the Planck function)
spectral energy distribution (SED) (commonly used in the literature, e.g. [39, 33]) to the
available photometry in the infrared from Herschel and public IRSA data. For this we use
the publicly available code developed by Casey et al. 2012 [39] assuming a fixed emissivity
(B =1.5) (e.g. [33]). The resulting infrared luminosities are presented in Table 10, along
with lensing magnification factors and references. Luminosities in the tables are corrected
for lensing magnification (where applicable), and we ignore the uncertainty in

magnification from existing lens models. Sources without a magnification of factor p are not

affected by gravitational lensing. After the spectra are scaled to a common IR luminosity, a
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second-order polynomial is then fit to the continuum of each source and is subsequently
subtracted from each source spectrum. Instrumental noise impacts the continuum
subtraction and leads to residuals in the continuum-subtracted spectrum. These residuals
in return impact the detection of faint lines.

Several objects have multiple FTS spectra, taken at multiple time intervals as part of
the same program or observations conducted in different programs. Multiples of the same
object are combined into a single average spectrum by calculating the mean flux density at
each frequency for each of the repeats. This mean spectrum is what is used in the stacking
procedure.

After the spectra are calibrated and scaled, the flux values at each frequency in the
rest frame of the spectra are stacked using an inverse variance weighting scheme with the
inverse of the square of the flux errors as weights. In the 0.005 < z < 0.05 stack, a minority
of the sources (though still a significant subset of the total) have high signal-to-noise ratios
and thus dominate over the other sources when using the inverse variance weighting
scheme. To avoid this bias without throwing out sources, we stack the 0.005 < z < 0.05 bin
by calculating the mean stack without inverse variance weighting. The unweighted mean
stack is shown in Figure 3. The inverse variance weighted stack for this redshift bin is
presented in the Appendix for comparison.

The noise level of the stacked spectrum in each of the five redshift bins is estimated
using a jackknife technique in which we remove one source from the sample and then
stack. The removed source is replaced, and this process is repeated for each source in the
sample. The jackknife error in the mean of the flux densities at each frequency from the

jackknifed stacks is taken to be the 10 noise level in the overall stacked spectrum in each
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redshift bin. The red curves in the upper panels of Figure 3 - Figure 7 are found by

smoothing the jackknife error curve.

Stacking Results

The stacked spectra in each of the five redshift bins are shown in Figure 3 - Figure 7, while
in Figure 8 we show the mean stacks (no inverse-variance weighting) for the 0.005 <z <
0.05 bin by sub-dividing the sample into five luminosity bins given by 10110 L < Lir <
10112 Lp, 10112Lp < Lir< 10114 Lo, 10114 Lo<Lir< 10116 Lo, 10116 Lo < Lir< 10120
Lo, and Lir > 10120 L. For the purposes of this study and for PDR model interpretations,
we concentrate on lines that are detected at a signal-to-noise ratio greater than 3.5. The
stacks do reveal detections with a signal-to-noise ratios at the level of 2.5 to 3; we will
return to those lines in future work.

The natural line shape of the SPIRE FTS is a sinc profile [216]. A sinc profile is
typically used to fit unresolved spectral lines. However, a sinc profile may be too thin to
fully capture the width of broad partially-resolved extragalactic spectral lines, in which
case a sinc-Gauss (sinc convolved with a Gaussian) can provide a better fit (see
http://Herschel.esac.esa.int/hcss-doc-15.0/index.jsp\#spire_drg:_start). For spectral lines
with the same intrinsic line width, the sinc-Gauss fit gives a higher flux measurement than
the sinc fit; the ratio of sinc-Gauss to sinc flux increases as a function of increasing spectral
line frequency. For broad line-widths, the sinc-Gauss fit contains significantly more flux
than the pure sinc fit. Because the stacked SPIRE/FTS spectra contain a variety of widths
for each spectral line and because the width of each line is altered when scaling the

frequency axis of the spectra to the common-redshift frame, the sinc profile appeared to
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under-fit all of the spectral lines in the stacked spectra, so a sinc-Gauss profile was used for
flux extraction. See Figure 9 - Figure 12. The width of the sinc component of the fit was
fixed at the native SPIRE FTS resolution of 1.184 GHz, and the width of the Gaussian
component was allowed to vary. The integral of the fitted sinc-Gauss profile was taken to
be the measured flux. The fluxes from the fits are presented in Table 1 - Table 3. In the case
of an undetected line (i.e., the feature has less than 3.50 significance), we place an upper
limit on its flux by injecting an artificial line with velocity width 300 km s-1 (a typical
velocity width for these lines; e.g., [146]) into the stack at the expected frequency and
varying the amplitude of this line until it is measured with 2o significance. The flux of this
artificial line is taken to be the upper limit on the flux of the undetected line.

The error on the fluxes includes a contribution from the uncertainty in the fits to the
spectral lines as well as a 6% uncertainty from the absolute calibration of the FTS. The
error due to the fit is estimated by measuring the “bin-to-bin” spectral noise of the residual
spectrum in the region around the line of interest (see SPIRE Data Reduction Guide). The
residual spectrum is divided into bins with widths of 30 GHz, and the standard deviation of
the flux densities within each bin is taken to be the noise level in that bin. Additionally, we
incorporate a 15% uncertainty for corrections to the spectra for (semi)-extended sources
[188] in the lowest redshift stack. This 15% uncertainty is not included for sources with z >
0.05, as these are all point sources (as verified by inspection).

We now discuss the stacking results for the five redshift bins; for simplicity we
define low-redshift as 0.005 < z < 0.2, intermediate as 0.2 < z < 0.5 and high-redshift as 0.8
< Z < 4; both low and high-redshift have two additional redshift bins. Within these bins we

also consider luminosity bins when adequate statistics allow us to further divide
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the samples.

Flux Density (mlJy)

NSOHI‘CES
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Figure 2: Stacked FTS spectra, all data

Top: Average far-infrared stacked spectrum containing all FTS data. Sources range in
redshift from 0.005 < z < 4. This stack serves as a qualitative representation of the average
spectrum of all of the Herschel spectra. For the purposes of analysis and interpretation, the

dataset is split into redshift and luminosity bins for the remainder of this chapter. Dashed
blue vertical lines indicate the locations of main molecular emission lines. We detect the
fine-structure lines [C II], [O I], and [O III] as well as the CO emission line ladder from J =
13-12 to J = 5-4. Also detected are the two lowest [C [] emissions at 492 GHz (609 pm) and
809 GHz (370 um), [N II] at 1461 GHz (205 pm) and the water lines within the frequency
(wavelength) range covered in this stack from 50 um to 652 um). Middle: Signal-to-noise
ratio. The horizontal dashed line indicates S/N = 3.5, and the solid red line represents S/N =
0. Bottom: The number of sources that contribute to the stack at each wavelength.
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Figure 3: Stacked FTS spectra, 0.005 <z < 0.05

Top: Stacked SPIRE/FTS spectrum of archival sources with 0.005 < z < 0.05. Overlaid is the
1o jackknifed noise level in red and dashed vertical lines showing the locations of main
molecular emission lines. We detect the CO emission line ladder from /= 13-12 to /] = 5-4, as
well as the two lowest [C I] emissions at 492 GHz (609 um) and 809 GHz (370 um), [N II] at
1461 GHz (205 pm) and the water lines within the rest frequencies (wavelengths) covered
in this stack from 460 GHz to 1620 GHz (185 pum to 652 um). Middle: Signal-to-noise ratio.
The horizontal dashed line indicates S/N = 3.5, and the solid red line indicates S/N = 0.
Lines with S/N > 3.5 were considered detected. Bottom: The number of sources that
contribute to the stack at each frequency.

17



6_00 500 400 300 _ _ _ 200 ~
1.00 1 I|\|H\ \‘ | T 1 I| | | I | | I Lo | I ]
[ | I | I [ I | [ I
I [ I [ [ ro | o [
s I T — . (I = ol N [
= T i i T T (Y [ @ | Il |
n= 2 = &= < [ IS s S E s |
. ne 8 8 g o 8 ! =1 = 81 1 &1 I8 | 4
_‘)% 0.5 H I [ I [ | [ I [ [
- r I [ I [ [ [ I I [ 1
. L | | | | [ | | [ | 1
- L | | [ 1 I | | | | I [ | ]
g H I | \ . | [ [ I | [ LA
il I [ | “i . [ |
g hh’l'l“ . “‘C-‘.“-', i ik ;U{r g fa:'m.@:‘ﬁ'lr . I ¥ 1_‘"1 i w‘J I ‘:I. L
> | | I 1 | | [ | "
3 t | | | | [ | | [ \
= i | - =l S dizT 3 - s
L | [ o A allld & [ P B ol
L I - Rl 5 »8% 8 (L I o
F | 2 Q QA AR’ 1] [ T B Ul
—-05hH | T &l TOEEE T T = b
L | I | I [ I | [ I
L I | I [ [ [ I o [
=T R P 1 d1 T T Ll ]
15 ! i , ‘ E
= 10 | | ‘ L 3
~. 5 - ) - | l‘ N [ 1 ‘\ _;
[#p)] O ‘. .““““.‘_‘ L sl Ml.“-‘|...‘:k Lok ,“1‘. i "‘l_‘.. | i { .-..\.‘.‘ i -\;
75&...'\””‘ “““ L L. . | Ll 4
g 32F E
Z O = 11 1 L a0 TR ' T | T T T Y Y Y NN S NN S S S S S | I _15-
600 800 1000 1200 1400 1600
Vrest (GHZ)

Figure 4: Stacked FTS spectra, 0.05<z<0.2

Same as Figure 3, but for the redshift range 0.05 <z < 0.2. We detect all the CO emission
line ladder within the frequency (wavelength) covered by the stack from 480 GHz to 1760
GHz (170 um to 625 pm). The stacked spectrum also shows 3.50 detection for [C [](2-1) at

809 GHz (370 pm), [N II] at 1461 GHz (205 um), and water lines.
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Figure 5: Stacked FTS spectra, 0.2 <z < 0.5

Same as Figure 3, but for the redshift range 0.2 <z < 0.5. We only detect the [C ] at 1901
GHz (158 um) line in this stack with frequency (wavelength) coverage 580 GHz to 2100
GHz (143 pm to 517 pm).
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Figure 6: Stacked FTS spectra, 0.8 <z < 2

Same as Figure 3, but for the redshift range 0.8 <z < 2. We detect [N II] at 1461 GHz (205
um), [C II] at 1901 GHz (158 um) and [O III] at 3391 GHz (88 um) in the frequency
(wavelength) range of 950 GHz to 4100 GHz (70 pum to 316 pm) covered by the stack.
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Figure 7: Stacked FTS spectra, 2 <z < 4

Same as Figure 3, but for the redshift range 2 < z < 4. We detect [C II] at 1901 GHz (158 um)
and [O III] at 3391 GHz (88 um) in the frequency (wavelength) range of 1400 GHz to 6200
GHz (48 um to 214 pm).
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800
Figure 8: Stacked FTS spectra, in luminosity bins

600
The lowest redshift bin (0.005 < z < 0.05) is stacked using a straight mean (without

inverse-variance weighting) in five luminosity bins as outlined in each panel. From top to

bottom, the median luminosities in each bin are 101112 [,o, 101132 L., 101149 L, 101169 Lo,
excitations, [C I] atomic emissions, and [N II] at 205 um are detected in all five luminosity

and 101221 [,o. The mean redshifts in each bin are 0.015, 0.018, 0.021, 0.027, and 0.038. The
number of sources contributing to each bin are 37, 28, 17, 24, 9. and The CO molecular line



Low-redshift stacks

Figure 3 and Figure 4 show the stacked FTS spectra and corresponding uncertainty
along with major atomic and molecular emission and absorption lines for the 0.005 <z <
0.05 and 0.05 < z < 0.2 bins respectively. With the large number of galaxy samples, the far-
IR spectrum of lowest redshift bin results in a highly reliable average spectrum showing a
number of ISM atomic and molecular emission lines. In particular we detect all the CO lines
with Jupper > 5 out to the high excitation line of CO(13-12). This allows us to construct the
CO spectral line energy distribution (SLED) and to explore the ISM excitation state in DSFGs
in comparison with other starbursts and that of normal star-forming galaxies (see Section
5). We further detect multiple H20 emission lines in these stacks which arise from the very
dense regions in starbursts. The strength of the rotational water lines rivals that of the CO
transition lines. we additionally detect the [C I] (1-0) at 609 pym and [CI] (2-1) at 370 pm
along with [N II] at 205 pm in both redshift bins. We will use these measured line intensity
ratios in Section 5 to construct photodissociation region models of the ISM and to study the
density and ionizing photon intensities. We note here that the [C ] line ratios are very
sensitive to the ISM conditions and would therefore not always agree with more simplistic
models of the ISM. We will discuss these further in Section 5. For comparison to Figure 3,
which is stacked using an unweighted mean, Figure 53 (see Appendix) shows the 0.005 < z
< 0.05 sources stacked with an inverse variance weighting. A few absorption lines also
appear in the low-redshift stack. Despite Arp 220 [182] being the only individual source
with strong absorption features, many of the absorption features are still present in the
stack due to the high signal-to-noise ratio of Arp 220 in conjunction with an inverse

variance weighting scheme for stacking. The SPIRE FTS spectrum of Arp 220 has been
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studied in detail in Rangwala et al. 2011 [182] and is characterized by strong absorption
features in water and related molecular ions OH* and H20* interpreted as a massive
molecular outflow.

The best-fit profiles of the detected lines in the low-redshift stacks are shown in
Figure 9 and Figure 10 for the 0.005 <z < 0.05 and 0.05 < z < 0.2 redshift bins, respectively.
Fluxes in W m-2 are obtained by integrating the best-fit line profiles. Table 1 summarizes
these line fluxes as well as velocity-integrated fluxes from the sinc-Gauss fits for detections
with S/N > 3.5 in these stacks.

As discussed above, we further stack the lowest redshift bin (0.005 <z < 0.05) in
five infrared luminosity bins. Figure 8 shows the stacked FTS spectra each of these
luminosity bins. See the caption in Figure 8 for the redshift and luminosity breakdown of
the sample. By comparing these stacks we can look at the effects of infrared luminosity on
emission line strengths. It appears from these stacked spectra that the high-/ CO lines are
comparable in each of the luminosity bins. We explore the variation in the [N II] line in the

discussion. Fluxes for the lines in each luminosity bin are tabulated in Table 2.

Intermediate-redshift stacks

We show the intermediate-redshift (0.2 <z < 0.5) stack in Figure 5. Due to the
limited number of galaxies observed with SPIRE/FTS in this redshift range, we only detect
a bright [C II] line with the threshold signal-to-noise ratio of 3.5. The [C II] 158 um fine
structure line is a main ISM cooling line and is the most pronounced ISM emission line

detectable at high redshifts, when it moves into mm bands, revealing valuable information
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on the state of the ISM. We further discuss these points in Section 5. Figure 11 shows the
best-fit profile to the [C II] line in the intermediate redshift. The measured fluxes from this
profile are reported in Table 1. The average [C II] flux from the stack is lower than the
measurements reported in Magdis et al. 2014 [146] for individual sources (note that our
0.2 <z < 0.5 bin is comprised almost entirely of the sources from Magdis et al. 2014, the
exception being the source IRAS 00397-1312). Stacking without IRAS 00397-1312 leads to
similar results. We attribute the deviation of the stack [C II] flux toward lower values to the
scalings we apply when shifting spectra to a common redshift and common luminosity

during the stacking process.

High-redshift stacks

The high redshift (0.8 <z <2 and 2 <z < 4) FTS stacks are shown in Figure 6 and
Figure 7 consisting of 36 total individual spectra for sources in Table 10. The stack at 0.8 <
z < 2 also suffers from a limited number of galaxies observed with the FTS. At 0.8 <z < 2, [C
[1] 158 um and [O III] 88 um appear. We detect [C II] at 158 um, [O III] at 88 pm and [O I] at
63 um atomic emission lines with S/N > 3.5 in the stacked spectra at 2 < z < 4. The relative
line ratios of these main atomic fine structure cooling lines will be used to construct the
photodissociation region model of the ISM of DSFGs at these extreme redshifts to
investigate the molecular density and radiation intensity.

To study the strengths of spectral lines at different luminosities, all sources with z >
0.8 were combined into a single sample and then divided into three luminosity bins with
roughly the same number of sources in each bin. The average luminosities in the three bins

are 101241 L, 101277 L, and 101324 L. See Table 3 and Table 4 for the precise breakdown
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of the sample and measured fluxes. Each of the subsamples is separately stacked, and the
line fluxes are measured as a function of far-infrared luminosity. Figure 12 shows the best-
fit line profiles to the three main detected emission lines in the three infrared luminosity
bins. The ISM emission lines are more pronounced with increasing infrared luminosity.
This agrees with results of individual detected atomic emission lines at high redshifts [146,
185] although deviations from a main sequence are often observed depending on the
physics of the ISM in the form of emission line deficits [210]. These are further discussed in

the next section.
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Figure 9: Fitting to atomic and molecular lines, 0.005 <z < 0.05

Sinc-Gauss and sinc fits to the detected atomic and molecular lines in the low-redshift stack
at 0.005 <z < 0.05. The spectrum itself is shown in black. The green curve shows a sinc fit,
red shows sinc-Gauss fit, and the blue curve is the 1o jackknife noise level. The sinc fit is
often too thin to capture the full width of the spectral lines. The lines are shifted to the rest-
frame based on the public spectroscopic redshifts reported in the literature. Fluxes are
measured from the best-fit models. The fluxes of the lines are reported in Table 2.
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Figure 10: Fitting to atomic and molecular lines, 0.05 <z < 0.2

Sinc-Gauss (red) and sinc (green) fits to the detected atomic and molecular lines in the
stack at 0.05 < z < 0.2, with the spectrum itself in black. We detect all the lines same as the
low redshift stack (Figure 9) albeit with a different detection significance. In particular [C I]
(1-0) is marginally detected in this redshift bin as fewer than ten sources contribute to the
stack at this frequency, leading to a higher jackknife noise level. Fluxes of lines detected in
this stack are also reported in Table 2.

28



0.20 -

0.05}

Flux Density (Jy)

0.00}

—0.05}

—0. 10 L il i i b
1880 1890 1900 1910 1920
Ijrest (GHZ}

Figure 11: Fitting to [CII], 0.2 <z < 0.5.

Sinc-Gauss (red) and sinc (green) fits to the [C II] line in the 0.2 < z < 0.5 stack. The
spectrum itself is shown in black with the 10 noise level in blue.
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Figure 12: Fitting to atomic and molecular lines, z > 2

Fits to lines for the three luminosity bins of the high-redshift sources. The sinc-Gauss fit is
shown in red, and the sinc-only fit is shown in green. The spectrum itself in black, and the
1o jackknife noise level is in blue.
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Discussion

The ISM atomic and molecular line emissions observed in the stacked spectra of
DSFGs can be used to characterize the physical condition of the gas and radiation in the ISM
across a wide redshift range. This involves investigating the CO and water molecular line
transitions and the atomic line diagnostic ratios with respect to the underlying galaxy
infrared luminosity for comparison to other populations and modeling of those line ratios

to characterize the ISM.

The CO SLED

The CO molecular line emission intensity depends on the conditions in the ISM.
Whereas the lower-/ CO emission traces the more extended cold molecular ISM, the high-/
emissions are observational evidence of ISM in more compact starburst clumps (e.g.,
[215]). In fact, observations of the relative strengths of the various CO lines have been
attributed to a multi-phase ISM with different spatial extension and temperatures [118].
The CO spectral line energy distribution (SLED), plotted as the relative intensity of the CO
emission lines as a function of the rotational quantum number, J, hence reveals valuable
information on the ISM conditions (e.g., [143]).

Figure 13 shows the high-/ CO SLED of the DSFGs for stacks in the two low redshift
bins of 0.005 <z < 0.05 and 0.05 <z < 0.2. Here we are limited to the Jupper> 5 CO SLED
covered by the SPIRE/FTS in the redshift range probed. The CO SLED is normalized to CO
(5-4) line flux density and plotted as a function of Jupper. The background colored regions in

Figure 13 are from Rosenberg et al. 2015 [188] in which they determined a range of CO flux
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ratios for three classes of galaxies from the HerCULES sample: star-forming objects,
starbursts and Seyferts, and ULIRGs and QSOs. The 0.005 <z < 0.05 sample is consistent
with the starbursts and Seyfert regions whereas line measurements from stacked spectra
in 0.05 < z < 0.2 redshift bin are more consistent with ULIRGs and QSO regions. Both
measurements are higher than the expected region for normal star-forming galaxies which
indicates a heightened excitation state in DSFGs specifically at the high-/ lines linked to
stronger radiation from starbursts and/or QSO activity.

Increased star-formation activity in galaxies is often accompanied by an increase in
the molecular gas reservoirs. This is studied locally as a direct correlation between the
observed infrared luminosity and CO molecular gas emission in individual LIRGs and
ULIRGs [125]. To further investigate this correlation, we looked at the CO SLED in our low-
z (0.005 <z < 0.05) sample in bins of infrared luminosity (Figure 8). Figure 13 further
shows the CO SLED for the different luminosity bins. The stronger radiation present in the
higher luminosity bin sample, as traced by the total infrared luminosity, is responsible for
the increase in the CO line intensities. In the high luminosity bin sample, the excitation of
the high-/ lines could also partially be driven by AGN activity given the larger fraction of

QSO host galaxies in the most IR luminous sources (e.g., [188]).
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Figure 13: CO spectral line energy distribution

The carbon monoxide spectral line energy distribution for 0.005 <z < 0.05 in five
luminosity bins as presented in Figure 8. The filled regions are taken from Rosenberg et al.
2015 [188] (see also Roberts-Borsani et al. 2017 [187]), and they correspond to the range

of CO flux ratios in normal star-forming galaxies (green stripes), starbursts and Seyferts
(solid cyan), and ULIRGs and QSOs (orange stripes).

Atomic and Molecular Line Ratios

We detect several H20 emission lines in the two lowest redshift bins of 0.005 < z <
0.05 and 0.05 < z < 0.2. Fluxes from detected water rotational lines are plotted in Figure 14,
along with data from fits made to individual spectra from the sample that exhibited strong
water line emission. These include well-known sources such as Arp 220 atz=0.0181 [182]

and Mrk 231 at z = 0.0422 [231, 85]. H20 lines are normally produced in the warm and
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most dense regions of starbursts [57] and may indicate infrared pumping by AGN [86, 28].
Figure 13 also shows the different water emission lines and the ISM temperatures required
for their production. As we see from the figure, at the highest temperature end the
emission is more pronounced in galaxies in the 0.05 < z < 0.2 redshift range. These systems
tend to have a higher median infrared luminosity (Figure 1) and hence hotter ISM
temperatures which are believed to drive the high temperature water emissions [218].
Figure 13 also shows the dependence of the water emission lines on the infrared
luminosity for three of our five luminosity bins in the 0.005 < z < 0.05 sample with the
strongest H20 detections. Using a sample of local Herschel FTS /SPIRE spectra with
individual detections, Yang et al. 2013 [250] showed a close to linear relation between the
strength of water lines and that of Lir. We observe a similar relation in our stacked binned
water spectra of DSFGs across all different transitions with higher water emission line

intensities in the more IR-luminous sample.
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Figure 14: H20 spectral line energy distribution

Spectral line energy distribution for transitions in water as a function of excitation
temperature as in Yang et al. 2013 [250] at 0.005 <z < 0.05 in the luminosity bins in which
water lines were strongly detected. These detections are compared to the water spectral
line energy distribution for individual sources fit using sinc-Gauss profiles.

The first two neutral [C I] transitions ([C I] (1-0) at 609 pm and [CI] (2-1) at 370
um) are detected in both low-z stacks (see Figure 3 and Figure 4). We look at the [CI] line
ratios in terms of gas density and kinetic temperature using the non-LTE radiative transfer

code RADEX [228] (found at http://home.strw.leidenuniv.nl/~moldata/radex.html). To

construct the RADEX models, we use the collisional rate coefficients by Schroder et al. 1991

[193] and use the same range of ISM physical conditions reported in Pereira et al. 2013
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[172] (with T=10 - 1000 K, nn.=10 - 108 cm-3 and N¢/Av=1012 - 1018 cm-2/(km s-1)). Figure
15 shows the expected kinetic temperature and molecular hydrogen density derived by
RADEX for the observed [C I] ratios in the low-z stacks for the different infrared luminosity
bins with contours showing the different models. The [C I] emission is observed to
originate from the colder ISM traced by CO (1-0) rather than the warm molecular gas
component traced by the high-/ CO lines [172] and in fact the temperature is well

constrained from these diagrams for high gas densities.
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Figure 15: ISM conditions via neutral carbon ratios.

Conditions in the ISM as probed by neutral [CI] (2-1)/[CI] (1-0) line ratio for 0.005 <z <
0.05 and 0.05 <z < 0.2 redshift bins. RADEX contours for an array of theoretical [C I] (2-
1)/[C1] (1-0) ratios are shown in black. The dashed lines represent the 10 uncertainty.
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The fine structure emission line relative strengths are important diagnostics of the
physical conditions in the ISM. Here we focus on the three main atomic lines detected at z >
0.8 ([CII] at 158 pm, [O I] at 63 um and [O III] at 88 pm) and study their relative strengths
as well as their strength in comparison to the infrared luminosity of the galaxy. We break
all sources with z > 0.8 into three smaller bins based on total infrared luminosity. Table 4
lists the infrared luminosity bins used. The [C II] line is detected in each subset of the high-
redshift stack whereas [O I] and [O III] are only detected in the 102> Lo < 1013 Lo infrared
luminosity bin. Figure 16 shows the relation between emission line luminosity and total
infrared luminosity. Total infrared luminosity is integrated in the rest-frame wavelength
range 8-1000 pm. Luminosities in different wavelength ranges in the literature have been

converted to Lir using the mean factors derived from Table 7 of Brisbin et al. 2015 [31]:

log(Lig) = log(L(42.5pm — 122.5um)) + 0.30
log(Ligr) = log(L(40um — SOOum)) + 0.145

log(Lig) = log(L(30pm — 1000um)) + 0.09

For the [CII] 158 pm line we used data from a compilation by Bonato et al. 2014 [24];
references therein, George 2015, Brisbin et al. 2015, Oteo et al. 2016, Gullberg et al. 2015,
Schaerer et al. 2015, Yun et al. 2015, Magdis et al. 2014, Farrah et al. 2013, Stacey et al.
2010, Diaz et al. 2013 [81, 31, 168,91, 192, 254, 146, 71, 210, 62], and a compilation of data
from SHINING [212]. For the [O I] 63 pm line we used data from compilation by Bonato et

al. 2014; references therein, Ferkinhoff et al. 2014, Brisbin et al. 2015, Farrah et al. 2013
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[73, 31, 71], and SHINING. For the [O III] 88 um line we used data from a compilation by
Bonato et al. 2014; references therein, George 2015, and SHINING.
As in Bonato et al. 2014 [24], we excluded all objects for which there is evidence for a
substantial AGN contribution. The line and continuum measurements of strongly lensed
galaxies given by [81] were corrected using the gravitational magnifications, y, estimated
by Ferkinhoff et al. 2014 [73] while those by Gullberg et al. 2015 [91] were corrected using
the magnification estimates from Hezaveh et al. 2013 [101] and Spilker et al. 2016 [204]
available for 17 out of the 20 sources. For the other three sources we used the median
value of pmed = 7.4.

The solid green lines in Figure 15 correspond to the average Liine/Lir ratios of -3.03,
-2.94 and -2.84 for the [0 [] 63 pm, [O III] 88 um and [C II] 158 pm lines from the literature,
respectively. The [CII] line luminosity-to-IR luminosity ratio is at least an order of
magnitude higher than the typical value of 10-4 quoted in the literature for local nuclear
starburst ULIRGS and high-z QSOs. Since the data come from heterogeneous samples, a
least square fitting is susceptible to selection effects that may bias the results. To address
this issue, Bonato et al. 2014 [24] have carried out an extensive set of simulations of the
expected emission line intensities as a function of infrared luminosity for different
properties (density, metallicity, filling factor) of the emitting gas, different ages of the
stellar populations and a range of dust obscuration. For a set of lines, including those
considered in this chapter the simulations were consistent with a direct proportionality
between Liine and Lir. Based on this result, we have adopted a linear relation. The other

lines show Liine-Lir relations found in the literature, namely:
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log(L[OI]63um) = log(L,z) — 2.99

log(L[OI11]88um) = log(L,z) — 2.87

log(L[CIT]158um) = log(L;z) — 2.74

from Bonato et al. 2014 [24],

log(L[OI]63um) = 0.98 x log(L;g) — 2.95

log(L[OI11]88um) = 0.98 x log(Liz) — 3.11

log(L[OIIT]88um) = 0.98 x log(L;g) — 3.11

from Spinoglio et al. 2014 [206],

log(L[OI]63um) = 0.70 x log(L;g) + 0.32

log(L[OIIT]88um) = 0.82 x log(L;g) — 1.40

log(L[CIT]158um) = 0.94 X log(Lg) — 2.39

from Gruppioni et al 2016 [90], and

log(L[01]63um) = 1.10 x log(Lig) — 4.70

log(L[CI]158um) = 1.56 X log(L;z) — 10.52

from Farrah et al. 2013 [71], respectively.
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In the high-z bin at z > 1, we find that [O III] and [O I] detections are limited to only
one of the three luminosity bins. The ISM emission lines show a deficit (i.e. deviating from a
one to one relation) compared to the infrared luminosity. This in particular is more
pronounced in our stacked high-z DSFG sample compared to that of local starbursts and is
similar to what is observed in local ULIRGs. This deficit further points towards an increase
in the atomic ISM lines optical depth in these very dusty environments. There is no clear
trend in the measured lines with the infrared luminosities, given the measured
uncertainties, however there is some evidence pointing towards a further decrease with
increasing IR luminosity. Figure 17Figure 19 shows the [O I]/[C II] line ratio for the stacks
of DSFGs compared to Brauher et al. 2008 [29] and Cormier et al. 2015 [53]. Although both
lines trace neutral gas, they have different excitation energies (with the [O I] being higher).
Given the uncertainties, we do not see a significant trend in this line ratio with the infrared

luminosity.
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Figure 16: Line luminosity to total luminosity ratios.

Line versus infrared luminosity (rest-frame 8-1000 pm), Lir, of star-forming galaxies for [C
I1], [0 I], and [O III] fine-structure lines at high redshift. Background data are from the
literature sources listed in the text. The solid green lines correspond to the average Liine/Lir
ratios (-3.03, -2.94 and -2.84) for the [0 [] 63.18 um, [O III] 88.36 um, and [C II] 157.7 pm
lines from the literature, respectively. The reason for the choice of a linear relation is
explained in the main text. The cyan stripes correspond to two times the dispersion around
the mean relation (o = 0.35, 0.48 and 0.43, respectively). Also shown, for comparison, are
the Liine/Lir relations found in the literature.
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Due to the wavelength coverage of SPIRE/FTS, we are unable to study the [N II] 205
pum line in the high-z bin. Instead, we concentrate on the luminosity dependence of the [N
[I] 205 pm line in the low-z bin. This [N II] ISM emission cooling line is usually optically
thin, suffering less dust attenuation compared to optical lines and hence is a strong star-
formation rate indicator [258, 99, 108, 259]. The [N II] line luminosity in fact shows a tight
correlation with SFR for various samples of ULIRGs [258]. Given the ionization potential of
[N II] at 14.53 eV, this line is also a good tracer of the warm ionized ISM regions [259].
Figure 20 shows the [N II] emission for our low-z stack (0.005 < z < 0.05) as a function of
infrared luminosity for the five luminosity bins outlined in Figure 8. The [N II] line
luminosity probes the same range as observed for other samples of ULIRGs and
consistently increases with infrared luminosity (a proxy for star-formation) [258]. The [N

[1]/Lir ratio is ~10-5 compared to the [C II]/Lir at ~10-3 [62, 167, 100, 188].
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Figure 17: (Licim + Lio1) / Lir

Ratio of ([C II]+[O I]) luminosity to total infrared luminosity (rest-frame 8-1000 pm) in
three luminosity bins for sources with 0.8 <z < 4 as a function of total infrared luminosity.
The breakdown of the three luminosity bins is as follows: Lir < 1012> Le, 102> Lo < Lir <
1013 L, and Lir > 1013 Le; however, [O ] is only detected in the middle luminosity bin. For
comparison, we show data from Cormier et al. 2015, Brauher et al. 2008, Farrah et al. 2013,
the SHINING collaboration 2011 [53, 29, 71, 212].
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WO12

Line ratios as a function of total infrared luminosity in three luminosity bins for sources
with 0.8 <z < 4. For comparison, we show data from Cormier et al. 2015 [53] and Brauher

etal. 2008 [29].
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Figure 19: Lion / Licin

Line ratios as a function of total infrared luminosity in three luminosity bins for sources
with 0.8 <z < 4. For comparison, we show data from Cormier et al. 2015 [53] and Brauher
etal. 2008 [29].
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Figure 20: [N II] luminosity relative to total IR luminosity.

Line luminosity of the [N II] transition in luminosity bins for sources at 0.005 < z < 0.05.
Background data were produced by fitting to the [NII] lines in individual spectra in the
HerCULES and GOALS samples.
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Table 4: Uncorrected line ratios for high-redshift sources

Uncorrected line ratios used in PDR modeling for high-redshift sources in three luminosity
bins based on lensing-corrected luminosity. The median luminosities in each bin are 101241
Lo, 101277 Lo, and 101324 Lo, and the mean redshifts are 2.19, 2.40, and 2.93. These ratios
are uncorrected for [O I] optical thickness, filling factors, and non-PDR [C II] emission, or
for a plane-parallel PDR model FIR. The total correction factor (i.e.,
([A]/[B])corrected/ ([A]/[B])uncorrected) for each ratio is given in brackets. The plots in Figure 22
do take these correction factors into account.

Range Median Number of [OI]/[CII]] [CII/FIR [OI]/FIR ([OI]+[CII])/FIR

[log10(Le)] [logio(La)] Sources (x10~4) (x10~%) (x10~%)

11.5-12.5 12.41 £0.12 11 < 0.38 [36] 7.8+2.3[1] < 3.0 [4] < 11 [1.8]
12.5-13.0 12.77 +£0.17 15 1.1+0.3 [36] 1245 [1] 13 + 6 [4] 24+11 [2.6]
13.0 - 14.5  13.24 4+0.32 10 < 0.40 [36] 1149 [1] < 4.1 [4] < 15 [1.8]

Table 5: Uncorrected line ratios for low-redshift sources

Uncorrected line ratios used in the PDR modeling of the observed lines in the 0.005 <z <
0.05 and 0.05 < z < 0.2 redshift bins. The median luminosities of sources in these bins are
Lir = 101135 Lo and 101233 L, and the mean redshifts are z = 0.02 and z = 0.1, respectively.
These ratios do not account for the corrections given in the text. The total correction factor
(i.e., ([A]/[B])corrected/ ([A]/[B])uncorrected) for each ratio is given in brackets, where
applicable. The large uncertainties reported in the 0.005 < z < 0.05 bin stem from the large
standard deviation of source FIR luminosities.

. T crz—1) [C1{1-0) [Cre—1) [CI2—1) [C1)(1—0) CO(7-6)
Range Median Number of %m](yu) CO(7—6) CO(7—6) FIR FIR PR
logio(La)] Sources (x1075) (x1075) (x1079)
0.005 < z < 0.05 11.35 +£1.03 115 16208 [1] 0.77£0.37 [1] 1.3404 [1]  1.6£3.7 [0.5] 0.97+229[0.5] 1.3 £ 2.9 [0.5]
005 <z<02 12334023 34 12204 [1] 053£0.18 [1] 0.63£0.09 [1] 0.93£0.51 [0.5] 0.78£0.48 [0.5]  1.5£0.8 [0.5]
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PDR Modeling

The average gas number density and radiation field strength in the interstellar
medium can be inferred using photodissociation regions (PDR) models. About 1% of far-
ultraviolet (FUV) photons from young stars collide with neutral gas in the interstellar
medium and strip electrons off of small dust grains and polycyclic aromatic hydrocarbons
via the photoelectric effect. These electrons transfer some of their kinetic energy to the gas,
heating it. The gas is subsequently cooled by the emission of the far-infrared lines that we
observe. The remaining fraction of the UV light is reprocessed in the infrared by large dust
grains via thermal continuum emission [105]. Understanding the balance between the
input radiation source and the underlying atomic and molecular cooling mechanisms is
essential in constraining the physical properties of the ISM.

We use the online PDR Toolbox [180, 123] (http://dustem.astro.umd.edu/pdrt/) to
infer the average conditions in the interstellar medium that correspond to the measured
fluxes of both the stacked low (0.005 <z < 0.05 and 0.05 <z < 0.2) and high-redshift (0.8 < z
< 4) spectra. The PDR toolbox uses the ratios between the fluxes of fine structure lines and
of the FIR continuum to constrain the PDR gas density and strength of the incident FUV
radiation (given in units of the Habing field, 1.6 X 10-3 erg cm2 s'1). At low redshifts, the
PDR models take into account the lines [C I] (1-0), [CI] (2-1), CO (7-6), and the FIR
continuum; at high redshifts, the models use [C II] 158 um, [O I] 63 pm, and the FIR
continuum. We do not attempt PDR models of the intermediate redshift sample as we only

detect the [C II] line in that redshift bin which would not allow us to constrain the

51



parameters characterizing the ISM (in particular constraining the radiation field-gas
density parameter space).

As previously discussed, all sources with z > 0.8 are divided into three smaller bins
based on total infrared luminosity. The [C II] line is detected in each subset of the high-
redshift stack. In the high-redshift stacks, we observed emission from singly-ionized carbon
([CII] at 158 um) as well as some weak emission from neutral oxygen ([O I] at 63 um). We
perform PDR modeling for only one of three luminosity bins. In this bin (12.5 Lo <L <13.0
Lo), the [CII] and [O I] detections were the strongest, while in the other two bins, the
detections were either too weak or nonexistent.

Before applying measured line ratios to the PDR toolbox, we must make a number of
corrections to the measured fluxes. First, the PDR models of Kaufman et al. 1999 [124] and
Kaufman et al. 2006 [123] assume a single, plane-parallel, face-on PDR. However, if there
are multiple clouds in the beam or if the clouds are in the active regions of galaxies, there
can be emission from the front and back sides of the clouds, requiring the total infrared flux
to be cut in half in order to be consistent with the models (e.g., [124, 60]). Second, [O I] can
be optically thick and suffers from self-absorption, so the measured [O I] is assumed to be
only half of the true [O I] flux; i.e., we multiply the measured [O I] flux by two (e.g., [60, 49]).
[C II] is assumed to be optically thin, so no correction is applied. Similarly, no correction is
applied for [C I] and CO at low redshifts. Third, the different line species considered will
have different beam filling factors for the SPIRE beam. We follow the method used in
Wardlow et al. 2017 [237] and apply a correction to only the [O I]/[C II] ratio using a
relative filling factor for M82 from the literature. Since the large SPIRE beam size prevents

measurement of the relative filling factors, the [O []/[C II] ratio is corrected by a factor of
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1/0.112, which is the measured relative filling factor for [O I] and [C II] in M82 [209, 139,
124, 49]. Wardlow et al. 2017 [237] note that the M82 correction factor is large, so the
corrected [O I]/[C II] ratio represents an approximate upper bound. Lastly, it is possible
that a significant fraction of the [C II] flux can come from ionized gas in the ISM and not
purely from the neutral gas in PDRs (e.g., [1, 49]). As a limiting case, we assume that 50% of
the [C II] emission comes from ionized regions. This correction factor is equivalent to the
correction for ionized gas emission used in Wardlow et al. 2017 and is consistent with the
results of Abel et al. 2006, who finds that the ionized gas component makes up between 10-
50% of [C II] emission.

To summarize: a factor of 0.5 is applied to the FIR flux to account for the plane-
parallel model of the PDR Toolbox, a factor of 2 is applied to the [O I] flux to account for
optical thickness, a factor of 0.5 is applied to the [C II] flux to account for ionized gas
emission, and lastly, a correction factor of 1/0.112 is applied to the [O I]/[C II] ratio to
account for relative filling factors. we do not apply any corrections to the [C I] (1-0), [C]
(2-1), or CO (7-6) fluxes used in the PDR modeling of the lower-redshift stacks. These
correction factors can significantly alter the flux ratios; for example, the ratio ([O I]/[C
I1])corrected = 36 X ([O I]/[C II])uncorrected. Table 4 and Table 5 contain the uncorrected line
ratios with the total correction factor for each ratio given in brackets. Naturally, these
corrections introduce a large amount of uncertainty into our estimated line ratios. To
demonstrate the effects that these corrections have on the results, we include contours
from uncorrected and corrected line ratios in Figure 21 and Figure 22. In Figure 21 (low
redshifts), the only flux correction carried out is the correction to the FIR flux. This

correction is indicated by the dashed line in each of the plots. In Figure 22, the lefthand-
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side plot displays the constraints on gas density and radiation field intensity (n, Go) for
high-redshift sources in the luminosity bin 12.5 Lo < L < 13.0 Lo determined from the
uncorrected line ratios. The righthand-side plot shows the same contours but with the
aforementioned correction factors taken into account. Clearly, the corrections can shift the
intersection locus (the gray regions) to very different parts of n-Go parameter space.
However, the correction factors should be treated with caution and represent limiting
cases. The most variation is observed in the [O []/[C II] ratio (shown in red), so the [0 I]/[C
[I] contours on the lefthand and righthand plots in Figure 22 represent the two extreme
locations that this contour can occupy. The uncorrected line ratios are summarized in Table
4 and Table 5. These tables include line ratios that are not included in Figure 21 and Figure
22 (for example, Table 4 contains the ratio [O I]/FIR, which does not appear in Figure 22).
The figures contain only the independent ratios; the tables contain more (though not all

independent ratios) for completeness.
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Figure 21: PDR modelling at low redshifts

PDR modeling of observed fluxes in 0.005 < z < 0.05 bin (top) and 0.05 <z < 0.2 (bottom).
The solid lines are constraint contours determined from modeling, and the dotted lines are
the 1o uncertainties. The dashed lines indicate the changes in line flux ratios when the FIR

correction (see main text) is applied. The gray regions indicate the most likely values of n
and Go determined from a likelihood analysis using the corrected flux values of FIR. Table 5

lists the flux values for these two redshift bins before FIR corrections were applied. The
line fluxes are in units of W m-2, and the Lir is the far-infrared flux, where the wavelength
range that defines Lir is converted to 30-1000 um (See Farrah et al. 2013 [71]).
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Figure 22: PDR modelling at high redshifts

Top: PDR modeling of observed fluxes for sources with 0.8 < z < 4 in the luminosity bin
10125 Lo < LIR < 1013 L. No correction factors (see text) are applied to the line and line-FIR
ratios in this plot. The gray regions indicate the most likely values of n and Go determined
from a likelihood analysis. The uncorrected ratios used for PDR modeling are given in Table
4. The line fluxes are in units of W m-2, and the FIR is the far-infrared flux, where the
wavelength range that defines Lir is converted to 30-1000 um [71]. Though sources in this
redshift range are split into three bins based on total infrared luminosity in the text (Lir <
10125 L, 10125 Le < Lir < 1013 Le, and Lir > 1013 L), the lack of [0 I] detections in the first
and third bins mean that PDR models for only the second bin are presented. Bottom: Same
PDR model as on the left but with the correction factors discussed in the text taken into
account. The most variation appears in the [O I]/[C II] ratio, which shifts the intersection
region from log(n) ~ 2.5 and log(Go) ~ 2.5 to log(n) ~ 5 and log(Go) ~ 4.
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Figure 23: PDR modeling results compared to the literature.

The light blue region represents the derived n-Go for sources with 0.8 <z <4 and 12.5 <
L/Loe < 13.0. The orange and green regions represent the derived quantities for 0.005 <z <
0.05 and 0.05 <z < 0.2 subsamples, respectively. The regions shown here take into the
account the correction factors discussed in the text. For comparison, the conditions for
local spiral galaxies, molecular clouds, local starbursts, and galactic OB star-forming
regions from Stacey et al. 1991 [209] are shown, as well as data points for local star-
forming galaxies from Malhotra et al. 2001 [148] and for SMGs come from [237, 213, 54, 57,
226,4,111, 183].
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The gray shaded regions in Figure 21 and Figure 22 represent the most likely values
of n and Go given the measured line flux ratios. To generate these regions, we perform a

likelihood analysis using a method adapted from Ward et al. 2003 [236]. The density n and

radiation field strength Go are taken as free parameters. For measured line ratios R with

errors o, we take a Gaussian form for the probability distribution; namely,

. Lt {_1 u]}
P(R|n,GO,6’) = 1_[ el 2l o
i=1 mci

where the Ri are the measured line ratios (i.e., [0 I]/[C II], [C IT] /FIR, etc.), N is the number
of independent line ratios, and the Mi are the theoretical line ratio plots from the PDR
toolbox. A grid of discrete points in n, Go-space ranging from 1 <logio(n) <7 and -0.5 <
log10(Go) < 6.5 is constructed. To compute the most likely values of n and Go, we use Bayes'

theorem:

P(n, Go)P(R | n, Gy, 3)

P(n, G, |R,3) = -
(nGo|R5) Yn, P(0, Go)P(R | n, Gy, 3)

The prior probability density function, P(n, Go), is set equal to 1 for all points in the grid
with Go> 102. Points with Go < 102 are given a prior probability of 0. The reason for this
choice of prior stems from the argument that, given the intrinsic luminosities of our
sources (~ 10115-135 o), low values of Go (which include, for example, the value of Go at
the line convergence in the high-z PDR plot atlog(n/cm-3) ~ 4.5 and log(Go) ~ 0.2) would
correspond to galaxies with sizes on the order of hundreds of kpc or greater [237]. Such

sizes are expected to be unphysical, as typical measurements put galaxy sizes with these

luminosities at ~0.5-10 kpc (see [237] and references therein). P(n, Go | R, o) gives the
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probability for each point in the n-Go grid that that point represents the actual conditions in
the PDR, given the measured flux ratios. The gray regions in Figure 21 and Figure 22 are
68.2% confidence regions. The relative likelihoods of each of the points in the grid are
sorted from highest to lowest, and the cumulative sum for each grid point (the likelihood
associated with that grid point summed with the likelihoods of the points preceding it in
the high-to-low ordering) is computed. Grid points with a cumulative sum less than 0.682
represent the most likely values of density n and UV radiation intensity Go, given the
measured fluxes, with a total combined likelihood of 68.2%. These points constitute the
gray regions.

The data constrain the interstellar gas density to be in the range log(n/cm-3) ~ 4.5 -
5.5 for both low-z and high-z, where these values are estimated from the PDR models with
correction factors taken into account. The FUV radiation is constrained to be in the range of
log(Go) ~ 3 - 4 and log(Go) ~ 3 - 5 for low-z and high-z, respectively.

The [CI] (2-1)/[C 1] (1-0) line ratio is observed to deviate from the region of
maximum likelihood on the Go-density diagram (Figure 21). The region of maximum
likelihood is shaded in gray in the figure. In fact, this ratio is very sensitive to the conditions
in the ISM, such that a modest change in the radiation strength or density would shift the
line towards the expected locus [57]. The PDR models also constrain the assumption for
the production of [C I] to that of a thin layer on the surface of far-UV heated molecular ISM
whereas several studies [170] point to the coexistence of neutral [C I] along CO in the same
volume. These assumptions could also result in the deviations observed in the PDR models.

Figure 23 summarizes our main results of the PDR modeling based on the low and

high redshift ISM emission lines from the stacked FTS spectra. We compare these
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measurements with that of local star-forming galaxies [148], local starbursts [209] and
archival SMGs. We see from Figure 23 that local DSFGs are on average subject to stronger
UV radiation than that of local star-forming galaxies and are more consistent with local
starbursts. Our measured density and radiation field strengths are further in agreement
with results reported in Danielson et al. 2001 [57] for a single DSFG at z ~ 2. Given the
uncertainty in filling factors and in the fraction of non-PDR [C II] emission, the [O I]/[C II]
ratio contour in Figure 22 may shift downward and to the left toward smaller density and
radiation field strength where it would be more consistent with the results in Wardlow et

al. 2017 for Herschel /PACS stacked spectra of DSFGs.

Summary

We have stacked a diverse sample of Herschel dusty, star-forming galaxies from
redshifts 0.005 < z < 4 and with total infrared luminosities from LIRG levels up to
luminosities in excess of 1013 Le. The sample is heterogeneous, consisting of starbursts,
QSOs, and AGN, among other galaxy types. With this large sample, we presented a stacked
statistical analysis of the archival spectra in redshift and luminosity bins. We also
presented the CO and H20 spectral line energy distributions for the stacked spectra.
Radiative transfer modeling with RADEX places constraints on the gas density and
temperature based on [CI] (2-1) 370 um and [C [] (1-0) 609 pm measurements. We use
PDR modeling in conjunction with measured average fluxes to constrain the interstellar gas
density to be in the range log(n/cm=3) 4.5 - 5.5 for stacks at low and high redshifts. The FUV
radiation is constrained to be in the range of log(Go) ~ 3 - 4 and log(Go) ~ 3 - 5, for low

redshifts and high redshifts, respectively. Large uncertainties are present, especially due to
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effects such as contributions to the [C II] line flux due to non-PDR emission for which we
can only estimate the correction factors to the observed line fluxes. Such uncertainties may
lead to further discrepancies between the gas conditions at high- and low-redshifts, which
may be understood in terms of nuclear starbursts of local DSFGs and luminous and ultra-

luminous infrared galaxies compared to ~ 10 kpc-scale massive starbursts of high-z DSFGs.
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Chapter 2: Photometric Redshift Estimation with Galaxy
Morphology using Self-Organizing Maps

Introduction

Photometric redshift (photo-z) estimation is crucial for astrophysical applications as
obtaining spectroscopic redshifts for large samples of distant galaxies is oftentimes
infeasible. Physical properties of extragalactic sources further depend on accurate redshift
measurements. The photometric redshift can also be used as a good proxy for distance for
mapping the large-scale structure and performing weak lensing studies [161].

Unfortunately, due to selective sampling of the galaxy SED, photometric redshifts
suffer from much higher uncertainties than spectroscopic redshifts. Errors in photometric
redshifts can significantly affect cosmological parameter measurements in, for example,
weak lensing studies (e.g., [110, 144, 21]) and baryon acoustic oscillation studies (e.g.,
[257, 44]).

The observable quantity available for photo-z estimation is galaxy photometry in
multiple wavelength bands, and a large number of techniques have been developed to
estimate redshift while trying to minimize Zphot - Zspec. Photometric redshift estimation is
primarily done via template fitting (e.g., [134, 75]) and/or statistical (e.g., [46]) and
machine learning techniques. As surveys grow ever larger, machine learning techniques
that can process enormous amounts of data with minimal human input are becoming
increasingly important.

Some techniques for photo-z estimation involve using artificial neural networks

with photometry and/or morphology data (e.g., [76, 15, 45, 232, 25, 198]), support vector
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machines (e.g., [235, 117]), the Multi-Layer Perceptron with Quasi Newton Algorithm
(MLPQNA, [30]), and the conditional density estimator FLEXCODE [116]. Statistical models
have also been developed, such as the surface brightness and photometry model of Kurtz et
al. 2007 [133], the algorithm based on surface brightness, Sérsic index and photometry
developed in Wray & Gunn 2008 [244], and the Gaussian process regression models [239,
238, 25, 6, 7], which also appears in Gomes et al. 2018 [84] when applied to infrared- and
visible-band photometry in conjunction with angular size. Wadadekar et al. 2005 [235] use
support vector machines to estimate redshifts from photometric data as well as the 50%
and 90% Petrosian radii for their sources. They observe a 15% increase in accuracy when
they use the two Petrosian radii with photometry than when photometry alone was used.
The empirical techniques in Vince & Csabai 2006 [234] use photometry and morphological
data from SDSS, and they find that the weak correlation between morphology and redshift
leads to only negligible gains in photo-z estimation accuracy. Singal et al. 2011 [197] use a
principal component analysis including morphological parameters to estimate photometric
redshifts for the All-wavelength Extended Groth Strip International Survey (AEGIS; [58]).
They conclude that the additional noise added to the data set by including morphological
parameters will offset any of the gains coming from correlations between redshift and
morphology. Jones & Singal 2017 [117] use a support vector machine to estimate
photometric redshifts. Their work includes principal components of eight morphological
parameters; however, they observe no significant decrease in the RMS error or in the
number of outliers (i.e., the number of galaxies with (Zphot — Zspec) /(1 + Zspec) greater than
some value, such as the value of 0.15 in Hildebrandt et al. 2010 [102]) when using

morphological data. Machine learning models are trained on photometric and/or
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morphological features that have been derived from the galaxy images. Hoyle et al. 2016
[107] develops a deep neural network that is trained directly on galaxy images, so the
network itself decides which parts of the image are important. The paper does not note a
significant improvement in redshift accuracy. A similar approach is found in Menou et al.
2018 [155], which uses a multi-layer perceptron/convolutional neural network (MLP-
convnet) architecture that analyzes galaxy-integrated features such as fluxes and colors
using the MLP framework while adding in morphological information found by analyzing
images directly with the convnet framework. They find that the MLP-convnet architecture
does lead to a significant improvement in accuracy but has no effect on the number of
outliers.

We now focus on the use of a machine learning technique known as a self-
organizing map (SOM; [130, 131]) has increased in the last decade. An SOM is an artificial
neural network whose main advantage is its ability to reduce the dimensionality of input
data while preserving the relationships between data points, thus making those
relationships easier to visualize. We use the SOM to characterize the multi-dimensional
space of observed galaxy Spectral Energy Distributions (SEDs). In the literature, Tagliaferri
et al. 2003 [217] combine multilayer perceptrons with self-organizing maps to analyze
photometric data from SDSS. There is also MLZ (Machine Learning and photo-z, [37, 38]
which performs two regression algorithms for computing photo-zs: TPZ, which uses
prediction trees and random forests, and SOMZ, which uses self-organizing maps. SOMs are
also used by Masters et al. 2015 [151] to estimate redshifts and identify regions in galaxy
color space where spectroscopic redshifts have not been obtained in past surveys. If these

gaps could be filled in by future surveys, such a complete training set would be a powerful
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tool for photo-z estimation using machine learning. Recent work by Speagle & Eisenstein
2017 [200, 201] develop a photo-z technique that combines template-fitting methods with
self-organizing maps. When trained on mock LSST and Euclid data, they find that their
technique can predict redshifts to the accuracy required for Euclid weak lensing
measurements [200, 201].

In this chapter, we explore the effect that the addition of galaxy morphology to SOM
training data has on redshift estimation accuracy. This chapter is organized as follows:
Section 2 describes the catalog data from GOODS-S used in our study. In Section 3, we
summarize the self-organizing map algorithm. Sections 4 and 5 discuss the performance of
the self-organizing maps when photometry alone and photometry plus morphology,
respectively, are used for training. The AB magnitude system is used, and a flat-ACDM
cosmology of Om,o =0.27, Qa0 = 0.73, and Ho = 70 km s'1 Mpc-1 is assumed. The code
developed herein will be made publicly available at

https://github.com/derkwilson/PhotSOM.

Data

We use publicly available data from the GOODS-S field (centered at R.A. =
03h32m30s, Decl. = -27448m20s5) which covers an area of approximately 150 arcmin?. Our
training and testing catalogs are pulled from the Cosmic Assembly Near-Infrared Deep
Extragalactic Legacy Survey (CANDELS; [89, 129],

https://archive.stsci.edu/prepds/candels/). The full CANDELS GOODS-S catalog [93]
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includes optical, near-, and mid-infrared photometry from the Hubble Space Telescope
(HST), the Very Large Telescope (VLT), and the Spitzer Infrared Array Camera (IRAC). Our
primary training and testing catalogs each consist of 506 galaxies in the GOODS-S field with
colors computed from the 15 bands listed in Table 1, comparable to the training and testing
sets of Dahlen et al. 2013 [56]. We have an additional training set with about 1360 sources,
and the results using this training set do not differ significantly from the 506-source
training set, so we will focus on the results from the 506-source set. We note that Bonfield
et al. 2010 [25] find that photo-z estimates deteriorate with fewer than 2000 training
objects when using artificial neural networks and Gaussian process regression, but that the
size and architecture of the network may permit reasonable results with fewer training
objects. All sources in the training and testing sets have zspec < 2, and the distribution of
redshifts is shown in Figure 24. Dahlen et al. 2013 [56] previously released a
training/testing catalog set with photometry in the same bands (except ACS F814W)
extending up to z ~ 5 in redshift, so we also test our SOMs with these catalogs for
comparison.

The full CANDELS GOODS-S catalog [93] includes mid-infrared photometry from
Wide Field Camera 3 (WFc3) F105W, F125W, and F160W on the Hubble Space Telescope as
well as public U band CTIO/MOSAIC and VLT/VIMOS data, optical HST/ACS F435W,
F606W, F775W, F814W, F850LP data, and near-infrared HST/wFc3 FO98M, VLT/ISAAC Ks,
VLT/HAWK-I Ks, Spitzer/IRAC 3.6, 4.5, 5.8, and 8 pm data.

In addition to the photometry, we use half-light radii (from Héaufler et al. 2013 [94])
and concentration, asymmetry, and smoothness data from Peth et al. 2016 [173] (see Table

6). In total, we use 15 photometric features and 4 morphological features when training
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and testing our SOMs. Half-light radii come from a single-Sérsic fit to sources extracted
from H-band images. Peth et al. 2016 [173] extract morphological quantities from the WFc3
F125W and F160W images obtained by CANDELS. We use the H-band morphologies from
the Peth et al. 2016 catalog. Training data consists of the colors [93] and
sizes/morphologies [173, 94] for ~500 galaxies with known spectroscopic redshifts. We
match the size/morphology data to the photometry for each of the sources in these catalogs

based on sky coordinates.

60 e
—— Training Set
---- Tesling Set

N(z)

Figure 24: Spectroscopic redshift sample for SOMs

Histograms of the galaxy spectroscopic redshifts comprising the training (red) and testing
(blue dashed) sets. The training and testing sets each contain 506 individual galaxies up to
a redshift of 2.
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Table 6: Features used for SOM training

The 19 features used in the training and testing of the SOMs. The first 15 lines of the table
are the photometry, showing the instrument and filter used as well as the central
wavelength of the filter. The bottom 4 lines of the table show the morphological quantities
used and the corresponding wavelengths. References: G04: Giavalisco et al. 2004 [83], N09:
Nonino et al. 2009 [165], R10: Retzlaff et al. 2010 [184], K11: Koekemoer et al. 2011 [129],
W11: Windhorst et al. 2011 [240], A13: Ashby et al. 2013 [13], G13: Guo et al. 2013 [93],
H13: Hdufller et al. 2013 [94], P16: Peth et al. 2016 [173]

Feature Wavelength (um) Refs.
VLT/VIMOS U ~0.36 N09,G13
HST/ACS F435W 0.4320 G04,K11,G13
HST/ACS F606W  0.5956 C04,K11,G13
HST/ACS FT75W 0.7760 G04,K11,G13
HST/ACS F814W 0.8353 G04,K11,G13
HST/ACS FS50LP  0.8320 G04,K11,G13
HST/WFC3 F098M  0.985 W11,G13
HST/WFC3 F105W  1.045 K11,G13
HST/WFC3 F125W  1.250 K11,G13
HST/WFC3 F160W  1.545 K11,G13
VLT/ISAAC Ks 2.16 R10,G13
Spitzer/IRAC 3.6 3.6 A13,G13
Spitzer/IRAC 4.5 4.5 A13,G13
Spitzer/IRAC 5.8 5.8 G13
Spitzer/IRAC 8.0 8.0 G13
Rs0 0.4320 H13
Concentration (C) 1.250 P16
Asymmetry (A) 1.250 P16
Smoothness (S) 1.250 P16
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Galaxy morphologies are captured by a number of quantities; for example, radius,
concentration, asymmetry, smoothness, Sérsic index, axis ratio, Gini coefficient, and second
order moment (e.g., [48, 47, 141, 173]). A galaxy's spatial extent can be characterized
through measurements of half-light radius (hereafter Rso), which is the radius at which
50% of the galaxy's total flux falls. Concentration [127, 22, 47] describes the extent to
which a galaxy's light is concentrated toward the center. The concentration is taken to be
the ratio between the radii containing 80% and 20% of the galaxy's light within 1.5
Petrosian [174] radii (e.g., [173]). Large scale asymmetries in the light distribution of the
source are described by the asymmetry statistic [48]. High asymmetry is typical for blue,
star forming galaxies and can be indicative of systems that have undergone mergers [48,
47]. Smoothness [47], also known as clumpiness, traces structures with high spatial
frequencies, such as star forming regions. In contrast, objects like elliptical galaxies consist
primarily of low spatial frequencies, due to their smooth light distributions. Conselice et al.
2003 [47] define clumpiness as the ratio between the flux in high frequency spatial
structures and the total flux of the galaxy. There are alternative methods for identifying
clumps, such as resolved rest-frame (U-V) color selections [97], see also [247, 92] which
yield comparable results.

Together, concentration, asymmetry, and smoothness make the CAS structural
parameter system [47]. The CAS parameters form a three-dimensional volume that can be
used to classify galaxies into elliptical, spiral, dwarf irregular, dwarf elliptical and merger
classes. We include the CAS system in our analysis to see if the evolution of morphological

parameters correlates strongly enough with redshift in order to improve photo-z estimates.
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We provide a brief summary of other interesting morphological quantities that
could also potentially be used in training the self-organizing maps, though were not used in
this study. The Gini coefficient [140, 2, 141] is a quantity used to measure how equally light
is distributed amongst pixels in a galaxy image. The Gini coefficient is also correlated with
concentration [2]. The second-order moment [141] measures the flux in pixels weighted by
their squared distance from the galaxy center. This statistic is sensitive to bright features

like galactic nuclei, bars, spiral arms, and star clusters [141].

Redshift Measurement Algorithm

We use the self-organizing map to identify correlations between redshift and
observed galaxy colors as measured from the multi-band optical and near-infrared data.
Galaxy morphological information is included in the self-organizing map algorithm in a
later section. When the SOM is given the color/morphology data of a test galaxy, it searches
for the node that is closest in color-morphology space to that test galaxy and makes an
approximation of its redshift based on the location of the node within the map. In theory,
we could supply the self-organizing map with any observable quantity (photometric or
morphological; such as color, half-light radius, Sérsic index, asymmetry, concentration, Gini
coefficient, etc.), and the SOM would cluster the input data according to the correlations
that it locates in the data. For galaxy SED studies, this means that we can explore any of the
mapped properties and associate those with a measured value given the clustered

information.
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The construction of the self-organizing map is similar to the self-organizing map
association network (SOMA) from Yamakawa 2001 [249], though our method of
association differs. A SOMA infers a set of perfect (complete) information from a set of
incomplete information. For the case presented here, we take the perfect information to be
a vector of data points consisting of galaxy photometry, morphology, and spectroscopic
redshift, and the incomplete information would be a vector of photometric and
morphological data points, without a redshift. The SOMs are constructed and organized
from a set of training samples consisting of perfect information; subsequently, samples
composed of incomplete information and unknown spectroscopic redshift can be
presented to the map for redshift classification. Note that perfect in this sense does not
mean without error, but rather that the data exists.

The self-organizing map is initialized to an mXn array of nodes. Each node contains
a weight vector that covers the attribute (e.g., color, size, spectroscopic redshift) space of
the input data. This weight vector is initialized to random values, and, as the map is trained,
these weight vectors will update themselves to be more representative of the data. This
training process is repeated for each galaxy in the training sample. The map as a whole has
a topology which we take to be toroidal. Various works in the literature (e.g., [249, 151])
describe the training process in detail. We summarize the same process here and borrow
their notation. One training iteration begins with the selection of a random training sample
with feature vector ¥ containing photometric and morphological data as well as a
spectroscopic redshift. Next is the identification of the Best-Matching Unit (BMU), the node
which is closest in attribute space to the training sample according to the reduced-x?

distance given by:
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where dk is the reduced-x2 distance, m is the length of the feature vector X, xi is the ith
component of X, oxi is the uncertainty associated with xi, and wy, is the kth weight vector in
the SOM. In the cases in which a training object or testing object was missing a data feature
(i.e., a value of -99 for flux in some band), the reduced x2 distances for each node were
computed by taking the missing feature to be exactly equal to the node weight that
corresponded to the missing feature; i.e., setting xi equal to wk; for that feature. This means
that only the non-missing data will contribute to the sum in the equation above. In this way,
the incomplete training/testing vector can still exist in the m-dimensional feature space,
but its reduced x? distance will only depend on the features that are not missing. This
technique also works if more than one feature are missing.

The goal is to have nodes with similar weights located near each other in the map.
The nodes in the “neighborhood” of the BMU are determined by the neighborhood function
Hx, which we take to be