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Abstract

Data-Driven Methods for Safe Task Transfer Learning with Model Predictive Control

by

Charlott Sophie Vallon

Doctor of Philosophy in Engineering - Mechanical Engineering

University of California, Berkeley

Professor Francesco Borrelli, Chair

The topic of learning in control has garnered much attention in recent years, with many
researchers proposing methods for combining data-based learning methods with more tra-
ditional control design. For systems repeatedly performing a single task, iterative learning
controllers provide a structured, model-based way of using collected data to iteratively im-
prove on a particular task while guaranteeing constraint satisfaction during the learning
process. However, it remains difficult to design model-based learning controllers that both
perform well and act safely in a variety of changing or unknown environments.

This dissertation considers a particular problem: how to use stored trajectory data from a
system solving an initial set of tasks in order to design a controller that performs a related
task in a new environment both safely (satisfying all new constraints) and effectively (max-
imizing a desired objective). We approach this question from a Model Predictive Control
(MPC) perspective. Fundamentally, we ask how traditionally model-based terminal sets and
cost functions of the MPC may be replaced with data-driven counterparts while maintaining
feasibility guarantees that classical MPC theory offers. We consider various instantiations
of the changing environment problem, including known or unknown task environments with
time-invariant or time-varying constraints. For each scenario, we propose approaches for
safe and effective control design. Using tools from MPC theory, optimization, and statistics,
we demonstrate the safety (with high probability) for each proposed control scheme. The
presented control approaches are validated in simulations and experiments in a variety of
applications, including autonomous racing, robotic manipulation, and computer game tasks.
The evaluations demonstrate the potential for safely integrating data in model-based control
design.
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Chapter 1

Introduction

1.1 Background

Control design for systems repeatedly performing a single task has been studied extensively.
Such problems arise frequently in practical applications [20, 130], and examples range from
autonomous cars racing around a track [65, 22, 101] to robotic system manipulators per-
forming industrial warehouse tasks [53, 3, 126, 129]. In these cases, the system repeatedly
performs the same task under a constant set of environment constraints.

Iterative Learning Controllers (ILCs) aim to autonomously improve a system’s closed-
loop reference tracking performance at each iteration of a repeated task while rejecting
periodic disturbances [20, 108]. In classical ILC, the controller uses tracking error data
from previous task iterations to better track a provided reference trajectory during the cur-
rent iteration. ILC methods been used in a variety of applications, ranging from quadrotor
control [35] to additive manufacturing [4], robotics [52], and ventricular assist devices [58].
Recent work has also explored reference-free ILC for applications whose goals are better
defined through a performance metric, rather than a reference trajectory. Examples include
autonomous racing tasks (e.g. “minimize lap time”) [101, 56], or optimizing flight paths
for tethered energy-harvesting systems (e.g. “maximize average power generation”) [29]. In
these cases, the controller again uses previous iteration data to improve closed-loop perfor-
mance, but with respect to the chosen performance metric rather than reference tracking
error.

Because ILC policies are trained to attenuate task-specific disturbances or avoid task-
specific obstacles, the learned ILC policy is generally not cost-effective, or even feasible, if the
task environment or reference trajectory changes [101, 123]. Several approaches have been
proposed for improving ILC performance in these situations, including representing tasks in
terms of basis functions [140, 51], enforcing sparsity in the ILC policy to prevent overfitting to
a particular task [84], or training neural networks to predict the task-specific ILC input given
an environment observation [136, 88]. Generally, if the task goal or environment changes, a
new reference trajectory with which to initialize the ILC needs to be designed to match the
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new task.
Many methods exist to use data collected from a task to efficiently find trajectories for

variations of that task. Such a trajectory could then, for example, be used to initialize a
new ILC or to solve the task directly. In the simplest case, two tasks differ only in their
environment constraints (e.g. different track shape in a racing task), while task goals (e.g.
“reach the finish line”) and performance objectives (e.g. “minimize lap time”) remain the
same. These approaches can loosely be considered in three groups: model-free transfer
learning, trajectory libraries, and model-based generalizable policies.

AI/Transfer learning

In the Artificial Intelligence and Reinforcement Learning communities, the ability to generate
a control policy which performs well under different environment conditions is a common
challenge, often referred to as “generalization” or “task transfer learning” [119, 133, 138]. The
challenge results because policies learned from repeated tasks are trained to avoid specific
environmental obstacles or disturbances; if the task environment (such as the location of
the obstacles) changes, purely data-driven policies are generally no longer guaranteed to be
feasible. Because these approaches are typically model-free, they lack a structured way of
adapting to new changes in the environment. As a result, model-free approaches typically
focus on minimizing a policy’s performance loss between environments [27, 80], rather than
guaranteeing feasibility of the policy in a new environment.

Similar strategies are proposed in [45, 117]. The authors in [63] propose learning a
feature-based value function approximation in the space of shared task features. The learned
function then provides an initial guess for the new task’s true value function, which can be
used to initialize a standard RL method. These mappings must be learned and evaluated
for each saved state, scaling poorly to long horizon tasks. Furthermore, these methods
offer no guarantees for safety in the new task. Because the safety of the policy will be of
high importance in this dissertation, we will not include further details here on model-free
approaches; however, any of the cited works are excellent references for the interested reader.

Trajectory libraries

A variety of model-based methods have been suggested for finding feasible trajectories or
policies for new tasks using stored data from related tasks. One popular approach relies on
building trajectory libraries [10, 113, 72, 116], and adapting the stored trajectories online to
the changed constraints of the new tasks.

For example, the authors of [82] design new walking gaits for a bipedal robot navigat-
ing across stepping stones by linearly interpolating trajectories from a library of previously
recorded asymptotically stable periodic walking gaits. A trajectory library built using dif-
ferential dynamic programming is used in [72] to design a controller for balance control in
a humanoid robot. In this approach, a trajectory is selected from the library at each time
step based on current task parameter estimates and a k-nearest neighbor selection scheme.
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A similar method is explored in [116], where differential dynamic programming is combined
with receding horizon control. The authors of [135] consider a set of actions and correspond-
ing motion primitives for iterative teleoperative tasks. Given a new user-provided input,
probabilistic inferences are made over the respective set of locally feasible trajectories. Sim-
ilar approaches considering probabilistic distributions over trajectory libraries are proposed
for robotic manipulators and autonomous vehicles in [87] and [137], respectively.

In [113], manually chosen environment features are used to divide a task and create
a library of local trajectories in relative state space frames. These trajectories are then
pieced back together in real-time according to the features of the new task environment.
The authors in [11] propose a two-step approach: a desired path planning method is run
in parallel with a retrieve-and-repair algorithm that selects an appropriate trajectory from
a trajectory library, and adapts the trajectory to the constraints of a new task. Retrieve
and repair was shown to decrease overall planning time, but requires checking for constraint
violations at each point along a retrieved trajectory.

The authors in [5] propose piecing together stored trajectories corresponding to discrete
system dynamics only at states of dynamics transition. Thus, this method can avoid verifying
constraint satisfaction at each point of the trajectory. However, this method only applies to
discontinuities in system dynamics, and does not generalize to other task variations.

While trajectory library methods decrease planning time, they do require maintaining
trajectory libraries and verifying or interpolating the saved trajectories at each new time
step, which may be unneccessary and inefficient, and cannot typically a priori guarantee
constraint satisfaction in the new task.

Generalizable policies

A third type of approach learns model-based, generalizable policies from stored task data.
These methods can sometimes guarantee feasibility (at least with high likelihood) by incor-
porating system models in the policy design [14, 50, 114, 90], and here, too, approaches have
been proposed for applications ranging from autonomous vehicles to robotic manipulation
[87, 42, 123].

In [90], a fixed map is learned between a given reference trajectory and the input sequence
required for a linear time-invariant system to track that reference trajectory. Once learned,
this map can be used to determine an input sequence that lets the linear system track a new
reference trajectory. Thus this approach defines a policy given a new reference trajectory,
but does not directly provide the trajectory itself. No adaptations for nonlinear systems are
provided.

The authors of [31] consider linear hybrid systems. Data is collected in individual modes,
and a polynomial optimization problem is formulated to find a stabilizing controller for
arbitrary switching sequences. The authors of [43] learn a mapping between a robot gripper
pose performing the same task with different tools, based on online human corrections. While
this method was effective in demonstrations, it required human supervision and intervention,
and provided no safety guarantees.
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MPC-based approach

In this dissertation, we approach the task transfer learning problem from an MPC perspec-
tive. Our goal will be to use stored trajectory data from previous tasks, collected using an
ILC or other controller, in order to find MPC policies for tasks with different environmental
constraints. We specifically desire that these MPC policies are:

1. safe (satisfy all constraints), with constraint satisfaction guarantees before beginning
the new control task,

2. effective (optimize a desired objective), and

3. efficient to store and evaluate.

To the best of our knowledge, this is the first work that considers such a systematic MPC-
focused approach. We formalize our problem statement next, and conclude this section with
a dissertation outline.

1.2 Problem Formulation

We consider a discrete-time system with dynamical model

xk+1 = f(xk, uk), (1.1)

subject to system state and input constraints

xk ∈ X , uk ∈ U . (1.2)

The vectors xk ∈ Rnx and uk ∈ Rnu collect the states and inputs at time k.

Tasks

The system (1.1) solves a series of n different control tasks {T 1, . . . , T n}. Each control task
T i is defined by the tuple

T i = {X ,U ,P i,Θi}, (1.3)

where X and U are the system state and input constraints (1.2). P i ⊂ X denotes the task
target set the system (1.1) needs to reach in order to complete task T i; thus, the task ends
when xk ∈ P i. Lastly, Θi is an environment descriptor function, formalized below. Note
that two tasks can differ either in their goal and/or their environment descriptor function.
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(a) The environment descriptor function
Θ gives a local description of the task
environment, such as a camera image of
the track at a particular location.

(b) From this description, local environ-
ment constraints such as lane boundaries
the vehicle must observe, can be deter-
mined.

Figure 1.1: Example of an environment descriptor function for a racing task.

Task Environments

The n solved control tasks {T 1, . . . , T n} take place in various task environments, parame-
terized by different environment descriptor functions {Θ1, . . . ,Θn}. In each control task the
system model (1.1) and constraints (1.2) are identical. However, the environment descriptor
function generates additional task-specific environmental state constraints.

For each task T i, the environment descriptor function Θi maps the state xk at time
k to a description of the local task environment, denoted Θi(·). The set of states satis-
fying the environmental constraints imposed by this local task environment are denoted
by E(Θi(·)). Future chapters will make specific assumptions on the arguments of Θi (e.g.
state-dependence, time-invariance), which is why we use only general notation here.

Note that whenever Θi is time-varying, the combined constraints may also be state- and
time-dependent. We write these joint system and environment state constraints as

xk ∈ X (Θi(·)) = E(Θi(·)) ∩ X . (1.4)

For notational simplicity, wherever it is obvious we will drop the argument dependence and
refer to the combined system and environment constraints (1.4) simply as X (Θi).

Racing Example

Examples of local task environment descriptions Θi(·) include camera images, the coefficients
of a polynomial describing a race track’s lane boundaries, or simple waypoints for tracking.
Consider, for example, an autonomous racing task where a car has to drive around a track
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as quickly as possible, with the task target set P defined as the finish line. We will refer
back to this example repeatedly throughout this work.

Here, the vehicle-specific state and input constraints (1.2) may include acceleration and
steering limits imposed by the construction of the vehicle itself. The environment descriptor
function Θi may map a state along the track to a frontview camera image of the track at
that point in space and time (Fig. 1.1a). From this camera environment description, we can
then extract the additional environmental constraints E(Θi(·)), such as lane boundaries the
vehicle needs to remain in, which are dictated by the environment rather than the vehicle
(Fig. 1.1b).

Task Executions

A feasible execution of the task T i in an environment parameterized by Θi is defined as a
pair of state and input trajectories

Ex(T i,Θi) = [xi,ui] (1.5)

xi = [xi0, x
i
1, ..., x

i
Di ], xik ∈ X (Θi) ∀k ∈ [0, Di], xiDi ∈ P i

ui = [ui0, u
i
1, ..., u

i
Di ], uik ∈ U ∀k ∈ [0, Di],

where ui collects the inputs applied to the system and xi is the resulting state evolution. Di

is the duration of the execution of task T i. The final state of a feasible task execution, xiDi ,
is in the task’s target set P i ⊂ X (Θi). Certain techniques proposed in this work will make
additional assumptions about the control objectives when the executions were created, but
these will be introduced in the appropriate sections.

In the racing task, feasible executions would be vehicle state and input trajectories obey-
ing the lane boundaries described by the environment descriptor function.

Problem Definition

Given a dynamical model (1.1) with state and input constraints (1.2), (1.4), and a collection
of feasible executions (1.5) that solve a series of n control tasks, {Ex(T 1,Θ1), ...,Ex(T n,Θn)},
our aim is to find a data-driven MPC policy u = π(x, ·) that results in a feasible and high-
performance execution of a new task in a new environment: Ex(T n+1,Θn+1). Such a policy
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will be of the form:

u? = arg min
uk|k,...,uk+N−1|k

N−1∑
t=0

pk(xk+t|k, uk+t|k, ·) + q(xk+N |k, ·) (1.6)

s.t. xk+t+1|k = f(xk+t|k, uk+t|k) (1.7)

uk+t|k ∈ U , ∀t ∈ {0, . . . , N − 1} (1.8)

xk+t|k ∈ X (Θn+1), ∀t ∈ {0, . . . , N} (1.9)

xk|k = xk (1.10)

xk+N |k ∈ XN (1.11)

uk = π(xk, ·) = u?k|k. (1.12)

The policy (1.6-1.12) searches for the input sequence u? of length N that minimizes a cost
(1.6) over the planning horizon N while satisfying the system dynamics (1.7) and constraints
(1.8-1.9). The predicted state sequence is initialized with the current state xk (1.10), and the
last predicted state, xk+N |k, is constrained to be in a chosen terminal set (1.11). At time k,
the N -step input sequence that minimizes the chosen objective function (1.6) is calculated
and the first input u?0|k is applied to the system. A new N -step input sequence is then
calculated again at time k + 1, potentially using updated information about the system or
environment. This iterative planning and executing approach is known as receding horizon
control.

In this dissertation, we will present multiple approaches to using stored data from previ-
ous tasks (1.5) to design MPC cost functions (1.6) and terminal constraints (1.11). In MPC
theory, the cost function and terminal constraints are typically used to demonstrate recur-
sive feasibility of the controller. Recursive feasibility refers to the desired property that if
the MPC controller (1.6-1.12) is applied repeatedly to a dynamical system, the optimization
problem (1.6-1.11) will always have at least one feasible solution. This ensures that the MPC
will always be able to find a constraint-satisfying input (1.12) to apply to the system. Future
chapters will analyze this property, and how to design terminal constraints that induce such
a property, in more detail.

If feasibility were the only goal, one approach would be to use a robust, conservative
controller to solve the new task—for example, tracking the centerline of the road at a very
slow longitudinal speed. However, we would also like to solve the new task well. Thus, in
addition to satisfying the new environment constraints, the execution should try to minimize
a desired objective function J(xn+1,un+1). Assumptions about J will be discussed in future
sections.

Remark 1. For notational simplicity, we write that the collected data set contains one
execution each from every previously solved task. However, in practice one may of course
collect multiple executions of each task T i. In this case, the executions can simply be stacked,
and the procedures proposed in this dissertation can proceed as described.
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Remark 2. Throughout this dissertation, we assume perfect knowledge of the system dynam-
ics model (1.7). The approaches presented can also be straightforwardly extended to models
with bounded uncertainty.

1.3 Dissertation Outline and Contributions

This dissertation discusses four different methods to approaching the changing environment
problem.

In Chapter 2, a task decomposition approach based on iterative learning MPC is intro-
duced. Task decomposition proposes breaking larger tasks into sequences of subtasks, so
that any two related tasks differ only in the sequence ordering of the subtasks. Thus, similar
to trajectory library methods, the question becomes whether stored subtask trajectories can
be pieced together to form a feasible task trajectory through the constraints of the new
task. There are various ways trajectories can be stitched together; we propose an efficient
algorithm that adapts the original subtask trajectories (and original task policy) only at
points of subtask transition, rather than along the entire previous trajectory, via one-step
controllability problems. If the proposed algorithm converges, it provides both a trajectory
as well as a policy that solve the new task while satisfying all system and environmental
constraints.

Chapter 3 describes how to reduce the computational complexity of task decomposi-
tion, while increasing the domain of the resulting policy, for piecewise linear systems with
piecewise convex state and environment constraints. The required offline calculation time is
improved by reducing the number of one-step controllability problems performed to adapt
stored subtask trajectories, and reformulating each into a convex optimization problem for
efficient calculation.

In Chapter 4, we attempt to generalize the key ideas of task decomposition. Instead
of storing and piecing together recorded subtask trajectories, we train Gaussian processes
to learn data-driven estimates of the stored trajectories. For such an approach, rather
than requiring that tasks are composed of the same set of subtasks, we simply require that
each task’s environment constraints evolve according to a task-invariant, but potentially
time-varying, function. This allows us to design controllers for entirely new kinds of task
environments. We demonstrate that for linear time-varying systems with convex constraints,
the proposed algorithm results in a control policy that satisfies all (potentially time-varying)
constraints of the new task.

Lastly, whereas Chapters 2-4 focus on using stored task trajectories to estimate control-
lable sets and adapt these to the constraints of the new task, Chapter 5 uses stored data to
learn generalizable control strategies. At each time step, based on a local forecast of the new
task environment, the learned strategy consists of a target region in the state space and input
constraints to guide the system evolution to the target region. These strategies are learned
from stored trajectories of previous tasks, and then applied to the new task in real-time.
The target regions are used as terminal sets by a low-level model predictive controller. By
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working in conjunction with a model-based safety controller, this method is guaranteed to
satisfy all constraints and results in a feasible task execution, despite only relying on a local
forecast of the new task (i.e. the entire task description is not necessarily known a priori).

Each proposed method is evaluated in a variety of applications. Concluding remarks
comparing the effectiveness and efficiencies of the control designs are written in Chapter 6.

1.4 List of Publications

The results presented in this dissertation have appeared in a number of publications authored
by the author of this dissertation. In particular:

• Chapter 2 is based on:

– C. Vallon and F. Borrelli. “Task decomposition for iterative learning model pre-
dictive control.” In: 2020 IEEE American Control Conference (ACC). 2020, pp.
2024-2029.

• Chapter 3 is based on:

– C. Vallon and F. Borrelli. “Task decomposition for MPC: A computationally effi-
cient approach for linear time-varying systems.” In: 2020 IFAC World Congress.
2020, pp. 4240-4245.

• Chapter 5 is based on:

– C. Vallon and F. Borrelli. “Data-driven hierarchical predictive learning in un-
known environments.” In: 2020 IEEE 16th International Conference on Automa-
tion Science and Engineering (CASE). 2020, pp. 104-109.

– C. Vallon and F. Borrelli. “Data-driven strategies for hierarchical predictive con-
trol in unknown environments.” To appear in: 2021 Transactions on Automation
Science and Engineering (TASE).

1.5 Preliminaries

The methods introduced in this dissertation make use of the following definitions.

Definition 1. For a given set R, the N -step controllable set KN(R) of a system (1.1)
subject to constraints (1.2)-(1.4) is defined recursively as:

Pre(R) = {x : ∃u ∈ U : f(x, u) ∈ R}
K0(R) = R
Kj(R) = Pre(Kj−1(R)) ∩ X , j ∈ {1, ..., N} .
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For all states in the N-step controllable set to R there exists a feasible input sequence of
length N that drives the the system into R in N steps.

Definition 2. A system (1.2) is N-step controllable from an initial state x0 to a terminal
state xP if x0 ∈ KN(xP ).

Definition 3. The set A is controllable to a set R if there exists an N > 0 such that
A ⊆ KN(R).

Note that if an MPC can find a state trajectory ending in a terminal set that is controllable
to a goal set, this also guarantees the existence of a feasible state trajectory from the current
state to the goal set.

Definition 4. The set P is a control-invariant set for a system (1.1) subject to constraints
(1.2)-(1.4) if

∀xk ∈ P , ∃uk ∈ U : xk+1 = f(xk, uk) ∈ P .
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Chapter 2

Task Decomposition

2.1 Introduction

Control design for systems repeatedly performing a single task has been studied extensively.
Such problems arise frequently in practical applications [20, 130] and examples range from
autonomous cars racing around a track [65, 22, 101] to robotic system manipulators [53, 3,
126, 129]. Iterative Learning Controllers (ILCs) aim to autonomously improve a system’s
closed-loop reference tracking performance at each iteration of a repeated task, while reject-
ing periodic disturbances [20, 69, 74]. In classical ILC, the controller uses tracking error
data from previous task iterations to better track a provided reference trajectory during the
current iteration. Recent work has also explored reference-free ILC strategies for tasks whose
goals are better defined in terms of an economic metric, rather than a reference trajectory.
The controller again uses previous iteration data to improve closed-loop performance with
respect to the chosen performance metric. Examples include autonomous racing tasks (e.g.
“minimize lap time”) [101, 56], or optimizing flight paths for tethered energy-harvesting
systems (e.g. “maximize average power generation”) [29].

In this chapter, our objective is to find a feasible trajectory to smartly initialize an
Iterative Learning Model Predictive Controller (ILMPC) [100] for a new task, using data
from previous tasks. ILMPC is a type of reference-free ILC that uses a sampled safe set to
design a model predictive control (MPC) policy for an iterative control task. The ILMPC
safe set is initialized using a feasible task trajectory, and guides the policy towards improved
performance with each subsequent iteration. Details on the ILMPC approach are provided
in Sec. 2.2.

We consider a constrained nonlinear dynamical system and assume the availability of
a dataset containing states and inputs corresponding to multiple iterations of a task T 1.
This dataset can be stored explicitly (e.g. by human demonstrations [28] or an iterative
controller [100]) or generated by roll-out of a given policy (e.g. a hand-tuned controller). We
introduce a Task Decomposition for ILMPC algorithm (TDMPC), and show how to use the
stored T 1 dataset to efficiently construct a non-empty ILMPC safe set for task T 2 (a new
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variation of T 1), containing feasible trajectories for T 2. TDMPC reduces the complexity to
adapt trajectories from T 1 to a new task T 2 by decomposing task T 1 into different modes
of operation, called subtasks. The stored T 1 trajectories are adapted to T 2 only at points
of subtask transition, by solving one-step controllability problems.

In this chapter, we:

1. provide a brief introduction to ILMPC as outlined in [100],

2. present how to build the aforementioned T 2 safe set using the TDMPC algorithm, and

3. prove that the resulting safe set based ILMPC policy is feasible for T 2, and the cor-
responding closed-loop trajectories have lower iteration cost compared to an ILMPC
initialized using simple methods.

The results presented in this chapter have also appeared in:

• C. Vallon and F. Borrelli. “Task decomposition for iterative learning model predictive
control.” In: 2020 IEEE American Control Conference (ACC). 2020, pp. 2024-2029.

2.2 Problem Formulation

We begin by providing a brief overview of safe set based ILMPC [100]. This approach pro-
vides a method for iteratively improving the closed-loop cost of a system performing a single
task repeatedly, beginning with a suboptimal initial trajectory and eventually converging to
a local optimum.

Problem Setup

We consider a system

xk+1 = f(xk, uk), (2.1)

where f(xk, uk) is the dynamical model, subject to the constraints

xk ∈ X , uk ∈ U . (2.2)

The vectors xk ∈ Rnx and uk ∈ Rnu collect the states and inputs at time step k. We pick
a set P ⊂ X to be the target set for an iterative task T , performed repeatedly by system
(4.1) and defined by the tuple

T = {X ,U ,P ,Θ} . (2.3)

P ⊂ X denotes the task target set the system (4.1) needs to reach in order to complete task
T , and Θ the task’s environment descriptor function.
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Assumption 1. P is a control invariant set (Def. 4, Sec. 1.5), i.e.:

∀xk ∈ P , ∃uk ∈ U : xk+1 = f(xk, uk) ∈ P .

Each task execution is referred to as an iteration. The goal of an ILMPC is to solve at
each iteration the optimal task completion problem:

V ?
0→D(x0) = min

D,u0,...,uD−1

D∑
k=0

p(xk, uk) (2.4)

s.t. xk+1 = f(xk, uk)

xk ∈ X (Θ), uk ∈ U ∀k ≥ 0

xD ∈ P ,

where V ?
0→D(x0) is the optimal cost-to-go from the initial state x0, and p(xk, uk) is a chosen

stage cost (which may or may not help guide the system into P). Note that (2.4) also finds
the optimal task duration, D.

ILMPC Approach

We consider that the task T is solved repeatedly. At the j-th successful task iteration, the
vectors

Exj(T ) = [xj,uj] (2.5a)

xj = [xj0, x
j
1, ..., x

j
Dj ], x

j
k ∈ X (Θ) ∀k ∈ [0, Dj], xj

Dj ∈ P
uj = [uj0, u

j
1, ...u

j
Dj ], u

j
k ∈ U ∀k ∈ [0, Dj], (2.5b)

collect the inputs applied to system (1) and the corresponding state evolution. In (2.5), xjk
and ujk denote the system state and control input at time k of the j-th iteration, and Dj is
the duration of the j-th iteration.

After J number of iterations of task T , we define the sampled safe state set and sampled
safe input set as:

SSJ =

{
J⋃
j=1

xj

}
, SUJ =

{
J⋃
j=1

uj

}
, (2.6)

where SSJ contains all states visited by the system during the J previous task iterations,
and SUJ the corresponding inputs applied at each of these states. Hence, for any state in
SSJ there exists a feasible input sequence contained in SUJ to reach the goal set P while
satisfying state and input constraints (4.2).

Similarly, we define the sampled cost set as:

SQJ =

{
J⋃
j=1

qj

}
(2.7a)

qj = [V j(xj0), V
j(xj1), ..., V

j(xj
Dj)], (2.7b)
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where V j(xjk) is the realized cost-to-go from state xjk at time step k of the j-th task execution:

V j(xjk) =
Dj∑
i=k

p(xji , u
j
i ). (2.8)

Note that (2.8) is not the best conceivable cost-to-go from xjk, but rather the closed-loop
cost that was achieved in iteration j using the stored inputs in uj.

The safe set based ILMPC policy tries to solve (2.4) by using state and input data
collected during past task iterations, stored in the sampled safe sets. At time k of iteration
J + 1, the ILMPC solves the optimal control problem:

V ILMPC,J+1(xJ+1
k ) = min

j,uk|k,...,uk+N−1|k

N−1∑
t=0

p(xk+t|k, uk+t|k) + V j(xk+N |k) (2.9)

s.t. xk+t+1|k = f(xk+t|k, uk+t|k)

uk+t|k ∈ U ∀t ∈ {0, . . . , N − 1}
xk+t|k ∈ X (Θ) ∀t ∈ {0, . . . , N}
xk|k = xk

xk+N |k ∈∈ SSJ ∪ P
j ∈ {1, J},

which searches for an input sequence over a chosen planning horizon N that controls the
system (4.1) to the state in the sampled safe state set (2.6) or task target set P with the
lowest cost-to-go (2.8) reachable from xk. We then apply a receding horizon strategy:

u(xjk) = πILMPC(xjk) = u?k|k. (2.10)

A system (4.1) in closed-loop with (2.9-2.10) is guaranteed to result in a feasible task ex-
ecution if x0 ∈ SSJ . At each time step, the ILMPC policy searches for the optimal input
based on previous task data, leading to gradual performance improvement on the task as the
sampled safe sets continue to grow with each subsequent iteration, until convergence to a
global or local minimum. The key intuition of ILMPC is that safe sets (2.6) collected across
previous iterations contain points which are all controllable to the task goal set P ; finding
an MPC trajectory ending in SSJ ensures the recursive feasibility of the ILMPC policy.
Note also that the controller (2.9-2.10) is only constrained to lie in the previous data at the
last predicted state, xk+N |k. This allows the ILMPC to explore new states that optimize
closed-loop cost. For details on ILMPC, we refer to [100].

Drawbacks

ILMPC is an appealing method to find an effective policy for tasks that are difficult to
solve outright (i.e. when the dynamics model (4.1) is not entirely known [101] or when
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computation power must be minimized [103]). However, the sampled safe sets used in the
ILMPC policy (2.10) must first be initialized to contain at least one feasible task execution.
If the task constraints change even slightly, the trajectories stored in the safe sets will no
longer be guaranteed to contain feasible executions to P . A new ILMPC policy must be
re-initialized for the reconfigured task, requiring a new initial task execution.

In this chapter, we introduce TDMPC, an approach for using data collected from an
initially solved task T 1 in order to efficiently find such an execution for a new, different task
T 2. This execution can be used to directly solve the task using (2.10), or to initialize a new
ILMPC for T 2. We approach this using subtasks, formalized in Sec. 2.3, and the concept of
controllability.

2.3 Task Decomposition for ILMPC

Here we describe the intuition behind TDMPC, and provide an algorithm for the method.

Subtasks

Consider an iterative task T as in (2.3) and a sequence of M subtasks, where the i-th subtask
Si is the tuple

Si = {Xi,Ui,Ri,Θi}. (2.11)

We take Xi ⊆ X as the subtask workspace, Ui ⊆ U the subtask input space (the input
constraints while the system is in the subtask), and Ri the set of transition states from the
current subtask Si workspace into the subsequent Si+1 workspace:

Ri ⊆ Xi = {x ∈ Xi : ∃u ∈ Ui, f(x, u) ∈ Xi+1}.

Each subtask environment descriptor function Θi is the restriction of the task environment
descriptor function Θ on the subtask work space Xi. Here we do not make assumptions
about the continuity of Θ at points of subtask transition.

Within each subtask Si, the joint system and environmental state constraints are:

X (Θi) = {x ∈ Xi ∩ E(Θi(·))}. (2.12)

Similar to our definition in (2.5), a successful subtask execution Ex(Si) is a trajectory of
inputs and corresponding states evolving according to (4.1) while respecting state and input
constraints (4.2), ending in the transition set:

Exj(Si) = [xji ,u
j
i ] (2.13a)

xji = [xj0, x
j
1, ..., x

j

Dj
i

], xk ∈ X (Θi) ∀k ∈ [0, Dj
i ], xj

Dj
i

∈ Ri (2.13b)

uji = [uj0, u
j
1, ..., u

j

Dj
i

], uk ∈ Ui ∀k ∈ [0, Dj
i ],
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where the vectors uji and xji collect the inputs applied to the system (4.1) and the resulting
states, respectively, and xjk and ujk denote the system state and the control input at time
k of subtask execution j. Dj

i is the duration of the j-th execution of subtask i. The final
state of each successful subtask execution is in the subtask transition set, from which the
system can evolve into new subtasks. For the sake of notational simplicity, we have written
all subtask executions as beginning at time step k = 0.

We say the task T is an ordered sequence of the M subtasks (denoted T = {Si}Mi=1) if any
j-th successful task execution (2.5) is the concatenation of successful subtask executions:

Exj(T ) = [Exj(S1),Exj(S2), ...,Exj(SM)] = [xj,uj]

xj = [xj1,x
j
2, ...,x

j
M ]

uj = [uj1,u
j
2, ...,u

j
M ]

f
(
xj
Dj

[1→i]

, uDj
[1→i]

)
∈ Xi+1, i ∈ [1,M − 1]

xj
Dj

[1→M ]

∈ RM ,

where Dj
[1→i] is the duration of the first i subtasks during the j-th task iteration. When

the state reaches a subtask transition set, the system has completed subtask Si, and it
transitions into the following subtask Si+1. The task is completed when the system reaches
the last subtask’s transition set, RM , which we consider as the task’s control invariant target
set P .

Let T 1 and T 2 be different ordered sequences of the same M subtasks:

T 1 = {Si}Mi=1, T 2 = {Sli}Mi=1, (2.15)

where the sequence [l1, l2, ..., lM ] is a reordering of the sequence [1, 2, ...,M ]. Assume non-
empty sampled safe sets SSJ[1→M ], SUJ[1→M ], and SQJ[1→M ] (2.6, 2.7) containing executions
that solve T 1.

The goal of TDMPC is to use the executions stored in the sampled safe sets from T 1 in
order to find a feasible execution for T 2, ending in the T 2 goal set RlM .

Algorithm

The key intuition of the TDMPC method is that all successful subtask executions from T 1

are also successful subtask executions for T 2, as this definition only depends on properties
(2.13) of the subtask itself, not the subtask sequence. We need to determine which subtask
executions are also part of task executions for T 2, i.e. controllable to P = RlM .

Only stored points at subtask transitions need to be analyzed. Based on this intuition,
Algorithm 1 proceeds backwards through the new subtask sequence [l1, l2, ..., lM ]. The key
steps are discussed below, and visualized in Fig. 2.1.
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(a) Step 1: transfer stored
subtask executions from
SlM .

(b) Step 2: populate pre-
vious subtask with stored
trajectories.

(c) Step 3: check control-
lability from points at sub-
task transition.

(d) Step 4: Remove sub-
task executions that can-
not be controlled to the
next task.

(e) Step 5: Repeat Steps 2-
4 for subsequent subtasks.

Figure 2.1: Depiction of the TDMPC Alg. 1 applied to stored task data from an
autonomous racing application. More details can be found in Sec. 2.5.

• Consider the last subtask of T 2, SlM . All states from SlM stored in the T 1 executions
are controllable to RlM using stored inputs, i.e. there exists a stored input sequence
that can be applied to the state such that the system evolves to be in P = RlM . Thus,
all states from SlM in T 1 are also safe for T 2. We next look for stored states from the
preceding subtask, SlM−1

, which are controllable to RlM via SlM . (Alg. 1, Lines 4-6,
Fig. 2.1a-2.1b)

• Define the sampled guard set of SlM−1
as

SGlM−1
=

{
J⋃
j=1

xj
Dj

[1→lM−1]

}
. (2.16)

The set contains those states in SlM−1
from which the system transitioned into another

subtask during one of the previous J executions of T 1. Only controllability from the
sampled guard set will be important in our approach.
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Algorithm 1 TDMPC

1: input f , X , U , SSJ[1→M ], SUJ[1→M ],SQJ[1→M ], [l1, l2, ..., lM ] (2.6-2.7)

2: output: SS0
[l1→lM ], SU0

[l1→lM ], SQ0
[l1→lM ]

3:

4: do guard set clustering(SSJ[1→M ]) (2.16)

5: initialize empty ŜS, ŜU
6: ŜS lM ←

⋃J
j=1 x

j
lM

7: ûjlM ← ujlM∀j ∈ [1, J ], ŜU lM ←
⋃J
j=1 û

j
lM

,

8: ŜQlM ←
⋃J
j=1 V

j(xjlM )
9: for i ∈ [lM−1 : −1 : l1] do

10: ŜS i ←
⋃J
j=1 x

j
i

11: ûji ← uji ∀j ∈ [1, J ]
12: for x ∈ SGi do
13: k = {k : x ∈ xki }
14: initialize empty Q?

15: for j : xji+1 ∈ ŜS i+1 do

16: q̂ji+1 = V j(xji+1)

17: solve (Q?
j , u

?
j) = Ctrb(x,xji+1, q̂

j
i+1) (2.17)

18: if Q? not empty then
19: j∗ = arg minj Q

?
j

20: ûki [−1]← u?j∗
21: else
22: ŜS i ← ŜS i\xki , ŜU i ← ŜU i\ûki
23: ŜU i ←

⋃J
j=1 û

j
i , ŜQi ←

⋃J
j=1 V

j(x̂ji )

24:

25: return SS0
[l1→lM ] =

⋃lM
i=l1
ŜS i, SU0

[l1→lM ] =
⋃lM
i=l1
ŜU i, SQ0

[l1→lM ] =
⋃lM
i=l1
ŜQi

• We search for all points in SGlM−1
that are controllable to stored states in SlM , i.e.

points which are in the transition sets of both T 1 and T 2. This problem can be solved
using a variety of numerical approaches, including a one-step controllability problem
(see Implementation). (Alg. 1, Lines 9-15, Fig. 2.1c)

• For any stored state x in SGlM−1
for which the controllability analysis fails, we remove

the stored SSJ[lM−1]
subtask execution ending in x as candidate controllable states for

T 2. All remaining stored states in SlM−1
are controllable to stored states in SlM , and

therefore also to P = RlM . (Alg. 1, Lines 15-20, Fig. 2.1d)

Algorithm 1 iterates backwards through the remaining subtask sequence (Fig. 2.1e),
connecting points in sampled guard sets to previously verified trajectories in the next subtask.
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The algorithm terminates when it has iterated through the new subtask order, or when no
states in a subtask’s sampled guard set can be shown to be controllable to RlM . The
algorithm returns sampled safe sets for T 2 that have been verified through controllability to
contain feasible executions of T 2.

Implementation

TDMPC can improve on the computational complexity of existing trajectory transfer meth-
ods in two key ways: (i) by verifying stored trajectories only at states in the sampled
guard set, rather than at each recorded time step, and (ii) by solving a data-driven, one-
step controllability problem to adapt the trajectories, rather than a multi-step or set-based
controllability method.

In the examples presented in this chapter, we implement the search for controllable points
(Alg. 1, Line 15) by solving a one-step controllability problem, (Q?, u?) = Ctrb(x, z, q), where

u?, λ? = arg min
u,λ

p(x, u) + λ>q (2.17)

s.t. f(x, u) = λ>z∑
λi = 1, λi ≥ 0

u ∈ Ui,
Q? = λ?>q, (2.18)

where z is a previously verified state trajectory through the next T 2 subtask, and q the
sampled cost vector from SQJ (2.7a) associated with the trajectory. (2.17) aims to find an
input that connects the sampled guard state x to a state in the convex hull of the trajectory
[19, Sec 4.4.2]. If such an input is found, the new cost-to-go (2.8) for the state x is taken
to be the convex combination of the stored cost vector (2.18). Solving the controllability
analysis to the convex hull is an additional method for reducing computational complexity of
TDMPC but is exact only for linear systems with convex constraints. This idea is explored
further in Ch. 3.

Note that the number of subtasks and points of subtask transition (i.e. the sets Ri)
should be defined as is most useful, given the two tasks. Subtask transition points simply
indicate which segments of the stored trajectories are certain to remain feasible in T 2 using
the stored policies—but this can change depending on how exactly T 2 differs from T 1. The
TDMPC method is therefore not limited in applicability to a predetermined number of
reshuffled tasks.

2.4 Properties of TDMPC Policies

We prove feasibility and iteration cost reduction of ILMPC policies (2.10) initialized using
TDMPC.
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Assumption 2. T 1 and T 2 are defined as in (3.12), where the subtask workspaces and input
spaces are given by Xi = X , Ui = U for all i ∈ [1,M ].

Theorem 1. (Feasibility) Let Assumptions 1-2 hold. Assume non-empty sets SSJ[1→M ],

SUJ[1→M ], SQJ[1→M ] containing trajectories of system (4.1) for T 1. Assume Algorithm 1

outputs non-empty sets SS0
[l1→lM ], SU0

[l1→lM ], SQ0
[l1→lM ] for T 2. Then, if x0 ∈ SS0

[l1→lM ], the

policy πILMPC
[l1→lM ], as defined in (2.10), produces a feasible execution of T 2.

The proof is detailed in Sec. A.1. Theorem 1 implies that the safe sets designed by the
TDMPC algorithm induce an ILMPC policy that can be used to successfully complete T 2

while satisfying all input and state constraints.

Assumption 3. Consider T 1 and T 2 as defined in (3.12). The trajectories stored in
SSJ[1→M ] and SUJ[1→M ] correspond to executions of T 1 by a nonlinear system (4.1). One
stored trajectory corresponds to an execution of (4.1) in closed-loop with a policy π0(·) that
is feasible for both T 1 and T 2.

An example of a control policy π0(·) feasible for two different tasks for the autonomous
racing task is a center-lane following controller moving at very slow longitudinal speed. Note
that if asm. 3 does not hold for a particular set of tasks T 1 and T 2, it is possible that Alg. 1
fails to find a feasible connection between trajectories of two subtasks. In this case, the
TDMPC strategy can be adapted as follows:

1. The controllability problem (2.17) may be transformed from a one-step to an N -step
problem, where N can be adjusted until a connection is found.

2. A planning from scratch method can be used to search for a T 2 policy up until the
failed subtask connection, after which an ILMPC-based policy (2.10) based on the
partial TDMPC safe set can be used for the remainder of the task.

Theorem 2. (Cost Improvement) Let Assumptions 2-3 hold. Then, Algorithm 1 will return
non-empty sets SS0

[l1→lM ], SU0
[l1→lM ], SQ0

[l1→lM ] for T 2. Furthermore, if x0 ∈ SS1
[1→M ], an

ILMPC initialized using SS0
[l1→lM ] will incur no higher iteration cost during an execution of

T 2 than an ILMPC initialized using a trajectory corresponding to (4.1) in closed-loop with
π0(·).

The proof is found in Sec. A.1. The main idea is that the ILMPC policy will at each
time step choose a terminal state with the lowest cost-to-go. If the new safe set SS0

[l1→lM ]
contains the trajectory induced by π0(·), the ILMPC will at each time step either match or
outperform π0(·).

The proof that the improved closed-loop iteration cost follows from the improved ILMPC
cost (2.9) is straightforward and not included here. However, the result shown holds for the
examples presented in Sec. 2.5-2.6.
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2.5 Application 1: Autonomous Racing

Figure 2.2: Each subtask of the racing task corresponds to a segment of the track
with constant curvature. The vehicle state s tracks the distance traveled along the
centerline.

Task Formulation

Consider an autonomous racing task, in which a vehicle is controlled to minimize lap time
driving around a race track with piecewise constant curvature (Fig. 2.2), while satisfying all
system and environmental state and input constraints. We model this task as a series of ten
subtasks, where the i-th subtask corresponds to a section of the track with constant radius
of curvature ci. Tasks with different subtask order are tracks consisting of the same road
segments in a different order. Each new control task T corresponds to a new track, described
using the environment descriptor function Θ which maps the current position along the track
to a description of the local track curvature.

The vehicle is modeled as a Euler discretized dynamic bicycle model [101] in the curvi-
linear abscissa reference frame [94], with states and inputs at time step k given by

xk = [vxk vyk ψ̇k eψk
sk eyk ]>

uk = [ak δk]
>,

where vxk , vyk , and ψ̇k are the vehicle’s longitudinal velocity, lateral velocity, and yaw rate,
respectively, at time step k, sk is the distance travelled along the centerline of the road, and
eψk

and eyk are the heading angle and lateral distance error between the vehicle and the
path. The inputs are longitudinal acceleration ak and steering angle δk.
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The vehicle is subject to system-imposed state and input constraints given by

X =


x :


0

−10 m/s
−π

2
rad

−π
3

rad
0
− l

2
m

 ≤

vx
vy
wz
eψ
s
ey

 ≤


10 m/s
10 m/s
π
2

rad
π
3

rad
L m
l
2

m




(2.20)

U =

{
u :

[
−1 m/s2

−0.5 rad/s2

]
≤
[
a
δ

]
≤
[

1 m/s2

0.5 rad/s2

]}
,

where l = 0.8 is the track’s lane width and L = 19.2 the track length, both in meters. These
bounds indicate that the vehicle can only drive forwards on the track, up to a maximum
velocity, and must stay within the lane.

The task target set is the race track’s finish line,

P = RM = {x : s ≥ send} .

The task goal is to complete a lap and reach the target set P as quickly as possible. Therefore
we define the stage cost in (2.9) as:

p(xk, uk) =

{
0, xk ∈ P
1, otherwise.

We formulate each subtask according to (2.11), with:

Subtask Workspace Xi
Xi = {x ∈ X : si−1 ≤ s ≤ si} ,

where si−1 and si mark the distances along the centerline to the start and end of the subtask.
This means s10 = send is the total length of the track.

Subtask Input Space Ui
Ui = U

The input limits are a function of the vehicle, not the environment, and do not change
between subtasks.

Subtask Transition Set, Ri

We define the subtask transition set to be the states along the subtask border where the
track’s radius of curvature changes:

Ri = {x ∈ Xi : ∃u ∈ Ui, s.t. f(x, u) ∈ Xi+1}.
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Figure 2.3: The TDMPC-initialized ILMPC converges to a locally optimal trajec-
tory faster than the PID-initialized one.

Subtask Environment Descriptor Function, Θi

The task’s environment descriptor function Θ maps the current position along the track to
a description of the upcoming track curvature. Since the curvature is assumed constant in
each subtask, Θi maps any x ∈ Xi to ci.

Simulation Setup

An ILMPC (2.10) is used to complete J = 5 executions of T 1, the track depicted in Fig. 2.2.
The vehicle begins each task iteration at standstill on the centerline at the start of the track.
The J executions and their costs are stored in SS [1→M ], SU [1→M ], and SQ[1→M ]. An initial
trajectory for the ILMPC safe sets is executed using a centerline-tracking, low-velocity PID
controller, π0.

TDMPC then uses these sampled safe sets to design initial policies for a new track
composed of the same track segments. Two ILMPCs are designed for the reconfigured track:
one initialized with TDMPC, and another initialized with π0. Each ILMPC completes J = 10
laps around the new tracks. In this example, the reconfigured track is not continuous, and
should be considered to be a segments of larger, continuous track.

Simulation Results

Fig. 2.3 compares the first and tenth trajectories around the track of the two ILMPCs,
plotted as black and red lines. The π0-initialized ILMPC (in dashed black) initially stays
close to the centerline, taking nearly 18 seconds to traverse the new track. The TDMPC-
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Figure 2.4: Topview of the robotic path planning task. Each subtask corresponds
to an obstacle in the environment with constant height.

initialized ILMPC, however, traverses the new track more efficiently starting with the first
lap. The first lap completed using the TDMPC-initialized ILMPC (in solid black) begins
closer to the final locally optimal policies (in red) that both ILMPCs eventually converge
to. Here, the TDMPC method is able to leverage experience on another track in order to
complete sections of the new track in a locally optimal way, even on the first iteration of a
new task.

The lap time of each of the ten ILMPC iterations is plotted in the bottom of Fig. 2.3.
As expected, the TDMPC-initialized ILMPC completes the first several laps faster than the
π0-initialized ILMPC. The TDMPC-initialized ILMPC requires fewer task iterations and less
time per iteration to reach a locally optimal trajectory.

2.6 Application 2: Robotic Path Planning

TDMPC can also be used to combine knowledge gained from solving a variety of previous
tasks. For example, if n ILMPCs as in (2.10) complete J iterations of n different tasks, all
composed of the same subtasks, TDMPC can be used to design a policy for a task T n+1.
The algorithm draws on subtask executions collected over n different tasks in order to build
safe sets for T n+1. We evaluate this approach in a robotic path planning example.

Task Formulation

Consider a task in which a UR5e1 robotic arm needs to move an object to a target without
colliding with obstacles (Fig. 2.4). The obstacles are modeled as extruded disks of varying
heights above and below the robot, leaving a workspace space between omin,i and omax,i. Here,

1https://www.universal-robots.com/products/ur5-robot/
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Figure 2.5: The UR5e manipulator has very high tracking accuracy, allowing us to
model the end effector as an integrator system in place of a more complex dynamic
model.

each subtask corresponds to the workspace above a particular obstacle. Different subtask
orderings correspond to a rearranging of the obstacle locations. As in the autonomous racing
example, here the environment descriptor function Θ maps an end-effector position to the
corresponding workspace heights at that location.

In a certain subset of the state and input space, characterized experimentally, the UR5e
has very high end-effector reference tracking accuracy (see Fig. 2.5). This allows us to use
a simplified end-effector model in place of a discretized second-order model as in [110]. We
solve the task in the reduced state space:

xk = [q0k q̇0k zk żk]
>

uk = [q̈0k z̈k]
>,

where q0k is the angle of the robot’s base joint and zk is the height of the robot end-effector
at time step k, calculated from the six joint angles via forward kinematics. q̇0k and żk are the
corresponding velocities. We control q̈0k and z̈k, the accelerations of q0 and z, respectively.
We model the simplified system as a quadruple integrator:

xk+1 =


1 dt 0 0
0 1 0 0
0 0 1 dt
0 0 0 1

xk +


0 0
dt 0
0 0
0 dt

uk, (2.22)

where dt = 0.01 seconds is the sampling time.
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The system state and input constraints are

X = {x : −π rad/s ≤ q̇0k ≤ π rad/s}
U =

{
u : −π rad/s2 ≤ q̈0k ≤ π rad/s2

}
.

The task target set is the end of the obstacle course,

P = RM = {x : q0 = ΩM , omin,M ≤ z ≤ omax,M} ,

and the task goal is to reach the target set as quickly as possible:

p(xk, uk) =

{
0, xk ∈ P
1, otherwise.

We formulate each subtask according to (2.11).

Subtask Constraints Xi

Xi =

x ∈ X :

 Ωi−1 rad
omin,i m
żmin,i m/s

 ≤
q0zk
żk

 ≤
 Ωi rad
omax,i m
żmax,i m/s


where Ωi−1 and Ωi mark the cumulative angle to the beginning and end of the i-th obstacle,
as in Fig. 3.4. The robot end-effector is constrained to remain in the space between the
upper and lower obstacles, bounded by omin,i and omax,i. The base’s rotational velocity q̇0k
and żk are constrained to lie in the experimentally determined region of high end-effector
tracking accuracy. Specifically, we take

żmax,i = C1 sin

(
arccos

(
omin,i

d1

))
żmin,i = −żmax,i,

where the constants C1 and d1 depend on setup parameters and joint limits provided by the
manufacturer.

Subtask Input Space Ui
Ui =

{
u ∈ Ui : z̈min,i m/s2 ≤ z̈k ≤ z̈max,i m/s2

}
,

where q̈0k and z̈k are constrained to lie in the experimentally determined region of high
end-effector tracking accuracy. Specifically,

z̈max,i = C2 sin

(
arccos

(
omin,i

d2

)
+
omin,i

d3

)
z̈min,i = −z̈max,i,

where C2, d2 and d3 depend on setup parameters and joint limits provided by the manufac-
turer.
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Subtask Transition Set, Ri

We define the subtask transition set to be the states along the subtask border where the
next obstacle begins:

Ri = {x ∈ Xi : ∃u ∈ Ui, s.t. q+0 ≥ Ωi },

where x+ = Aix+Biu (3.1). The task target set is the end of the last mode:

R6 = {x : q0 = Ω6, omin,6 ≤ z ≤ omax,6} .

The task goal is to reach the target set as quickly as possible:

p(xk, uk) =

{
0, xk ∈ R6

1, otherwise.

Experimental Setup

An ILMPC (2.10) was used to complete J = 10 executions of five different training tasks,
where each training task corresponded to a reordering of the obstacles. In each task, the
ILMPC tries to reach the target set as quickly as possible while avoiding the obstacles. Each
ILMPC was initialized with a trajectory resulting from executing a policy π0 that tracks the
center height of each mode with the end-effector, while the robot rotated at a low constant
joint velocity q̇0. TDMPC was then applied to the combined sampled safe sets of the five
training tasks, and used to design an initial policy for a new ILMPC on an unseen ordering of
obstacles, shown in Fig. 2.6. The white space corresponds to environment obstacles, so that
the ILMPC task is to reach the end of the last mode as quickly as possible while controlling
the end-effector to remain within the safe (green) part of the state space. A second ILMPC
was initialized with the center-height tracking π0, for comparison. After initialization, the
two ILCMPs completed J = 20 iterations of the new task. These iterations were executed
in simulation using the simplified model (5.29), and the first and last trajectories of each
ILMPC were then tracked by a real UR5e robot using end-effector tracking.

Experimental Results

The measured robot trajectories are plotted in Fig. 2.6. The π0-initialized ILMPC follows the
center-height of each mode closely during the first task iteration (plotted in dashed black).
After ten iterations of the task, the resulting trajectory (plotted in dashed red) has only
diverged from the center-height trajectory slightly. Correspondingly, after ten iterations the
π0-initialized ILMPC still requires more than four seconds to complete the task.

The TDMPC-initialized ILMPC, however, draws on knowledge gathered over many pre-
vious tasks in order to solve the task efficiently right away. Already on the first trajectory
(plotted in solid black), the TDMPC-initialized ILMPC solves the task in under three sec-
onds. This is a 30% improvement over the π0-initialized ILMPC. As in the autonomous
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Figure 2.6: The TDMPC-initialized ILMPC solves T 2 much faster than the ILMPC
initialized with a center-height tracking policy π0.

driving task, the first trajectory completed by the TDMPC-initialized ILMPC is very close
to the ultimate locally optimal trajectory.

Because of the nonconvex obstacles, this task is nonconvex, and there are many locally
optimal trajectories. At various iterations of the task, both the TDMPC-initialized and the
π0-initialized ILMPCs get stuck at such local minima, so that the ILMPCs performance
metric remained constant over several iterations before improving again (Fig. 2.6). At these
performance plateaus, the realized trajectories continue to change. We believe that the
variability in the mixed integer solver used in the ILMPC led the ILMPC to follow differ-
ent trajectories with the same iteration cost, as if encouraging exploration. Some of these
different trajectories then allowed for performance improvement in the next iteration.

2.7 Discussion

The TDMPC algorithm provides a systematic way of adapting stored task trajectories to
the changed environmental constraints of a new task. Here we analyze two perspectives of
TDMPC.

A Hybrid Systems Perspective

The TDMPC algorithm performs backwards reachability between points in different sub-
tasks. If each subtask is viewed as a mode of operation, TDMPC can be analyzed from a
hybrid systems reachability perspective.
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Hybrid systems refer to a class of dynamical systems that switch among several discrete
operating modes, with each mode governed by its own dynamics [18]. Hybrid systems reach-
ability considers whether a feasible trajectory exists between a set of initial states and a set
of goal states in a potentially different mode. The extensive literature on hybrid systems
reachability mainly focuses on two approaches: set-based methods and simulation [107]. Set-
based methods are exhaustive methods that use reach set computation to verify feasibility
of entire sets of initial conditions and bounded inputs, and many algorithms have recently
been proposed [62, 96, 106, 75]. Though effective, set-based methods suffer from the “curse
of dimensionality”, and do not scale well with state dimension. These methods often approx-
imate complex sets as polyhedral or ellipsoidal, which affects solution accuracy. To combat
this, the authors of [7] propose splitting the system state into independent substates, but
this is not guaranteed to work for complex systems.

Sampling-based simulation methods verify feasibility of a trajectory from an initial con-
dition under sampled input sequences. These methods are less limited to low-dimensional
systems, but are not an exhaustive search and can miss subtle phenomena that complex
dynamics may generate [115, 36, 6, 70].

In contrast, TDMPC only solves reachability problems between discrete points in the
sampled guard set. This ensures the algorithm scales well with state dimension and num-
ber of subtasks without requiring drastic approximations. Even if set-based methods are
computationally feasible for a particular system, in contrast to TDMPC they only provide
sets of reachable states, without a complete policy. Additionally, traditional sampling-based
hybrid systems reachability methods propagate sampled trajectories with random inputs,
without any check on whether the trajectory is promising, or will inevitably lead to even-
tual infeasibility. TDMPC explicitly only checks for reachability to feasible points. Lastly,
TDMPC views the transitions between subtasks as particular to the task instance, rather
than permanent. We are aware of no previously published work in which the transitions of
a hybrid system change.

A Dynamic Programming Perspective

Dynamic Programming (DP) methods provide exact solutions to constrained optimal con-
trol problems. However, DP can incur tremendous cost and is therefore not implementable
for high-dimensional systems. Recent work [12] proposes forming aggregate (or represen-
tative) features out of system states in order to reduce the problem dimension. These
reduced-dimension problems can provide approximate solutions to the original task. In
spatio-temporal aggregation, coarse space and time states are chosen as aggregate features.
Space-time barriers serve as transition sets between these aggregate features, and the short-
est path problem is solved only between points immediately adjacent to the barriers. This
is an analog to TDMPC performing reachability only at points in the sampled guard sets.
While, unlike TDMPC, spatio-temporal aggregation does not explicitly consider a notion
of reordering, it provides an additional perspective on the utility of task segmentation for
computationally effective policy instantiating.
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Figure 2.7: An overview of the TDMPC approach for using stored data to efficiently
find an initial trajectory for a new ILMPC.

A Controllability Perspective

Something about quickly constructing controllable sets by searching in the span of the data?
Here we can discuss that this is what’s happening in ILMPC (we use controllable sets), and
also generally for safe MPC. I’m not sure where to put this.

2.8 Conclusion

In this chapter, we introduced the first approach for using stored state and input trajecto-
ries from executions of a task to efficiently designs policies for executing variations of that
task. We began by considering a simplification of the changing environment problem, and
assuming that different tasks could be split into a shared set of subtasks. The proposed
TDMPC algorithm takes inspiration from ILMPC, an iterative learning control method that
uses stored trajectory data to design safe terminal sets for an MPC controller that result
in performance improvement with each task iteration. TDMPC breaks the stored task tra-
jectories into subtasks and performs controllability analysis at sampled safe states between
subtasks. This one-step controllability analysis allows us to quickly learn whether any previ-
ously recorded subtask executions (which were controllable to the previous task target set)
are also controllable to the new task’s target set. These verified trajectories can then be
used to construct an ILMPC safe set, and used in an ILMPC controller for the new task.

The effectiveness of the proposed algorithm was evaluated on autonomous racing and



CHAPTER 2. TASK DECOMPOSITION 31

robotic manipulation tasks, both in simulation and experiments. Our results confirm that
TDMPC allows an ILMPC to converge to a locally-optimal minimum-time trajectory faster
than using simple initialization methods, by providing a smarter initial trajectory constructed
from efficient previous subtask executions.

The TDMPC algorithm can improve upon other trajectory library methods by only
needing to verify and adapt the original task policy at points of subtask transition, rather
than along the entire trajectory, and it provides a fast and straightforward method for finding
approximations of controllable sets in a new task. In Chapter 3, we increase this efficiency
further by considering algorithm adaptations for piecewise linear systems with piecewise
convex constraints.
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2.9 Additional Results

(a)

(b)

Figure 2.8: Additional examples from the autonomous racing application.
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Chapter 3

Task Decomposition for Piecewise
Linear Systems

3.1 Introduction

Classical Iterative Learning Controllers (ILCs) aim to improve a system’s closed-loop refer-
ence tracking performance at each iteration of a repeated task ([20, 69]). In both classical
and reference-free ILC, the controller uses data from previous iterations to improve future
closed-loop performance with respect to the appropriate performance metric. At the very
first iteration, these methods require either a reference trajectory to track or a feasible tra-
jectory with which to initialize the control algorithm. If the task changes, a new trajectory
must be designed, which can be difficult for complex tasks.

In this chapter, we again consider the problem of finding a feasible trajectory to smartly
initialize an Iterative Learning Model Predictive Controller (ILMPC) ([98]) for a new task.
ILMPC is a reference-free ILC that uses a safe set to design an MPC policy for an iterative
control task. This safe set is initialized using a feasible task trajectory, and collects states
from which the task can be completed. In Chapter 2, a Task Decomposition algorithm for
ILMPC (TDMPC) was introduced for nonlinear, constrained dynamical systems. TDMPC
is data-efficient, requires no human supervision, and, if the algorithm converges, produces
trajectories that are guaranteed to satisfy all constraints for the new task. TDMPC decom-
poses an initial task T 1 into different modes of operation, called subtasks, and adapts stored
T 1 trajectories to a new task T 2 only at points of subtask transition, by solving one-step
controllability problems. In this chapter, we:

1. present a reformulation of the TDMPC Alg. 1 in Chapter 2 for searching for a task
trajectory in the space of previously stored subtask trajectories. We introduce a new
formulation for piecewise linear systems with piecewise convex state and input con-
straints. The new formulation further reduces the computational burden of finding
feasible trajectories for a new task T 2 by formulating the controllability check as a
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convex optimization problem, and simultaneously increases the size of the resulting T 2

safe set.

2. prove that the induced safe set based MPC policy is feasible for T 2. This policy can
be used to initialize an iterative learning control algorithm, or to directly obtain a
suboptimal execution of T 2.

The results presented in this chapter have also appeared in:

• C. Vallon and F. Borrelli. “Task decomposition for MPC: A computationally efficient
approach for linear time-varying systems.” In: 2020 IFAC World Congress. 2020, pp.
4240-4245.

3.2 Problem Formulation

As in Chapter 2, we consider a system (4.1) solving tasks T that can be decomposed into an
ordered sequence of subtasks. However, here we restrict our focus to systems with piecewise
linear dynamics and piecewise convex system and environmental constraint sets. Specifically,
within the i-th subtask Si, the system is subject to linear dynamics

∀xk ∈ Xi, xk+1 = Aixk +Biuk, (3.1)

and convex system state and input workspaces

xk ∈ Xi, uk ∈ Ui, (3.2)

where Xi ⊆ X and Ui ⊆ U are convex sets. Ri is the set of transition states from Si into the
next subtask Si+1:

Ri ⊆ Xi = {x ∈ Xi : ∃u ∈ Ui, Aix+Biu ∈ Xi+1}. (3.3)

Additionally, the environmental constraints in each subtask are also assumed to be convex:

Assumption 4. The environmental state constraints in each subtask, E(Θi(·)), are convex
in each subtask.

Note that the requirement of piecewise linearity of the system dynamics (3.1) and piece-
wise convexity of the constraints are key novelties compared to Chapter 2.

3.3 Safe Set Based ILMPC for Piecewise Linear

Systems

In Chapter 2, an overview of safe set based ILMPC [100] for general nonlinear systems was
given. We then presented the TDMPC algorithm, a method for using stored executions from
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previous tasks in order to construct a trajectory for a new task. Such a trajectory can be
used to initialize an ILMPC for the new task.

Here we want to take advantage of the additional linearity and convexity requirements
on the subtask dynamics and constraints in order to improve the efficiency of TDMPC
Alg. 1. In [98], an adaptation of the ILMPC for linear time-invariant systems with convex
constraints was introduced. We begin by proposing an adaptation of this ILMPC formulation
for piecewise linear systems with piecewise convex constraints.

As in standard ILMPC [100], we begin by sorting stored executions into a safe set. After
J number of task iterations, we define the time-indexed sampled subtask safe set of subtask
Si as:

KS i,k =

{
J⋃
j=1

xj
Dj

i−k

}
, k ∈ [0,max

j
Dj
i − 1]. (3.4)

For given k and i, xj
Dj

i−k
is the k-to-last state visited in Si during the j-th task iteration. Thus

each set (3.4) is the collection of states from which the system reaches the subtask transition
set Ri in exactly k steps during a previously recorded task iteration, while satisfying subtask
constraints (3.2). Notice that these sets are more restrictive than SSJ (2.6). We similarly
define a time-indexed sampled subtask input set of subtask Si as:

KU i,k =

{
J⋃
j=1

uj
Dj

i−k

}
, k ∈ [0,max

j
Dj
i − 1].

Lastly, we define convex subtask safe sets and convex subtask input sets as:

CKi,k =


|KSi,k|∑
p=1

λpzp : λp ≥ 0,

|KSi,k|∑
p=1

λp = 1, zp ∈ KS i,k


CU i,k =


|KUi,k|∑
p=1

λpwp : λp ≥ 0,

|KUi,k|∑
p=1

λp = 1, wp ∈ KU i,k

 ,

(3.5)

where |KS i,k| is the cardinality of KS i,k. Note that because Xi, Ui, and E(Θi(·)) are all
convex, there also exists a feasible k-step input sequence to Ri for each element in CKJi,k
(see [98] or Thm. 3 for a proof). This fact will be key to adapting the TDMPC Alg. 1 for
piecewise linear systems.
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Figure 3.1: Convex subtask safe sets contain states from which the transition set
can be reached in a certain number of steps. Data reproduced from robotic path-
planning application (see Sec. 3.6).

Lastly, we define a barycentric cost-to-go over the convex subtask safe sets:

v(x) = min
λp≥0, I, K

|KSI,K |∑
p=0

λpV (zp) (3.6)

s.t.

|KSI,K |∑
p=0

λp = 1

|KSI,K |∑
p=0

λpzp = x, zp ∈ KSI,K ,

where V (zp) was the realized cost-to-go (2.8) from state zp during a past execution. This
allows us to approximate the cost-to-go from new states in the time-indexed convex hull of
stored points as the convex combination of nearby states visited in previous task iterations.

Fig. 3.1 depicts these sets for three trajectories through a subtask from a robotic path-
planning task detailed in Sec. 3.6. Using these sets, we can approximate the optimal control
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problem (2.4) at time step k of iteration J + 1 by solving:

V ILMPC,J+1(xJ+1
k ) = min

uk|k,...,uk+N−1|k,I,K

k+N−1∑
t=k

p(xk+t|k, uk+t|k) + v(xk+N |k) (3.7)

s.t. xk+t+1|k = f(xk+t|k, uk+t|k)

uk+t|k ∈ Ui, ∀t ∈ {0, . . . , N − 1}
xk+t|k ∈ X (Θ), ∀t ∈ {0, . . . , N}
xk|k = xjk
xk+N |k ∈ CKI,K ∪ P ,

which searches for an input sequence over a horizon N that controls the system (3.1) to the
state in a convex subtask safe state set or task target set P with the lowest cost-to-go (3.6).
We use a receding horizon strategy:

u(xjk) = πILMPC(xjk) = u?k|k. (3.8)

In Sec. 3.5, we prove that a system (3.1) in closed-loop with (3.8) leads to a feasible task
execution for T .

At the first iteration of a new task, the ILMPC (3.7) requires non-empty sets CK·,· con-
taining at least one feasible execution of the task. In Sec. 3.4, we present a computationally
efficient approach for creating such sets using data from executions of different tasks.

Controllability Properties

First, we state the following propositions, which motivate the approach of storing task exe-
cutions in time-indexed convex subtask safe sets (3.5).

Proposition 1. In general, not all states belonging to the convex hull of stored subtask
executions are controllable to the subtask transition set (3.3).

Proof. We know that all states in a feasible subtask execution (2.13) are controllable to a
point in the subtask transition set (2.13b). A sufficient condition for all states in the convex
hull of feasible subtask executions to also be controllable to the convex hull of corresponding
points in the subtask transition set is for latter to be a control invariant set.

By definition of a feasible task execution (2.5) and the proof of Thm. 3, any point in
the convex hull of stored states in the transition set is also controllable to the task’s control
invariant goal set. For linear time-invariant systems, states that are controllable to an
invariant set are also invariant ([19]). However, for linear time-varying systems these states
are only stabilizable to the invariant. Therefore the convex hull of the points in the transition
set is not inherently an invariant.

We recognize that the convex hull of states in the transition set is a control invariant
set if its backward controllable sets grow to contain each other, i.e. if for all scalar values
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Figure 3.2: For the double integrator system (3.9 - 3.10), the chosen target set
(3.11) is not an invariant set, as the N -step controllable sets are not subsets of the
(N + 1)-step controllable sets.

N , KN−1(Ri) ⊆ KN(Ri). Unfortunately, this property does not generally hold for linear
systems. Consider for example the double integrator system

xk+1 =

[
1 0
0 1

]
xk +

[
0
1

]
uk, (3.9)

subject to the convex state and input constraints

xk ∈ X , uk ∈ [−2, 2]. (3.10)

Define a target set, R, to be the convex hull of three points:

R = convhull

([
3
2

]
,

[
2

2.5

]
,

[
3
3

])
. (3.11)

The 1-step, 2-step, and 3-step controllable sets to R are plotted in Fig. 3.2. We also plot
C, the convex hull of R and the controllable sets. It is clear from the plot that R is not an
invariant set. This means it is possible that states in the convex hull of trajectories leading
into R are not N -step controllable to R for any value of N . In Fig. 3.2, this corresponds to
states who are in C, but not in any KN(R).

Thus, we have shown that the convex hull of stored subtask executions is not generally
controllable to the subtask transition set.
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Proposition 2. All states in the time-indexed convex subtask safe sets (3.5) are controllable
to the subtask transition set (3.3).

The proof follows from Thm. 3 in Sec. 3.5.

3.4 Task Decomposition for Piecewise Linear ILMPC

Let Task 1 and Task 2 be different ordered sequences of the same M subtasks:

T 1 = {Si}Mi=1, T 2 = {Sli}Mi=1, (3.12)

where the sequence [l1, l2, ..., lM ] is a reordering of the sequence [1, 2, ...,M ]. Assume non-
empty subtask safe sets KS [1→M ] (3.4) containing task data from T 1.

Our goal is to use stored subtask safe sets (3.4) from T 1 in order to find convex subtask
safe sets (3.5) for T 2. These sets can then be used to initalize a controller for the new task.
The key intuition of TDMPC is that all successful subtask executions (2.13) from T 1 are also
successful subtask executions for T 2, as this definition only depends on properties of each
individual subtask, not the subtask sequence. With this notion, Alg. 2 proceeds backwards
through the new subtask sequence.

TDMPC Algorithm

The notation (lM , ·) or (i, ·) indicates that the described action is undertaken for all appro-
priate second arguments.

• Consider the last subtask, SlM . By definition, for any state in CKlM ,· there exists
a stored input sequence in CU lM ,· that can be applied such that the system evolves
into RlM . Thus, all states from SlM in T 1 are also safe for T 2. We next look for
stored states from the preceding subtask, SlM−1

, which are controllable to RlM via SlM .
(Alg. 2, Lines 2-5).

• Form the sampled guard set of SlM−1
, defined as:

SGlM−1
= KS lM−1,0. (3.13)

The sampled guard set for subtask lM−1 contains the states in SlM−1
from which the sys-

tem transitioned into another subtask during a past execution of T 1 (Alg. 2, Line 10).

• Determine which points in SGlM−1
are one-step controllable to CKlM ,k for some time

index k. This problem can be solved using a variety of numerical approaches. In the
results presented in this paper, we check controllability for each k, and choose the
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Algorithm 2 TDMPC algorithm

1: input KS [1→M ], KU [1→M ], [l1, l2, ..., lM ]
2: output: CK[l1→lM ], CU [l1→lM ]

3:

4: do CK[1→M ] = convexify(KS [1→M ]) (3.5)
5: do SGi = guard set clustering(KS [1→M ]) (3.13)

6: initialize empty K̂S, K̂U , ĈK, ĈU
7: ĈKlM ,· ← CKlM ,·, ĈU lM ,· ← CU lM ,·
8: for i ∈ [lM−1 : −1 : l1] do
9: K̂S i,· ← KS i,·

10: K̂U i,· ← KU i,·
11: initialize empty K̂U i,0
12: for x ∈ SGi do
13: check (q?, u?) = Ctrb(x, ĈKi+1,·) (3.14)
14: if infeasible then
15: K̂S i,· ← K̂S i,·\trajectory(x)

16: K̂U i,· ← K̂U i,·\trajectory(u?)
17: else
18: K̂U i,0 ← u?

19: ĈKi,· ← convexify(K̂S i,·) (3.5)

20: ĈU i,· ← convexify(K̂U i,·) (3.5)

21:

22: return CK[l1→lM ] ← ĈK, CU [l1→lM ] ← ĈU

input u to minimize the cost of the resulting state according to (3.6). Specifically, for
each point x ∈ SGlM−1

and index k, we solve (q?, u?) = Ctrb(x, ĈKlM ,k), where:

u? = arg min
u

v(z) (3.14)

s.t. z = AlM−1
x+BlM−1

u

u ∈ UlM−1

z ∈ ĈKlM ,k,

q? = v(AlM−1
x+BlM−1

u?). (3.15)

If (3.14) is feasible, the previously stored T 1 cost-to-go (3.6) from the state x is replaced
by q?, the cost to reach the goal set of T 2. (Alg. 2, Line 11)

• For all states x in SGlM−1
not controllable to any convex safe set in SlM , we remove

the stored subtask execution ending in x out of the set of subtask safe sets for SlM .
(Alg. 2, Lines 12-16)
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Figure 3.3: For systems with piecewise-linear dynamics and piecewise-convex con-
straints, the multiple pointwise controllability checks can be replaced with a single
convex controllability check.

• After checking the entire sampled guard set, all remaining convex subtask safe sets for
SlM−1

are controllable to convex subtask safe sets in SlM , and therefore also to RlM .
(Alg. 2, Lines 17-19)

Alg. 2 iterates backwards through the remaining subtasks, verifying the controllability
of points in sampled guard sets to a convex subtask safe set in the following subtask. The
algorithm returns convex subtask safe sets for T 2 that can be used to initialize an ILMPC
(3.7 - 3.8) for T 2.

Note the reformulation of the stored T 1 executions into convex sets (3.5). This allows
us to replace the point-to-point controllability verification from Alg. 1 in Chapter 2 with
point-to-set controllability in Alg. 2; Fig. 3.3 depicts this comparison. This allows for three
major improvements to the procedure:

1. The reformulated controllability problem (3.14) is a convex optimization problem,
which is, in general, much faster to solve than the non-convex point-to-point con-
trollability.

2. By using the convex hull of stored states (3.5) as a target set in (3.14), rather than
individual states, more points in the sampled guard sets (3.13) can potentially be
demonstrated to lead to feasible T 2 executions.

3. We increase the number of points for which we know a feasible T 2 policy, since such a
policy is known for all points in the time-indexed convex hulls of T 1 trajectories (3.5),
rather than only the discrete points of the T 1 trajectories.
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Figure 3.4: Topview of the robot path planning task. Each subtask corresponds to
a pair of upper and lower obstacles.

Next, we show that the resulting time-indexed convex sets for T 2 induce feasible ILMPC
policies.

3.5 Properties of the PWL-TDMPC Policy

We prove the feasibility of ILMPC policies (3.8) initialized using Alg. 2. Note that here, CKj
denotes the convex subtask safe sets containing trajectories from the first j executions of a
task.

Assumption 5. T 1 and T 2 are defined as in (3.12), with each subtask defined by linear
dynamics (3.1) and convex constraints (3.2).

Theorem 3. Let Assumptions 4-5 hold. Assume Alg. 2 outputs non-empty sets CK0
[l1→lM ]

for T 2. Then, if x0 ∈ CK0
[l1→lM ], the policy πILMPC

[l1→lM ], as defined in (3.8), produces a feasible

execution of T 2.

The proof is detailed in Sec. A.2. It follows from the same arguments that the ILMPC
policy (3.7-3.8) will eventually bring any x0 ∈ CKJ to the task target set RlM .

3.6 Application: Robot Path Planning

Task Formulation

We demonstrate the effectiveness of Alg. 2 in the robotic path planning example introduced
in Chapter 2. Consider a UR5e1 robotic arm tasked with maneuvering through six sets of

1https://www.universal-robots.com/products/ur5-robot/
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obstacles modeled as extruded disks of varying heights above and below the robot. Each
set of upper and lower obstacles leaves a workspace between the disks for the robot to move
between. Here, each subtask Si corresponds to the workspace between a pair of lower and
upper obstacles. Different subtask orderings correspond to a rearranging of the obstacle
locations, indicated by Ωi in Fig. 3.4.

In a certain subset of the state and input space, characterized experimentally, the UR5e
has very high end-effector reference tracking accuracy (see Fig. 2.5). This allows us to use
a simplified end-effector model in place of a discretized second-order model as in [110]. We
solve the task in the reduced state space:

xk = [q0k q̇0k zk żk]
>

uk = [q̈0k z̈k]
>,

where q0k is the angle of the robot’s base joint along the Ω direction and zk is the height of the
robot end-effector at time step k, calculated from the six joint angles via forward kinematics.
q̇0k and żk are the corresponding velocities. We control q̈0k and z̈k, the accelerations of q0
and z, respectively. We model the base-and-end-effector system as a quadruple integrator:

xk ∈ Xi =⇒ xk+1 = Aixk +Biuk (3.17a)

Ai =


1 dt 0 0
0 1 0 0
0 0 1 dt
0 0 0 1

 , Bi =


0 0
dt 0
0 0
0 dt

 , ∀i ∈ [1, 6] (3.17b)

where dt = 0.01 seconds is the sampling time. This simplified model holds as long as we
operate within the region of high end-effector reference tracking accuracy, characterized in
previous experiments.

This reduced state space allows us to formulate the task as a concatenation of M = 6
subtasks with piecewise affine dynamics and convex constraints, according to (2.11); thus
we can use Alg. 2 to find a policy for a new task. For additional task description details, we
refer to Sec. 2.6 in Chapter 2.

Experimental Results

We evaluate the efficiency of Alg. 2 by comparing its run-time with the the run-time of the
point-to-point controllability analysis for task decomposition introduced in [122] for nonlinear
systems.

First, an ILMPC (3.7)-(3.8) is used to complete five executions of five different training
tasks, where each training task is a different reordering of the six obstacles. Each ILMPC
is initialized with a suboptimal state and input trajectory that tracks the center-height of
each subtask while the robot arm rotates at a low base velocity q̇0. In each task, the ILMPC
tries to reach the target set as quickly as possible while avoiding the obstacles. The new



CHAPTER 3. TASK DECOMPOSITION FOR PIECEWISE LINEAR SYSTEMS 44

Figure 3.5: Alg. 2 produces a significantly larger set of feasible states for T 2 in 10%
of the time as the algorithm in [122]. The sampled guard sets for each subtask are
plotted in black.

task T 2 is configured from another new reshuffling of the obstacles. Fig. 3.5 depicts the
T 2 workspace in light blue, along with the T 2 safe sets returned by the two versions of the
TDMPC algorithm. The left image plots in red the feasible safe states for T 2 output from the
point-to-point controllability method from [122]. The right image shows in red the feasible
safe sets output by the efficient point-to-convex-set controllability method from Alg. 2.

For each state in a subtask’s sampled guard set, the point-to-point controllability method
solves a mixed-integer program to try to find an input that controls the system to the last
state of a subsequent subtask trajectory. Therefore the complexity of both controllability
methods depends on the state dimension and number of trajectories through the subsequent
subtask (as this provides an upper bound for the size of the subtask safe set). The efficiency
improvement results from replacing the mixed-integer constraint in point-to-point controlla-
bility with a convex constraint of equal complexity, which is typically easier to compute.

In the example shown, our improved method was an order of magnitude faster at finding
safe states for T 2 than the point-to-point method, requiring 246 seconds of processing instead
of 2879 seconds, using a 2017 Mac Book Pro with 2.8 GHz Quad-Core Intel Core i7. Indeed,
the efficient reformulation of Alg. 2 for linear systems resulted in an average eleven fold
speed-up for five different trials of the described setup and testing procedure. In Tab. 3.1,
each trial corresponds to a newly shuffled T 2.

As is clear from Fig. 3.5, the convex set controllability analysis outputs a significantly
larger set of feasible states for T 2 than the pointwise method. This results from two main
phenomena. First, more states from the T 1 sampled guard sets remain in T 2 when using
the convex set controllability than point-to-point controllability. This follows since the new
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Trial Convex Set Analysis Pointwise Analysis

1 246 s 2879 s
2 312 s 5561 s
3 219 s 1618 s
4 212 s 1810 s
5 264 s 2806 s

Table 3.1: Controllability Analysis Run-Time

controllability analysis (3.14) considers a larger one-step target set than the pointwise con-
trollablity analysis (i.e. a convex hull of states in the next subtask rather than individual
states). As a result, more points in the sampled guard set can be shown to lead to feasible
executions of T 2. Second, while the point-to-point controllability analysis only checks for
T 2 feasibility of the actual subtask trajectories from T 1, the new convex set controllability
analysis automatically also provides a policy for the convex subtask safe sets induced by the
trajectories. All safe states found using the point-to-point controllability method are thus
also found using the convex set controllability method. Accordingly, an ILMPC (3.7-3.8)
initialized with safe sets returned from Alg. 2 may also lead to a faster first execution of T 2.

3.7 Conclusion

This chapter presented an extension to the Task Decomposition algorithm from Chapter 2.
The new algorithm is designed for piecewise linear systems with piecewise convex constraint
sets, and is shown to reduce the computational burden associated with the TDMPC algo-
rithm and demonstrably increase the domain of the induced ILMPC policy. We prove that
the resulting policies are guaranteed to lead to feasible executions of the new task. Finally,
we evaluate the effectiveness of the proposed algorithm in a robotic path planning task, and
demonstrate the reduced computational burden compared with the TDMPC algorithm for
nonlinear systems.
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Chapter 4

Probabilistically Safe Controllable
Sets

4.1 Introduction

We again consider a constrained, discrete-time dynamical system solving a series of tasks. In
each considered task T i, the system state and input constraints are identical, and the task
environment imposes additional task-specific environmental constraints. Our goal is to use
stored trajectories from previous tasks to find a control policy that solves a new task safely
and effectively. The previous two chapters described efficient approaches for adapting stored
task trajectories to the changed constraints of the new task; however, these methods required
a priori knowledge of the entire new task environment in order to perform the backwards
reachability analysis required to calculate controllable sets to the task goal.

In this chapter, we consider a situation in which the task-specific environmental con-
straints are at each time step k parameterized by a scenario parameter zk which evolves
according to a time-varying but task-invariant scenario dynamics function zk+1 = φ(zk, k).
(Consider, for example, time-varying hyperrectangular constraints with fixed sizes whose
centers at any time step k are given by zk.) We specifically consider the case where φ is
unknown. Given a collection of state-input-parameter trajectories that solve a collection of
n previous tasks (i.e. satisfying all system and respective task-dependent constraints), our
goal is to develop an MPC control policy that results in a feasible trajectory for a new task
T n+1 with a new sequence of time-varying scenario parameters.

MPC for systems with time-invariant constraints has been studied extensively, and it is
well-understood how to design the policy to guarantee stability and feasibility. Significantly
fewer studies exist that examine MPC with time-varying constraints; some are proposed in
[73, 71, 76, 128, 134, 55, 83]. The authors in [73, 71, 76, 128] design controllers robust to
possible changes in state constraints, but make assumptions on what those changes can be
and require pre-calculating appropriate invariant sets. An approach using Control Lyapunov
Functions and Control Barrier Functions for systems evolving on manifolds is presented in
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[134]. Such functions can be difficult to design for arbitrary systems and requires an explicit
model of how the constraints will vary. The authors of [55] and [83] formulate MPC problems
with time-varying constraints specific to autonomous driving and inverted pendulum robots,
respectively, but these works focus on how to recalculate time-varying constraints efficiently,
rather than ensuring feasibility.

Here, we will utilize controllable set theory to find a controller satisfying all time-varying
constraints in the new task. Controllable sets play an important role in safe MPC control
design, including for autonomous systems [120, 57]. They represent areas of the state space
from which the system can be safely controlled into a goal set P , while satisfying all (possibly
time-varying) state and input constraints. Thus, if the MPC can find a short-horizon tra-
jectory reaching a controllable set to the task goal, there must also exist a longer trajectory
ending in the task goal itself. Using controllable sets as terminal sets in MPC is the most
common way to guarantee desirable properties such as stability and recursive feasibility [77,
15]. Our approach is therefore to find a controllable set at each time step of solving the new
task T n+1, and using it as the terminal set in the MPC.

For linear systems with convex constraints, exact controllable sets can be calculated using
iterative methods, most famously via the Matlab MPT toolbox [66]. While these iterative
methods provide exact characterizations of controllable sets, the computational requirement
scales quickly with system dimension, becoming unreasonable for real-time calculation for
dimensions greater than four [2].

For constrained nonlinear systems, calculating controllable sets is generally considered to
be impossible [93, 41], but many methods for calculating approximate controllable sets have
been presented. One common approach is to linearize the system and constraints and find
robust controllable sets that take into account induced linearization errors [48, 40].

Hamilton-Jacobi based backward reachability [79] or dynamic programming [13] methods
can provide the most accurate approximations. An overview of these methods is given in [8].
However, these approaches famously scale very poorly with system dimension. Lyapunov-
based methods can also provide good approximations [125, 92]. However, these methods
require finding an appropriate Lyapunov function for the system, which can be very difficult
as there are no clear guidelines for constructing Lyapunov functions for arbitrary systems
[118, 16].

Because finding exact solutions is so difficult, recent work has considered using data-
driven and sample-based approaches to find estimates of controllable sets [91, 24, 131, 33, 26,
64]. These approaches can be especially useful if the system dynamics are unknown; in these
situations, trajectories of the system can be sampled and analyzed to estimate controllable
sets. Most purely data-driven approaches cannot provide guarantees that the resulting set
is a controllable set for the true system, though some offer probabilistic guarantees.

The extensive computational overhead required for the approximations described thus
far mean that these calculations must happen offline. To ease this burden, new research has
explored the possibility of analytically deriving controllable sets for certain classes of systems.
Such analytic methods are desirable because they can provide simple expressions that need
only be evaluated at a new state or constraint configuration, rather than entirely recalculated.
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This could allow on-board computers to find controllable sets during a control task. The
authors of [2] proposed a method for linear discrete-time systems, and analytic expressions
for controllable sets of integrator systems are derived in [34]; these have known solutions
for system dimension up to four. Extensive research has also led to analytic solutions of
controllable sets in variations of the pursuit-evasion game [109, 17, 37]. These solutions are
specific to the presented dynamics, and cannot be adapted to other scenarios.

In this chapter, we describe an approach that uses machine learning to quickly find
approximate controllable sets for new, time-varying environmental constraints. In contrast
with the previously introduced task decomposition approach, here we propose training and
storing a learned strategy function, rather than storing the previous trajectories themselves.
This strategy function is trained offline on stored trajectories, and implemented during the
new control task, where its output is used to efficiently construct approximations of the
controllable set to the new task’s goal set. This controllable set estimate is then integrated
into an MPC policy. Note that in contrast with [123], we do not require the tasks to be
composed of the same subtasks—the new task’s scenario parameter sequence can be entirely
new.

Our approach consists of two main steps. Offline, before beginning the new task, stored
trajectories are used to find ellipsoidal inner-approximations of controllable sets. Note that
each of these sets is controllable with respect to the environment constraints imposed by the
specific scenario parameter’s evolution. A “strategy function” is then constructed that maps
a scenario parameter to the center of such an ellipsoidal controllable set approximation.
Online, while solving the new control task, the strategy function is evaluated and a new
controllable set estimate is formed. Critically, this set is constructed so as to be with high
probability contained in the true controllable set to the task goal.

In this chapter, we:

1. propose a method for estimating controllable sets from data for systems with time-
varying constraints,

2. demonstrate how to use stored data to quickly find approximate controllable sets for
new constraints, such that the approximation is with high probability a subset of the
true controllable set,

3. demonstrate how to incorporate these sets into an MPC framework, and

4. provide probabilistic guarantees of feasible task completion for linear systems with
convex time-varying constraints under the resulting MPC policy.

We emphasize that while machine learning has been used to find the boundaries of con-
trollable sets for systems with time-invariant constraints, the novelty of the approach in this
chapter is that we consider using machine learning to quickly construct controllable sets as a
function of a time-varying constraint parameter. Our aim is to provide an alternative method
based on stored trajectory data for representing analytical expressions for controllable sets
that can be evaluated efficiently and can provide accuracy guarantees in some cases.
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4.2 Problem Formulation

Problem Setup

We consider a discrete-time system with dynamical model

xk+1 = f(xk, uk), (4.1)

subject to system state and input constraints

xk ∈ X , uk ∈ U . (4.2)

The vectors xk ∈ Rnx and uk ∈ Rnu collect the states and inputs at time k.
The system (4.1) solves a series of n finite-horizon control tasks, {T 1, . . . , T n}, each with

fixed duration T + 1. Each control task T i is defined by the tuple

T i = {X ,U ,P i,Θi},

where X and U are the system state and input constraints (4.2). In this chapter, we consider
environment parameter functions Θi of the form

Θi(xk, k) = zik,

where zik ∈ Rnz denotes a scenario parameter specific to the i-th task at time k. The param-
eters evolve according to an unknown task-invariant, but time-varying, scenario dynamics
function φ:

Θi(xk, k) = zik

= φ(zik−1, k − 1)

= φ(Θi(xk−1, k − 1), k − 1).

We denote the resulting task-specific sequence of k environment scenario parameters as

S i = {zi0, . . . , ziT | zik+1 = φ(zik, k)}. (4.3)

In each control task the system model (4.1) and constraints (4.2) are identical. However,
the task-specific scenario parameters S i generate additional time-varying state constraints
specific to each task’s environment, denoted as

X (Θi(xk, k)) = X (zik) = {x | h(x, zik) ≤ 0}, k = 0, . . . , T. (4.4)

As in our previous definitions of tasks, P i represents the task’s goal set, or the set of
states the system must reach in order to complete the task. Here we specifically define

P i = XT , ∀i ∈ Z+.
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Assumption 6. In this chapter we consider tasks and environment scenarios that all share
a goal set:

X (ziT ) ⊆ XT , ∀i ∈ Z+.

As before, a feasible execution of the task T i in environment scenario S i is defined as a
pair of state and input trajectories

Ex(T i,S i) = (xi,ui), (4.5)

where

xi = [xi0, x
i
1, . . . , x

i
T ], xik ∈ X ∩ X (zik), x

i
T ∈ P i

ui = [ui0, u
i
1, . . . , u

i
T−1], u

i
k ∈ U .

Note that each closed-loop state xik satisfies both the system state constraints and the task-
specific environmental state constraints specified by the parameter zik at time k.

Problem Statement

Consider a dynamical model (4.1) with state and input constraints (4.2), (4.4), and a collec-
tion D of feasible executions (4.5) that solve a series of n control tasks,

D = {Ex(T 1,S1), ...,Ex(T n,Sn)}.

Our aim is to utilize D to find a data-driven state feedback control policy π such that for
any new scenario Sn+1 satisfying Asm. 6 and xn+1

0 ∈ X ∩ X (zn+1
0 ),

f(xk, π(xk)) ∈ X ∩ X (zn+1
k+1 ), ∀k = 0, . . . , T.

By definition, such a policy results in a feasible execution Ex(T n+1,Sn+1).
Critically, we consider that at the start of the new task we do not have access to the

entire scenario Sn+1 nor the scenario dynamics function φ. Instead, at any time k of solving
the new task we know only the current state xk and a limited N -step scenario parameter
forecast,

zn+1
k:k+N = [zn+1

k , ..., zn+1
k+N ]. (4.6)

Assumption 7. In this chapter we assume that we have access to the true scenario parameter
forecast, i.e. that there is no uncertainty in zn+1

k:k+N .

Assumption 8. We assume that there exists a feasible execution of T n+1 from initial state
xn+1
0 which satisfies the environment constraints specified by the scenario parameters Sn+1.



CHAPTER 4. PROBABILISTICALLY SAFE CONTROLLABLE SETS 51

Definitions and Notation

This chapter makes use of the following controllability definitions, reproduced here from
Ch. 1.

Definition 5. For a given set R, the N -step controllable set KN(R) of a system (4.1)
subject to constraints (4.2)-(5.3) is defined recursively as:

Pre(R) = {x : ∃u ∈ U : f(x, u) ∈ R}
K0(R) = R
Kj(R) = Pre(Kj−1(R)) ∩ X (Θ), j ∈ {1, ..., N} .

For all states in the N-step controllable set to R there exists a feasible input sequence of
length N that drives the system into R in N steps.

Definition 6. The set A is controllable to a set R if there exists an N > 0 such that
A ⊆ KN(R).

Note that if an MPC can find a state trajectory ending in a terminal set that is controllable
to the goal set while satisfying the task-specific time-varying environmental constraints, this
guarantees the existence of a feasible state trajectory from the current state to the goal set.

In addition to these definitions, this chapter utilizes ellipsoidal sets. Here we write an
ellipsoid as the image of the unit ball under an affine transformation

Ell(c, P ) = {x | (x− c)>P−1(x− c) ≤ 1}, (4.7)

where c is the center and P the shape matrix of the ellipsoid.

4.3 Probabilistically Safe Controllable Sets

As in the two previous chapters, our goal will be to use stored trajectory data to design
terminal sets for an MPC policy of the form (1.11). Specifically, we will design a terminal
set that is controllable to the task goal. If an iteration of the MPC can find a state and
input sequence ending in a terminal set that is controllable to the task goal, by Def. 3 there
is also a (longer) state and input sequence ending in the task goal.

Common approaches to finding controllable sets typically make one of two assumptions:

1. Knowledge of the entire scenario Sn+1: If the entire task scenario were known, control-
lable sets to the goal Pn+1 could be computed offline using Def. 1 and used as terminal
sets in an MPC, resulting in closed-loop control with guaranteed recursive feasibility.

2. Knowledge of φ: If the scenario dynamics φ can be estimated from the limited scenario
data (4.6) available at time k, controllable sets based on robust predictions of the future
scenario parameters beyond time step k+N could be computed. However, such robust
reachability analysis is difficult for high-dimensional and nonlinear systems, and too
time-consuming for online control.
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Figure 4.1: Offline, we learn a strategy map ḡ from a dataset D containing stored
executions from previous tasks. Online, at each time k, an N -step local environ-
ment forecast zk:k+N is used to determine if a new high-level control strategy sk is
available. Strategies provide instructions how to construct a terminal set XN(sk)
towards which to steer the system.

In our considered context, the limited environment look-ahead (4.6) poses a challenge.
Greedy MPC control using only constraint information available at the current time step
is likely to become infeasible at future time steps, especially if scenario parameters change
quickly with respect to the control horizon.

In this chapter, we propose learning data-driven, strategy-parameterized sets that mimic
the effect of an MPC terminal set that is controllable to a goal set. Before starting the
new task T n+1, we use the stored executions in D to learn time-varying high-level strategy
functions ḡk for k = 0, . . . , T which map a state xk and the furthest available environment
forecast from (4.6) at time k to a strategy state sk:

sk = ḡk(xk, zk+N , θ
?), (4.8)

where θ? are learned parameters. Online, at each time k of solving the new task T n+1, we
evaluate the appropriate mapping (4.8) at the current state and environment forecast, and
use the resulting strategy state to construct an MPC terminal set XN(sk). The construction
approach of these sets will be presented in Sec. 4.6. Lastly, an MPC controller searches for
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a feasible input sequence to steer the system into XN(sk):

u?(xk, zk:k+N) = arg min
uk|k,...,uk+N−1|k

N−1∑
t=0

lk(xk+t|k, uk+t|k) + lN(xk+N |k)·)

s.t. xk+t+1|k = f(xk+t|k, uk+t|k)

uk+t|k ∈ U , ∀t ∈ {0, . . . , N − 1}
xk+t|k ∈ X ∩ X (zk+t), ∀t ∈ {0, . . . , N}
xk|k = xk

xk+N |k ∈ XN(sk)

uk = u?k|k.

Our goal is to learn appropriate strategy mappings ḡk in 4.8 so that using the resulting
terminal sets XN(sk) in a low-level MPC leads to a feasible execution for the new task
despite the limited forecast of the new scenario parameter sequence Sn+1. An overview of
our proposed control architecture is shown in Fig. 4.1. Our approach is split into three parts:

1. using stored data D to find parameterized approximations of controllable sets,

2. learning mappings ḡk (4.8) from a current system state and environment forecast to a
strategy state sk that parameterizes an appropriate controllable set, and

3. using the strategy state sk to construct an inner approximation XN(sk) of the (T −
(k +N))-step controllable set to the task goal P .

Each of these components is addressed in detail in the following sections. In Sec. 4.8 we
also provide feasibility guarantees for the resulting closed-loop control for certain classes of
systems.

A Note About Performance

In this chapter we specifically aim to use strategies to learn data-driven estimates of control-
lable sets to the task goal. Here the strategy state sk only influences the low-level controller
by changing the terminal constraint. The control objective function (e.g. minimize control
effort) can be freely chosen by the control designer without affecting the recursive feasibility
guarantees provided by our proposed terminal constraint. Critically, this also means that
no restrictions are placed on the control objectives that guided the executions of previous
tasks making up our stored data set D. In contrast with [121], we do not make the implicit
assumption that the objectives used to construct D are identical to each other or to the
control objective for the new task T n+1.
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(a) Steps II - IV: forming time-indexed dis-
crete sets Ek, taking the convex hull Ck, and
slicing at a specific scenario parameter zk,
resulting in Ck(zk). Here, xk(1) and xk(2)
are the first and second dimensions of the
system state x at task time k.

(b) Step V: fitting an ellipse Xk(zk) to
the polytopic controllable set approximation
Ck(zk).

Figure 4.2: We use data from previous tasks to find ellipsoidal approximations of
controllable sets for different scenario conditions.

4.4 Approximating Controllable Sets

Our first aim is to find estimates of controllable sets to the task goal Pn+1 ⊇ X (zn+1
T ) using

stored trajectories from previous tasks. These sets are then used as terminal sets in an MPC.

Exact Approaches

As stated in Def. 3, finding controllable sets to a goal set requires recursively intersecting
the backward reachable set of the system (4.1) with the constraint sets applicable at each re-
cursion step (4.2)-(4.4). Efficient methods for finding controllable sets exist for systems with
linear dynamics and convex constraints [44, 67, 104, 95, 105], though these scale poorly with
system dimension [39]. However, this is a difficult and computationally intensive problem in
general, and is typically not well-suited to online computation [32, 38, 1].

Data-Driven Approximation

In order to avoid complex calculations to find exact controllable sets, we use data from
previous tasks stored in D to find approximations of controllable sets. Note that because
the scenario parameters impose additional constraints that must be satisfied at different
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time steps, these controllable sets are specific to a particular task time step k and scenario
parameter zk. Our approach is outlined here, and visualized in Fig. 4.2.

Step 1: Form time-indexed sets of augmented states

We first form augmented states q which stack the recorded system state and environment
parameter at a given time:

qk = [x>k , z
>
k ]> ∈ Rnx+nz . (4.9)

The augmented states from different tasks are collected according to the time at which they
were recorded. At each time k = 0, . . . , T , this set is defined as

Ek =
n⋃
i=1

qik,

and contains the collection of state and scenario parameter pairs from which the system pre-
viously solved a particular control task at time k. Each augmented state in Ek concatenates
a state xk that is controllable to the goal state under environment constraints described by
the corresponding scenario parameter zk and its deterministic evolution 4.3 until the end of
the task. Therefore any set Ek is a subset of the (T − k)-step controllable set to the task
goal set under a specific scenario S i.

Step 2: Take the convex hull of time-indexed sets

To convert these collections of discrete points into polytopic sets, we take the convex hull of
each set:

Ck =

{
n∑
i=1

λiq
i
k

∣∣∣∣∣ λi ≥ 0,
n∑
i=1

λi = 1, qik ∈ Ek

}
(4.10)

= {q |
[
Hx
k Hz

k

]
q ≤ hk},

where Hx
k ∈ Rp×nx and Hz

k ∈ Rp×nz . Note that the resulting set Ck now includes augmented
states that were not included in D, and have therefore not yet been explicitly shown in
previous tasks to be controllable to the task goal.

Step 3: Evaluate at a particular scenario parameter

The convex hull sets Ck are in the space of augmented states (4.9). Given a particular
scenario parameter zk = z̄ at time k, an approximation of the controllable system states can
be determined by obtaining a slice of the set Ck at z̄:

Ck(z = z̄) = {x | [x>, z̄>]> ∈ Ck}
= {x | Hx

kx ≤ hk −Hz
k z̄}.

The resulting set Ck(z̄) is a polytope, and therefore remains convex. An example is shown
in Fig. 4.2a.
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Step 4: Fit an ellipse to the convex hull

Polytopic sets can be challenging to parameterize, especially if the set is multi-faceted or high-
dimensional (since either each vertex or hyperplane must be stored in order to characterize
the set). To reduce the complexity of storing our approximated controllable sets Ck(z), as
a last step we find the largest ellipsoid contained inside each Ck(z), i.e. a vector ck(z) and
matrix Pk(z) such that:

Xk(z = z̄) = Ell(ck(z̄), Pk(z̄)) ⊂ Ck(z̄).

These can be computed via the parameterized semi-definite program

gk(z) = arg max
ck(z),Pk(z)�0

log detPk(z) (4.11)

s.t. ‖Pk(z)hxk,i‖2 + hxk,i
>ck(z) ≤ hk,i − hzk,i>z ∀i = 1, . . . , p.

Where hxk,i and hzk,i are the i-th columns of Hx
k
> and Hz

k
> and hk,i is the i-th element of hk.

When solving (4.11), we may additionally constrain Pk(z) to be a diagonal matrix in order
to ensure that the resulting ellipse is axis-aligned. An example is shown in Fig. 4.2b.

These steps result in a collection of ellipsoidal, data-driven approximations of control-
lable sets, constructed using data stored in D. We re-emphasize that each of these ellipsoids,
parameterized by a center and shape matrix, approximates a set of system states at a par-
ticular time k and a specific scenario parameter zk which are controllable to the goal set in
(T − k) steps.

Remark 3. For systems with linear dynamics and convex state- and environment-dependent
constraints, any point in the time-indexed convex hull (4.10) of controllable states is also
controllable to the task goal. (The proof follows from Thm. 3, shown in A.2.) For such
systems, this approach therefore results in an inner approximation of the true controllable
sets, i.e. Ell(ck(zk), Pk(zk)) ⊂ KT−k(X (zT )). In general, however, points in the convex hull
of states that are individually controllable to a goal set are not necessarily also controllable
to that set [124], though they provide an approximation [46, 78, 47].

4.5 Learning Strategies To Approximate Controllable

Sets

Section 4.4 discussed the first step of our approach: using stored data to find approximations
of controllable sets to the task goal. These sets are ellipsoids parameterized by their center
and shape matrix. When solving the new task T n+1, we will need to find these parameters for
new ellipsoidal controllable sets at each time step, based on the current scenario parameter
forecast (4.6). While it is certainly possible to find such parameters by evaluating gk (4.11)
for each new scenario parameter observed, it can be difficult to do so in real-time for high-
dimensional systems and/or convex hulls with many facets (see Tab. 4.1, which lists the
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p = n3 p = n4 p = n5

n = 3 0.81 [s] 0.88 [s] 1.16 [s]

n = 4 1.52 [s] 2.66 [s] 4.34 [s]

n = 5 9.33 [s] 30.65 [s] 80.14 [s]

n = 6 183 [s] 1001.7 [s] 3964.9 [s]

Table 4.1: As the state dimension n and number of convex hull facets p increases,
the solve time for (4.11) increases significantly. Depending on the application, these
are not suitable for real-time control tasks. Numbers represent the average duration
of ten trials each calculated using Yalmip in Matlab.

computation time required to solve (4.11) in Matlab for a variety of state dimensions and
facet numbers). Thus, our next aim is to find efficient mappings ḡk from a new scenario
parameter zn+1

k to a controllable set parameterization.
We propose to use data stored in D to obtain such functions ḡk which can be efficiently

evaluated and approximate the functions gk defined in (4.11). This will allow for quick
computation of controllable ellipsoidal MPC terminal sets XN(sk) given a new scenario pa-
rameter. Specifically, we propose to use Gaussian processes (GPs) for this function approx-
imation.

Gaussian Process Regression

A GP maintains a probability distribution over functions, and is completely specified by a
mean function µ(x) and a scalar covariance function k(x, x′|θ) (also called the kernel) with
hyperparameters θ. Suppose we are given a GP with µ(x) = 0 and some kernel function
k(·, ·|θ) and want to estimate an unknown function ψ : Rn → R. Then given a data set
X = [x1 . . . xn]> and Y = [y1 . . . yn]> corresponding to noisy evaluations of the unknown
function as yi = ψ(xi) + w where w ∼ N (0, σ2

n), the posterior distribution of ψ(x) is given
by a GP specified by

µ(x|X,Y, θ) = k(x)>(K + σ2
nI)−1Y (4.12)

Var(x|X,Y, θ) = k(x, x|θ)− k(x)>(K + σ2
nI)−1k(x), (4.13)

where

[K]ij = k(xi, x(j)|θ)
k(x) = [k(x, x1|θ), . . . , k(x, xn|θ)]>.

As more training data becomes available, the posterior GPs approximate the unknown func-
tion ψ(·) more accurately provided that it belongs to the Reproducing Kernel Hilbert Space



CHAPTER 4. PROBABILISTICALLY SAFE CONTROLLABLE SETS 58

(RKHS) [89] induced by the kernel k(·, ·|θ). Moreover, the kernel hyperparameters may be
optimized by maximizing the marginal likelihood of the training observations using gradient-
based methods.

GPs have been used in recent predictive control literature to obtain data-driven estimates
of unknown nonlinear dynamics [61, 50, 54, 60]; here we use them to approximate gk.

Training GPs

Using the available dataset D containing successful executions of n control tasks, the GP
training data for each ḡk consists of:

Xk = {(xik, zik+N)}ni=1

Yk =
{(
ck+N(zik+N)Pk+N(zik+N)

)}n
i=1

. (4.14)

The output labels Y contain the center and shape matrix of the ellipse (4.11) approximating
the (T − (k+N))-step controllable set from the scenario parameter zik+N . These centers are
calculated using the data from D as described in Sec. 4.4. Because GPs best approximate
functions with scalar outputs, we train one GP for each dimension of the strategy state, for
a total number of (T −N) · 2nx̃ GPs. Each GP uses the same training input data.

Once training data is formatted, we use Bayesian optimization to learn optimal kernel
hyperparameters that best match the training data (4.14). A variety of solvers exist to
automate this optimization, including GPyTorch and SKLearn in Python and the Machine
Learning toolbox in Matlab. If desired, new hyperparameters can be learned whenever more
executions become available.

Remark 4. As stated in Asm. 7, we consider the case where at any time step k we have an
exact measurement of zk+N , the scenario parameter N steps into the future. If this is not
the case, e.g. if we only have estimates of the future environment, then the entire N-step
environment prediction zk:k+N may be used as input to the GP. This additional information
regarding the expected scenario trajectory may allow the GP to make more informed decisions
in the face of environment uncertainty.

Evaluating GPs

After training, the GPs can be evaluated on state and scenario data from the new task. At
time k of a new task T n+1, we evaluate the GPs at a new query point (xn+1

k , zn+1
k+N). Each

GP returns a one-dimensional Gaussian distribution over output scalars, parameterized by
the posterior mean (4.12) and variance (4.13):

µ(qk) = [¯̃ck+N(zn+1
k+N), ¯̃Pk+N(zn+1

k+N)] (4.15)

Var(qk) = diag([σ2(c̃k+N(zn+1
k+N)), σ2(P̃k+N(zn+1

k+N))]). (4.16)
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The posterior mean (4.15) represents the GP’s best guess based on the training data for
the parameters of the ellipsoidal approximation to the controllable set from the scenario
parameter zn+1

k+N . The posterior variance (4.16) provides additional information about the
uncertainty in each dimension of the parameter estimates. The ability to calculate this
uncertainty using (4.13), and thus how confident the GP is in its prediction at a particular
input, is a useful benefit of using GPs.

These statistics (4.15-4.16) represent the estimated strategy sk at time k:

sk = [µ(qk),Var(qk)] = ḡk(xk, zk+N , θ
?). (4.17)

Next, we describe how we find controllable terminal sets XN(sk) once we have these estimates
of the ellipsoid’s parameters.

4.6 Applying Learned Strategies

The last step in our approach is to use the GP’s calculated strategy state sk (the estimates
of ellipsoid parameters) to construct approximations of the (T − (k + N))-step controllable
set to the task goal. This set can then be used as a terminal set in a low-level MPC. In
particular, at each time k of solving the new task T n+1, we construct ellipsoidal sets XN(sk),
parameterized as:

XN(sk) = Ell(ĉk, P̂k). (4.18)

We would like these ellipsoids to be as similar as possible to the ellipsoids Ell(ck, Pk) con-
structed in Sec. 4.4. Here we describe how to determine ĉk and P̂k from sk to ensure that,
with high probability, Ell(ĉk, P̂k) ⊆ Ell(ck+N(zn+1

k+N), Pk+N(zn+1
k+N)).

Ellipse Center

At each time k of solving the new task, the state xk and environmental forecast zn+1
k:k+N are

available. This information is used as input to the GPs (4.15-4.16), which provides estimates
of the controllable ellipsoid’s center and shape matrix. We define the center of XN(sk) to be
the posterior mean of the estimated center:

ĉk = ¯̃ck+N(zn+1
k+N).

Ellipse Semi-Axes

As in Sec. 4.4, we restrict the semi-axes of the ellipsoid XN(sk) to be axis-aligned. This
restriction ensures that the ellipsoidal shape matrix is a diagonal matrix, resulting in sim-
plifications in the calculations required to ultimately construct XN(sk) in Sec. 4.6 (see, for
example, the simplification introduced in Corollary 1). A downside to enforcing axis-aligned
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ellipsoids is that the resulting controllable set estimate may provide less coverage of the true
controllable set than an arbitrarily-aligned ellipsoid. To minimize this conservatism as much
as possible, the axes should be chosen carefully according to the shapes of the time-varying
constraints.

In particular, we want to choose the ellipsoid’s shape matrix P̂k (and thereby the axis
lengths) such that with high probability (1 − δ) the resulting ellipsoid is contained within
the data-driven ellipsoidal approximation to the true controllable set Xk+N(zk+N):

P̂k = arg max
P̂

log det P̂ (4.19)

s.t. P[Ell(ĉk, P̂ ) ⊆ Ell(ck+N(zn+1
k+N), Pk+N(zn+1

k+N))] ≥ (1− δ).

Our approach to solve (4.19) consists of two steps:

1. rewriting the set containment constraint as a function of the distance between two
ellipsoid centers ĉk and ck+N(zn+1

k+N), and

2. finding a probabilistic bound on this distance between the ellipsoid centers.

We first rewrite the containment constraint. For this, we require the following result.

Lemma 1. Consider the nondegenerate ellipsoids E = {x ∈ Rn | (x − c)>P−1(x − c) ≤ 1}
and Ê = {x ∈ Rn | (x− ĉ)>P̂−1(x− ĉ) ≤ 1}, where ‖c− ĉ‖2 ≤ ε and P � Γ. Then Ê ⊆ E, if
there exist λ > 0 and P̂ � 0 such that the following inequalities hold:

λΓ− P̂ � 0

λε2

λmin(λΓ− P̂ )
+ (λ− 1) ≤ 0.

The proof makes use of the Schur complement and matrix inversion lemma, and is in-
cluded in Sec. A.3.

For axis-aligned ellipsoids, the following corollary allows us to apply element-wise bounds
on the center and shape matrix diagonal:

Corollary 1. If the ellipsoids in Lemma 1 are axis-aligned, i.e. P = diag(p1, . . . , pn) and
P̂ = diag(p̂1, . . . , p̂n), where |ci − ĉi| ≤ εi, and pi ≥ γi for i = 1, . . . , n. Then Ê ⊆ E, if there
exist λ > 0 and p̂i > 0 such that the following inequalities hold:

λγi − p̂i > 0
n∑
i=1

λε2i
λγi − p̂i

+ (λ− 1) ≤ 0, ∀i ∈ {1, n}.

Given an upper bound ε on the distance between ck+N(zn+1
k+N) and ĉk, the centers of

two ellipsoids, and a lower bound Γ on the size of the shape matrix, Lemma 1 provides
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conditions on the shape matrix P̂ such that the resulting ellipse Ell(ĉk, P̂k) is contained
within Ell(ck+N(zn+1

k+N), Pk+N(zn+1
k+N)). The values for ε and Γ are determined from sk using

the uniform error bound provided in [68], which we reproduce below in Lemma 2. Specifically,
Lemma 2 provides conditions on the function gk+N (4.11) and the GP kernel k(·, ·|θ) such
that the deviation between the outputs of the GP mean function (4.17) evaluated at an input
and the function gk evaluated at the same input can be uniformly bounded, i.e. that there
exist constants α and β such that

P
[
|gk+N,j(z)− ḡk,j(z)| ≤ α

√
σ2
j (z) + β, ∀x ∈ X

]
≥ 1− δ

holds jointly over the domain X of gk+N for a chosen probability level (1 − δ), where the
subscript j indicates the j-th element of the vector valued functions.

Lemma 2. (Theorem 3.1 in [68]) Consider a zero mean Gaussian process defined through
the continuous covariance kernel k(·, ·) with Lipschitz constant Lk on the compact set X.
Furthermore, consider a continuous unknown function f : X→ R, sampled from a Gaussian
process GP (0, k(x, x′)), with Lipschitz constant Lf and B ∈ N observations yi = f(xi) + ε,
where ε ∼ N (0, σ2

n) . Then, the posterior mean function µ(·) and standard deviation σ(·) of a
Gaussian process conditioned on the training data {(xi, yi)}Bi=1 are continuous with Lipschitz
constant Lµ and modulus continuity ωσ(·) on X. Moreover, pick δ ∈ (0, 1), τ ∈ R+ and set

β(τ) = 2 log
M(τ,X)

δ

γ(τ) = (Lµ + Lf )τ +
√
β(τ)ωσ(τ).

Then, it holds that

P
[
|f(x)− µ(x)| ≤

√
β(τ)σ(x) + γ(τ), ∀x ∈ X

]
≥ 1− δ.

Details on how to compute the constants in Lemma 2 can be found in Sec. 4.6. Thus,
Lemma 2 provides a probabilistic bound on the deviation between the posterior mean of a
Gaussian process and the function gk from which the GP training data was sampled, which
holds jointly over the entire input space X. The proof of Lemma 2 utilizes the Lipschitz
continuity of the posterior mean and modulus of continuity in order to extend previous
found bounds for a discrete input domain [111] to a continuous input domain. Critically,
this Lipschitz-based approach results in bounds that contain easily calculable parameters,
rather than other related works which utilize RKHS norms.

Using the bounds

ε = Var(ck+N(zk+N))
√
β(τ) + γ(τ)

Γ = µ(Pk+N(zk+N))− Var(Pk+N(zk+N))
√
β(τ)
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in Lemma 1, we can rewrite (4.19) as:

P̂k = arg max
λ>0,P̂�0

log det P̂ (4.20)

s.t. λΓ− P̂ � 0

λε2

λmin(λΓ− P̂ )
+ (λ− 1) ≤ 0.

If Ell(ck+N(zn+1
k+N), Pk+N(zn+1

k+N)) ⊆ KT−(k+N)(Pn+1), then the resulting ellipsoid Ell(ĉk, P̂k) is
with probability (1− δ) contained within the controllable set.

Remark 5. Lemma 2 provides a probabilistic bound on the deviation between the mean
function of a GP and the function gk+N from which the GP training data was sampled. Here,
gk+N is the function mapping a state and forecast to the center of the ellipse Xk+N(zk+N),
formed as described in Sec. 4.4. Note that each function gk+N is only defined in the range of
the collected task data Ck+N . Thus, although the GP can be evaluated outside this range, the
guarantees provided by (4.20) only hold in the span of collected task data.

Implementation

The uniform error bound described by Lemma 2 requires that the function being approx-
imated is Lipschitz continuous with constant Lf . We now show that the function which
maps an environment parameter z̄ to the center of the maximum volume inscribed ellipsoid
of Ck(z̄) (as described in Sec. 4.4) satisfies this requirement.

Lemma 3. Consider the following parameterized optimization problem and let Z ⊆ Rnz be
a compact set of parameters such that the set of feasible solutions within the compact set
x ∈ X ⊆ Rn is nonempty,

g(z) = arg min
x

l(x, z) (4.21)

s.t. hi(x, z) ≤ 0, i ∈ {1, . . . ,m}

where l : Rn×Z 7→ R and hi : Rn×Z 7→ R are convex w.r.t. x with ∇2
xl(x, z) � 0, ∀z ∈ Z.

All functions are C2 in x and C1 in z. If for all z ∈ Z, the optimal solution x? is unique
and LICQ and complementary slackness holds, then the map g : Z 7→ Rn is continuously
differentiable.

Proof. Define the function ξ : Rn × Rm ×Z 7→ Rn × Rm:

ξ(x, λ, z) =


∇xl(x, z) +

∑m
i=1 λi∇xhi(x, z)

λ1h1(x, z)
...

λmhm(x, z)

 .
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It is clear from the statement of the Lemma that for any z̄ ∈ Z, (4.21) is a convex optimiza-
tion problem for which strong duality holds. Therefore, for the primal and dual solution x?

and λ? corresponding to z̄, we have that ξ(x?, λ?, z̄) = 0. Taking the Jacobian of ξ w.r.t. x
and λ, we have

Dx,λξ(x
?, λ?, z̄) =

[
A(x?, λ?, z̄) B(x?, z̄)
ΛB(x?, z̄)> C(x?, z̄)

]
,

where

A(x?, λ?, z̄) = ∇2
xl(x

?, z̄) +
m∑
i=1

λ?i∇2
xhi(x

?, z̄)

B(x?, z̄) =
[
∇xh1(x

?, z̄) . . . ∇xhm(x?, z̄)
]

C(x?, z̄) = diag(h1(x
?, z̄), . . . , hm(x?, z̄))

Λ = diag(λ?1, . . . , λ
?
m).

The block matrix Dx,λξ is invertible when A and C − ΛB>A−1B (the Schur complement of
A) are both invertible. It is straightforward to see that A is invertible from the assumption
on ∇2

xl, i.e. A � 0.
Let I(x?, z̄) = {1, . . . , m̄} denote the set of active inequality constraints at x? and z̄.

Due to the complementary slackness condition, we have that hi(x
?, z̄) = 0 and λ?i > 0 for

i ∈ I(x?, z̄) (note that any active constraints, where both hi(x
?, z̄) = 0 and λ?i = 0, may be

removed from (4.21) without affecting the optimal solution) and hi(x
?, z̄) < 0 and λ?i = 0

for i /∈ I(x?, z̄). We therefore have that

C − ΛB>A−1B

=

[
0

C2

]
−
[
Λ1B

>
1 A
−1B1 Λ1B

>
1 A
−1B2

0 0

]
=

[
−Λ1B

>
1 A
−1B1 −Λ1B

>
1 A
−1B2

0 C2

]
,

where we have partitioned the matrices B,C, and Λ into submatrices corresponding to the
active and inactive inequality constraints respectively. Since x? satisfies LICQ, B1 is full
column rank, which implies that Λ1B

>
1 A
−1B1 � 0. Finally, the complementary slackness

requirement ensures that C2 ≺ 0, and we have that Dx,λξ is full rank and therefore invertible
at (x?, λ?, z̄).

By the implicit function theorem, in an open neighborhood U which contains z̄, there
exists a unique continuously differentiable map g′ : U 7→ Rn × Rm such that g′(z̄) = (x̄, λ̄)
and ξ(x̄, λ̄, z̄) = 0. By strong duality, we have that (x̄, λ̄) must be the solution to (4.21) at
z̄. Define a function which returns the portion of g′(z̄) corresponding to the primal solution.
Since the choice of z̄ ∈ Z was arbitrary, this function is equivalent to g as defined in (4.21),
which concludes the proof.
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While (4.11) does have a unique solution [49], it does not immediately satisfy the require-
ments of Lemma 3 since the Hessian of the cost function is not positive definite. To achieve
this, we can easily modify the objective in (4.11) to arrive at the following strictly convex
optimization problem

arg max
ck,Pk�0

log detPk −
α

2
‖ck‖22 −

β

2
‖Pk‖2F (4.22)

s.t. ‖Pkak,i‖2 + a>k,ick ≤ bk,i − h>k,iz̄, i = 1, . . . , p,

where we have added regularization terms for ck and Pk in the cost function with constants
α, β > 0. Using (4.22) in place of (4.11) when constructing approximate controllable sets
from data may result in slightly different ellipsoidal sets and, therefore, GP training data.
However, we note that as α, β → 0, the solution of (4.22) converges to that of (4.11).

Another potential issue with (4.11) and (4.22) is that for a large number of constraints,
i.e. a polytope with a large number of facets, it is possible that the number of active
constraints exceeds the dimension of the decision space, which would violate the assumption
of the satisfied LICQ conditions required in Lemma 2. However, since we are obtaining the
convex hull from data, we may always limit the number of data points used (at the cost
of conservatism) in the construction of the convex hull. An alternative would be to further
modify (4.22) such that we may obtain unique solutions which are suboptimal with respect
to (4.11), but are strictly in the interior of the feasible set. We can then use Slater’s condition
to establish strong duality in Lemma 3 and obtain the same result.

Lastly, Lemma 3 requires that complementary slackness holds at each optimal solution
x? to (4.11), i.e. that no active constraints are also redundant. In the context of (4.11), this
means that no hyperplanes of the convex hull are tangent to the largest-volume ellipse with-
out constraining the maximum volume the ellipse could have had. While it is theoretically
possible that such a situation occurs, in which case the complementary slackness condition
is not satisfied, this is extremely unlikely for randomly chosen initial conditions of the task
executions and multi-dimensional systems. Furthermore, as in the case of the LICQ require-
ment, by pruning the number of data points used to construct the convex hull, redundant
active constraints can easily be removed in order to satisfy complementary slackness.

Lemma 2 also requires that each unknown function gk is a sample from a Gaussian process
with zero mean and kernel k. Note that many so-called universal kernels [112], including
the squared exponential kernel, can be used to represent continuous functions with arbitrary
precision. Given the results in Lemma 3 confirming the continuity of gk, this requirement is
therefore not restrictive.

Finally, Lems. 1-2 depend on various measures and constants that must be chosen ap-
propriately for good performance and applicability.

• Lf : the Lipschitz constant of gk (existence of which is guaranteed by Lemma 3) can be
estimated from collected data. Alternatively, a probabilistic approach for estimating
Lf from collected data is provided in [68].
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• Lµ and ωσ: these values can be calculated from the Lipschitz constant of the kernel
k and Lf . Formulas for determining these values, which depend only on the training
data and kernel expressions, are included in [68].

• τ and M(τ,X): here, τ represents a grid constant which is used to derive the theorem
in [68]. The covering number M(τ,X) is the minimum number of points in a grid on
X with grid constant τ . While this number can be difficult to calculate in general,
upper bounds can be easily computed. Note that β(τ) only grows logarithmically with
diminishing τ , so that τ can be chosen arbitrarily small so that the effect of γ(τ)
becomes negligible compared to

√
β(τ)ωσ(τ).

Thus, the quantities in Lemma 1 and Lemma 2 are all easily computed or estimated.
This is in contrast with various previous approaches for bounding GP learning errors, which
often require knowing the maximal information gains of training data and RKHS norms of
the functions to be estimated. These are very difficult to calculate, which has historically
resulted in limited rigorous application of the methods in control research.

The Time-Invariant Case

So far we have considered the case where the scenario dynamics function φ explicitly depends
on time k. If this is not the case, i.e. if zik+1 = φ(zik) does not depend on the current time
step k, a simpler approach than the one presented thus far can be taken.

Rather than constructing k polyhedral approximations to k controllable sets, one convex
set C can be found by taking the convex hull of all recorded data (states and environment
parameters), across all k timesteps. This polyhedron can then be sliced and ellipsoids fitted
as described, but unified across all timesteps. A single GP function ḡ can then be used to
approximate the mapping from a new environment parameter z to the strategy state sk.
Besides the construction of a single convex set C and a single GP, the rest of the framework
does not change.

This approach reduces the complexity of estimating controllable sets as well as the number
of different strategy functions that have to be stored. However, because training time of GPs
scales with the cube of the input dimension (4.14), training time may significantly increase
a GP is trained with all data points.

4.7 Low-Level Controller

The low-level MPC controller calculates the input to be applied to the system at each time k.
This input is calculated based on the terminal set XN(sk) constructed around the strategy
state sk, calculated using the GP. If no feasible input sequence ending in XN(sk) can be
found, a safety controller is applied. Here, we formalize this control approach. Guarantees
of recursive feasibility for linear systems are provided in Sec. 4.8.
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MPC Formulation

At each time k of solving the new task T n+1, we construct a terminal set XN(sk) according
to Secs. 4.5-4.6. These sets are used as a terminal set in an MPC,

u?(xk, zk:k+N) = arg min
uk|k,...,uk+N−1|k

N−1∑
k=0

p(xk+t|k, uk+t|k) + q(xk+N |k) (4.23)

s.t. xk+t+1|k = f(xk+t|k, uk+t|k)

uk+t|k ∈ U , ∀t ∈ {0, . . . , N − 1}
xk+t|k ∈ X ∩ X (zk+t), ∀t ∈ {0, . . . , N}
xk|k = xk

xk+N |k ∈ XN(sk)

uk = u?k|k, (4.24)

which searches for a feasible state and input trajectory that minimizes a chosen stage cost p
and terminal cost q, and ends in the terminal set XN(sk). This optimization problem (4.23)
is solved at each time k of solving the new task, and if a feasible input trajectory exists, the
first optimal input u?t|t is applied to the system.

Safety Control

It can occur that (4.23) is an infeasible problem; in other words, that no state-input trajectory
satisfying system and environmental constraints exists that ends in the constructed terminal
set. When this happens, a safety control is activated for time k only, and we choose case
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uk = usk|k, where

us(xk, zk:k+N) = arg min
uk|k,...,uk+N−1|k,λ

N−1∑
k=0

p(xk+t|k, uk+t|k) + q(xk+N |k) (4.25)

s.t. xk+t+1|k = f(xk+t|k, uk+t|k)

uk+t|k ∈ U , ∀t ∈ {0, . . . , N − 1}
xk+t|k ∈ X ∩ X (zt+k), ∀t ∈ {0, . . . , N}
xk|k = xk

xk+N |k =

|Ek+N |∑
i=1

λixik+N

λ ≥ 0,

|Ek+N |∑
i=1

λi = 1

uk = usk|k. (4.26)

The only difference between the safety controller (4.25-4.26) and the strategy MPC (4.23-
4.24) is the terminal set constraint. The safety controller searches for a state and input
trajectory that ends in the convex hull of states from previous trajectories, Ek+N . (Note that
if φ is not time-varying, the safety controller terminal constraint will be the convex hull of
all stored data.)

The safety controller controls the system in a safe manner until a time when a feasible
terminal set XN(sk) is found. Our control approach outlined in Alg. 3 ensures that the safety
controller can always be applied. We show this in Sec. 4.8.

Algorithm

Algorithm 3 summarizes the proposed control policy. Importantly, the approach only requires
a local N -step forecast of the new task environment, rather than the entire environment
scenario. Gaussian processes, trained offline on trajectories from past control tasks, are used
to construct data-driven estimates of controllable sets to the task goal set P . These sets are
constructed at each time step, and used as terminal sets in an MPC controller. When no
feasible input sequence can be found, a safety controller is used at that time step instead.

4.8 Properties of PSCS Policies

For systems with linear dynamics (4.1) and convex state and input constraints (4.2), solv-
ing tasks with convex environment constraints (4.4) evolving according to a linear scenario
dynamics function φ, the convex hull approximation made in Step 3 in Sec. 4.4 is exact. As



CHAPTER 4. PROBABILISTICALLY SAFE CONTROLLABLE SETS 68

Algorithm 3 PSCS Control Policy

1: parameters: λ,Γ, N, δ

2: input: f , X , U , {Ex(T 1,S1), ...,Ex(T M ,SM)}
3: output: policy π for Ex(T n+1,Sn+1)
4:

5: offline:
6: construct approximate controllable sets as in Sec. 4.4
7: train GPs using stored executions as in Sec. 4.5
8:

9: online:
10: for each time step k do
11: collect (xn+1

k , zn+1
k:k+N)

12: evaluate sk = ḡk(x
n+1
k , zn+1

k+N) using (4.15)
13: construct XN(sk) using (4.18)
14: solve MPC (4.23)
15: if (4.23) is feasible then
16: uk = u?k|k (4.24)
17: else
18: solve safety MPC (4.25)
19: uk = usk|k (4.26)

20: end

a result, Ell(ck+N(z̄), Pk+N(z̄)) ⊆ KT−(k+N)(Pn+1), and Ell(ĉk, P̂k) ⊆ Ell(ck+N(z̄), Pk+N(z̄))
for any z̄ = zn+1

k+N ⊆ Ck+N with probability (1− δ). This is stated in Thm. 4.

Assumption 9. The system (4.1) has linear dynamics

xk+1 = Axk +Buk, (4.27)

and is subject to convex system state and input constraints (4.2)

Hxxk ≤ hx

Huuk ≤ ux.

Furthermore, the task scenario function φ is also linear

zk+1 = Ckzk, (4.28)

and imposes convex environmental state constraints

Hz(xk − zk) ≤ hz. (4.29)
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Theorem 4. Consider a system and set of n + 1 tasks satisfying Asms. 6-9. The trajec-
tories of the system solving the first n tasks are stored in D, and data-driven estimates of
controllable sets are calculated according to Secs. 4.4-4.6.

If a new state and scenario parameter for task T n+1 are chosen such that qn+1
0 =

[xn+1
0 , zn+1

0 ] ∈ C0, then

P[Ell(ĉk, P̂k) ⊆ KT−(k+N) ∀k ∈ 0, ..., T −N ] ≥ 1− δ . (4.30)

The proof is detailed in Sec. A.3, and utilizes the fact that for linear systems the time-
indexed convex hull of controllable states is also a controllable set to a task goal.

Theorem 4 states that for linear systems with convex system and environment constraints,
the methods outlined in Secs.4.4-4.6 produce data-driven estimates of controllable sets that
are, with chosen probability (1− δ), subsets of the true controllable set to the task goal with
chosen probability. It follows that using XN(sk) = Ell(ĉk, P̂k) as an MPC terminal set for
these types of systems results in a feasible execution of the new task with probability (1−δ).
This is stated in Thm. 5.

Theorem 5. Consider a system and set of n + 1 tasks satisfying Asms. 6-9. If a new
state and scenario parameter for task T n+1 are chosen such that qn+1

0 = [xn+1
0 , zn+1

0 ] ∈ C0,
then the control approach outlined in Alg. 3 results in a feasible execution of the new task
Ex(T n+1,Sn+1) with at least probability (1− δ).

The proof can be found in Sec. A.3. The key idea is to show that if the initial augmented
state qn+1

0 is in the convex hull of stored trajectory data, using the GP-based controller will
result in a closed-loop trajectory that remains within the convex hull of data. Thus the safety
controller can be applied whenever necessary, resulting in a successful closed-loop trajectory.

Remark 6. The probabilistic bounds provided by Thm. 5 hold true for any function gk with
bounded Lipschitz constant. No linearity or convexity are required. However, Asms. 6-9 are
required to ensure that gk as defined in (4.11) is, in fact, the center of an ellipsoidal set that
is controllable to the task goal. The controllable set approximations undertaken in Sec. 4.4
to define gk are only guaranteed to be true for linear systems with convex constraints.

4.9 Application: Integrator System

We evaluate Alg. 3 in a simulation example. Specifically, we examine the probability of
feasibility in comparison to the safety controller. In Sec. 4.10, we further analyze the com-
putational complexity of Alg. 3 and compare with similar approaches.
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Problem Formulation

We consider a discrete-time, four-dimensional integrator system with state xk and input uk,
evolving according to

xk+1 =


1 0 dt 0
0 1 0 dt
0 0 1 0
0 0 0 1

xk +


0 0
0 0
dt 0
0 dt

uk,
where dt = 0.1[s] corresponds to the discretization sampling time. The system state and
input are box constrained as

−10 ≤ xk ≤ 10

−5 ≤ uk ≤ 5

for all time steps k.
In addition to the box system constraints, the system must satisfy time-varying environ-

mental constraints. At each time k, the state is additionally constrained according to the
element-wise inequality

xk ∈ X (zk) = {x | |x− z|i ≤ 1, ∀i ∈ nx}.

Thus at each time step k, the system state must be inside a square box of length 2 centered
at zk. Furthermore, zk evolves according to

zk+1 = Azzk,

where Az is the optimal LQR feedback to steer a point mass model to the origin with unity
state and input costs. This feedback can be calculated using the discrete-time algebraic
riccati equation. In each new task, the initial environment parameter z0 changes, as does
the resulting environment constraint sequence.

PSCS Implementation and Results

We consider the availability of trajectories solving n = 5000 different instances of this prob-
Lemma Each trajectory is of length T = 50, and is achieved corresponds to the system in
closed-loop with a unity-cost LQR controller with horizon N = T = 50. Thus the stored
trajectories are solved using a batch approach, not receding horizon, and correspond to the
best possible system response for each specific scenario parameter sequence.

These trajectories are used to construct approximate controllable sets as outlined in
Sec. 4.4. In order to minimize the computational effort required to find the convex hull of
such a large number of stored data points, we used a sampling-based approximation method
to first reduce the cardinality of the data before finding the convex hull. Once the convex
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Figure 4.3: The PSCS Alg. 3 proposes a controllable set to the system at each
time step, shown in green. Using this ellipsoidal set as a a terminal set in a low-
level MPC results in a feasible closed-loop trajectory satisfying all time-varying
constraints (blue boxes). The naive MPC without a terminal set fails to complete
the task.

hulls were constructed, the training data for GPs was created. Specifically, we trained GPs
with scaled Matern 1.5 kernels. The resulting GPs provided estimates of controllable sets to
the task goal given a new scenario parameter. All trajectory creation and GP training was
conducted in Python.

After GP training, the strategy functions are used to find controllable set estimates for
a new task, T n+1, with environmental state constraints evolving from the initial parameter
zn+1
0 . We select a desired constraint satisfaction rate of 99%. At each time step k, a 4-step

environmental forecast is used to evaluate the GPs and construct appropriate terminal sets
according to (4.18). These sets are then used in a low-level MPC controller (4.23) with
control horizon N = 4.

An example trajectory is depicted in Fig. 4.3, which shows the system’s closed-loop
trajectory through the sequence of time-varying box constraints as it moves towards the
task goal set at the origin. At each time step, the GP-constructed terminal set steers the
system towards a part of the state space from which a feasible input sequence exists to the
task goal set. The size of the terminal constraint set shrinks as we approach the end of
the task—this can be seen both on the x-y trajectory plot and the individual state plots
(Fig. 4.4). This occurs because as the system approaches the origin, the GP becomes less
uncertain in its predictions; all previously seen task environments converged to the origin,
so the GP has seen this situation before. As a result, the GP variances decrease and the
terminal set according to (4.18) shrinks.

As is clear in Fig. 4.3, the system moves smoothly through the task, and is well within
the task constraints at each time step. However, when we solved the task using a naive
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Figure 4.4: As the system solves the new task, it plans 4-step open-loop trajec-
tories ending in the GP-constructed terminal sets (shown in green). The terminal
sets ensure that the system will be able to satisfy future unknown environmental
constraints.

MPC controller with planning horizon N = 4 and no terminal constraint, the closed-loop
system becomes highly unstable. Because the short-sighted controller only plans to satisfy
constraints up to N = 4 steps in advance, the controller is purely focused on minimizing the
control objective. Shortly upon beginning the task, the controller becomes infeasible. In an
evaluation of 850 tasks, the PSCS control found a feasible execution for 848 tasks, while the
naive MPC feasibly completed only 462 tasks.

Even with added noise or state uncertainty, the system using the PSCS controller would
be able to complete this task with use of the suggested terminal set. For further analysis, we
evaluated our controller in a series of ten new tasks when subjecting the system to additive
noise sampled from N (0, 0.02). The PSCS controller successfully completed all ten tasks,
while the naive MPC controller became infeasible in each one. This clearly demonstrates
the necessity for using an appropriate terminal in changing environments, and the PSCS
provides a structured way of using data to construct such sets.
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4.10 Discussion

Other Approaches

Traditional approaches for tackling the unknown environment with limited horizon problem
would typically fall into three categories: (i) solving a short-horizon MPC problem without a
terminal set, (ii) estimating φ from data, or (iii) interpolating between the stored data using
convex hull methods. Here we compare our proposed algorithm with each such method.

Approach 1: Solving MPC with limited forecast

An alternative approach is to simply solve an MPC problem using the limited environment
forecast zk:k+N at each time step, without a controllable terminal set, as implemented by
[55, 83]. While this method is easy to implement, there are no guarantees the controller is
recursively feasible. Therefore it is possible that the closed-loop system will become unsafe
at some point during the task. This can be prevented with chosen probability (1− δ) using
Alg. 3.

Approach 2: Estimating φ from data

Given information from stored trajectories about how the scenario parameters z evolved
in previous tasks, one approach is to estimate φ from this transition data. In the case of
linear scenario functions, this is a simple regression problem, which can be completed entirely
offline. Once an estimate φ̂ has been determined, the entire scenario Sn+1 can be determined
from the initial parameter zn+1

0 , and controllable sets to P can be calculated according to
Def. 1. These controllable sets can then be used as terminal sets in an MPC. If φ can be
estimated exactly, then using the calculated controllable sets as terminal sets in an MPC
will result in a feasible task execution. This is explored in [73, 71, 76].

Unless φ is linear or otherwise clearly parameterized, estimating φ may not be straight-
forward. Additionally, calculating reachable sets for nonlinear dynamics is known to be very
challenging. While the estimation of φ from stored data can be completed entirely offline,
the scenario propagation and controllable set calculation can only be completed once zn+1

0

is known. This can be problematic, as the controllable set calculation can be time-intensive,
and may not finish before the first input u0 must be applied to the system. If the calculation
does not finish quickly enough, the safety controller (4.25-4.26) can be applied for the first
few time steps, which may lead to sub-optimal control performance.

If φ cannot be estimated exactly, then robust backwards reachable sets must be calcu-
lated. Depending on the uncertainty in φ̂, these robust backward reachable sets may be
very small or even empty, resulting in an infeasible MPC. In contrast, the controller outlined
in Alg. 3 evaluates very quickly, and does not require any backward propagation, with or
without uncertainty.
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Approach 3: Interpolating between stored data

A third approach is to write the initial state xn+1
0 and scenario parameter zn+1

0 as a convex
combination of stored data points, and apply the corresponding convex combination of stored
inputs. Note that this is a similar approach to our proposed safety controller (4.26). As
shown in [98], if Asms. 6-9 hold, this results in a recursively feasible trajectory that satisfies
all system and task constraints. Otherwise, there are no feasibility guarantees using this
approach.

Depending on the dimension of the system and the size of the dataset D, finding ap-
propriate convex hull multipliers can be very slow. As was the case with Approach 2, this
interpolation may take too long for a real-time control scenario. Additionally, because the
input sequence is fixed once convex multipliers are found, no additional control objectives
can be taken into account. In contrast, Alg. 3 only affects the terminal constraint; the control
objective function can be chosen as desired.

Our Approach

In contrast with the above approaches, the framework outlined in Alg. 3 has three main
benefits:

1. not requiring any online set propagation at the start of the control task,

2. taking uncertainty into account in a probabilistic way, thus allowing the control de-
signer to trade off acceptable risk and performance, and

3. allowing for any control objective function.

Complexity Evaluation

Offline Evaluation

The proposed Alg. 3 requires significant offline calculation. Finding the convex hull of
stored trajectory data (as required to find approximate controllable sets in Sec. 4.4) becomes
very slow as the state dimension and number of states increases. Various approximation
techniques exist to reduce the computational burden, including data pruning techniques
before calculating the convex hull, but it remains a significant bottleneck. As demonstrated
in Tab. 4.1, finding the largest ellipsoid inside a convex hull of points (as required to create
the training data labels) scales similarly poorly. The last offline step is to train several GPs,
one for each state dimension and trajectory time step. As previously described, GP training
time scales with the number of training samples cubed.

Thus, the overhead required to train a function that estimates controllable sets is exten-
sive. However, in contrast with the task decomposition methods proposed in Ch. 2-3, the
algorithm outlined here does not have to repeated for each new task environment. The offline
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calculations only have to be performed once in order to solve a variety of new tasks, and
only need to be repeated as desired (e.g. to take more new task information into account).

Online Evaluation

At each time step k of solving the new task, Alg. 3 evaluates nx GPs, solves an SDP in
order to find the ellipse shape matrix, and solves a QCQP optimization problem to plan a
trajectory ending in the ellipsoidal terminal set. We compare the online evaluation speed of
the PSCS method with two other controllers:

1. an MPC controller that solves gk (4.11) to exactly find the largest ellipse inside the
convex hull, and utilizes it as a terminal set, and

2. the safety controller detailed in (4.25).

We evaluate these controllers on a double integrator system with dynamics

xk+1 = Inxk + Iunuk,

where Inx is the identity matrix of state dimension nx, and Iunx a stacked vector with
nx − 1 zeros atop a single one. We consider various state dimension sizes nx, using the
same MPC horizon of N = 10. In each case, we consider the availability of p previously
recorded trajectories, and that the convex hull of this stored trajectory data has already
been calculated offline.

Results are shown in Tab. 4.2. Note that each entry contains the average evaluation
time over 100 trials, normalized by the evaluation time required by the safety controller.
For reference, the safety controller with (n = 2, p = 8) required 0.02 seconds to evaluate,
and (n = 7, p = 76) required 0.04 seconds. As the state dimension or number of stored
trajectories increases, solving gk to find the MPC terminal set quickly becomes excessively
slow. For a four-dimensional system with 64 recorded task trajectories, solving gk to find the
largest ellipse within the convex hull of the stored task data is more than nine times slower
than using PSCS control. This demonstrates the value of using GPs to quickly approximate
the gk function. As a result of the excessive calculation times, we only tested the gk MPC
on a small subset of scenarios.

The trend is more complicated for PSCS. For systems with low state dimension n and
small dataset sizes p, the PSCS controller takes nearly twice as long as the safety controller.
However, as the state dimension or dataset size increase, the performance gap shrinks, until
eventually the PSCS controller outperforms the safety controller in several scenarios. This
is because convex hull calculations become very inefficient for large state dimensions and
numbers of vertices—as the dataset grows, the size of the safety control optimization prob-
lem grows proportionally, requiring more auxiliary variables. In contrast, the size of the
PSCS optimization problem only depends on the state dimension. The PSCS controller does
require a GP evaluation, but this can be very efficiently implemented using programs such
as GPyTorch.
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gk MPC

PSCS
p = n3 p = n4 p = n5 p = n6 p = n8

n = 2

3.44

1.81

3.55

1.84

—

1.90

—

1.97

—

1.83

n = 3

5.78

1.71

6.36

1.69

—

1.67

—

1.59

—

0.93

n = 4

16.6

1.80

33.3

1.72

—

1.50

—

1.11
—

n = 5

107

1.53

—

1.64

—

1.20

—

0.49
—

n = 6

—

1.68

—

1.43

—

0.74
— —

n = 7

—

1.57

—

1.15

—

0.47
— —

Table 4.2: We compare the online evaluation time required at each time step for
three different control approaches. Numbers represent the average duration of 100
trials each calculated using Mosek in Python, normalized by the evaluation time
required by the safety controller for each n and p combination. For reference,
the safety controller with (n = 2, p = 8) required 0.02 seconds to evaluate, and
(n = 7, p = 75) required 0.04 seconds.
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Controller Region of Attraction

GPs are typically used to represent nonlinear functions, for which the convex hull is an
inexact approximation. However, the results in Tab. 4.2 demonstrate that PSCS can offer
utility even for linear systems with convex constraints. While for low-dimensional systems it
is faster to replace the GP approximation with the convex hull, for high-dimensional systems
it is more efficient to use the GP approximation.

However, we note that the PSCS controller does have a smaller region of attraction than
the convex hull safety controller. This is a direct result of the PSCS controller learning
to construct sets that are inner approximations of the true controllable sets (see Sec. 4.4).
Therefore there may be parts of the state space from which an MPC controller with a convex
hull terminal constraint is feasible, but an MPC with a (smaller) PSCS-constructed terminal
set is not. The degree to which the PSCS region of attraction is smaller than that of the
convex hull controller of course depends on how well axis-aligned ellipsoids can cover the
area of the controllable sets.

In simulation trials of 850 different tasks for which the convex hull controller was feasible,
848 were successful using the PSCS controller in conjunction with the backup safety controller
(i.e. as described in Alg. 3). When we additionally tested the performance of a pure-PSCS
controller (i.e. no safety controller was ever implemented; if the PSCS-constructed terminal
set was infeasible at any time step, the task execution ended as a failure), it resulted in
successful completion of 786 tasks. Thus, much of the shrinkage in the region of attraction
can be well-mitigated by utilizing the safety controller when necessary.

4.11 Conclusion

In this chapter, we proposed a data-driven hierarchical framework for safe model predictive
control in unknown environments with time-varying constraints. We consider a discrete-time
dynamical system and the availability of state-input trajectories that solve a variety of tasks
in various environments. In each task, the system state and input constraints are identical,
but a task-specific environment model generates additional task-specific state constraints
which are satisfied by the respective trajectories. Our framework provides a method for
estimating controllable sets from stored trajectories solving previous tasks, as a function of
the parameterized environment model. While we assume that the environment constraints
in previous tasks were all different, the approach requires that the environment constraints
evolve according to a shared time-varying dynamics function and that all tasks share a
common task goal.

Offline, before beginning the new task, Gaussian process strategy functions are learned
from stored data. Online, while solving the new task, the strategy functions are evaluated
at a short-term environmental forecast, and the output is used to construct an ellipsoidal
approximation of the controllable set to the task goal set. Finally, the set estimates are used
as terminal sets in a low-level MPC; the MPC objective function can be designed as desired,
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irrespective of the estimated controllable set. For linear systems with convex system and
environment constraints, we prove that the ellipsoidal sets are subsets of the true controllable
sets with arbitrarily high probability, and are thus true controllable sets to the task goal.
As a result, we can demonstrate our approach is guaranteed to result in a feasible execution
for the new task. We evaluated this approach in various applications, and provide extensive
comparisons with other methods for estimating controllable sets and performing MPC in
time-varying environments.

In the next chapter, we more broadly consider the notion of strategies in navigation tasks,
how they may be extracted from trajectory data, and safely integrated in a low-level MPC.

Extensions

The approach presented in this chapter considers a specific instantiation of the changing
environment problem, and makes several assumptions about the problem setup. Here we
briefly discuss how Alg. 3 could be extended in various ways.

Variable task length:

At the beginning of this chapter we made the assumption that all recorded task trajectories
are of the same finite length T . This is critical as our proposed approach utilizes time-
indexed strategy functions ḡk to construct controllable set estimates. If the task goal set P
is an invariant set, our approach still holds for variable task lengths. Otherwise, a single more
general, time-independent strategy function could be used. This function ḡ could consider
the entire environment forecast zik:k+N as input, which may provide additional insight, though
retaining probabilistic containment guarantees is not straightforward in this case.

Multiple possible scenario dynamics functions φ:

Here we have assumed that in each considered task, the environment constraints evolve
according to a fixed function φ. Another worthy extension is to consider the situation where
each task evolves according to some φi ∈ Φ, where Φ is a finite set of functions each φi

could be. In such a case, φi could be estimated from the environment forecast zik:k+N , either
explicitly before estimating the strategy or implicitly by including it as additional input to
the GP. Alternatively, an initial classifier scheme could convert the environment forecast into
a probability distribution over Φ, and the p number of most likely φ ∈ Φ could be considered
individually.

Expanding guarantees to nonlinear systems:

While Alg. 3 can certainly be used to construct controllable set approximations for nonlinear
systems, the probabilistic guarantees described in Thms. 4-5 only hold for linear systems.
The linear dynamics requirement stems from the fact that the entire convex hull of control-
lable states is guaranteed to also be controllable only if the system is linear and constraints
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convex. Thus the controllable set approximation described in Sec. 4.4 is only exact for linear
systems. If another way could be proposed for constructing approximate controllable sets
that is also exact for nonlinear systems, our guarantees could hold. However, this is a diffi-
cult problem in general. Note that an additional consideration for nonlinear systems would
be the design of an appropriate safety controller (4.25).
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Chapter 5

Hierarchical Predictive Learning

5.1 Introduction

The previous three chapters proposed different ways for using stored task data to find ap-
proximations of controllable sets for the new task, either by directly using trajectory libraries
or a function encoding the trajectory libraries. These controllable set estimates could then
be used as a terminal set in a low-level MPC.

In Chapter 4, we began considering the notion of using strategies to represent control-
lable sets. Now, we formalize this notion of using stored data to learn generalizable control
strategies for navigation tasks. The inspiration for this work was how humans learn naviga-
tion tasks and then generalize them: by learning environment-dependent strategies, rather
than specific actions.

We will introduce a hierarchical predictive learning architecture that learns such strategies
from stored task data and then applies the strategies to the new task. At each time step,
based on a local forecast of the new task environment, the learned strategy consists of a
target region in a reduced-dimension state space and input constraints to guide the system
evolution to this target region. These target regions are used as terminal sets by a low-level
model predictive controller.

In this chapter, we show how to (i) design the target sets from past data, and then (ii)
incorporate them into a model predictive control scheme with shifting horizon that ensures
safety of the closed-loop system when performing the new task. We prove the feasibility of
the resulting control policy, and apply the proposed method to robotic path planning, racing,
and computer game applications. We will conclude with a discussion on the benefits using a
hierarchical framework can offer for control generalizability, modularity, transparency, and
safety.

This chapter is organized as follows. Section 5.2 formalizes the background information
and problem statement. Section 5.3 introduces the Hierarchical Predictive Learning Control
Framework, which is detailed further in Secs. 5.4-5.7. We conclude with a proof of the
feasibility of our proposed policy and three example applications. We conclude this chapter
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with a discussion in Sec. 5.12.
The results presented in this chapter have also appeared in:

• C. Vallon and F. Borrelli. “Data-driven hierarchical predictive learning in unknown
environments.” In: 2020 IEEE 16th International Conference on Automation Science
and Engineering (CASE). 2020, pp. 104-109.

• C. Vallon and F. Borrelli. “Data-driven strategies for hierarchical predictive control
in unknown environments.” To appear in: 2021 Transactions on Automation Science
and Engineering (TASE).

5.2 Problem Formulation

As before, we consider a discrete-time system with dynamical model

xk+1 = f(xk, uk), (5.1)

subject to system state and input constraints

xk ∈ X , uk ∈ U . (5.2)

The system (5.1) solves a series of n control tasks {T 1, . . . , T n}. Each control task T i is
defined by the tuple

T i = {X ,U ,P i,Θi},

where X and U are the system state and input constraints. P i ⊂ X denotes the task target
set the system needs to reach in order to complete task T i.

Recall that for each task T i, the environment descriptor function Θi maps the state xk
at time k to a description of the local task environment. In this chapter we only consider
state-dependent, but time-invariant, functions Θi(xk). The set of states satisfying the en-
vironmental constraints imposed by this local task environment are denoted by E(Θi(xk)).
We write the joint system and environment constraints as

xk ∈ X (Θi(xk)) = E(Θi(xk)) ∩ X . (5.3)

For notational simplicity, wherever it is obvious we will drop the state dependence and denote
the combined system and environment constraints (5.3) as X (Θi).

The control architecture proposed in this chapter relies on forecasts of the task environ-
ment, which can be obtained using the environment descriptor function. At time k, we can
use the system model (5.1) to predict the system state across a horizon T ,

x̂ik:k+T = [x̂ik, x̂
i
k+1, . . . , x̂

i
k+T ],
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and evaluate the environment descriptor function along this forecast state trajectory. This
provides a forecast of both the upcoming task environment Θi(·) and environmental con-
straints E(Θi(·)):

θik:k+T = [Θi(x̂ik), . . . ,Θ
i(x̂ik+T )]. (5.4)

In the context of the autonomous racing example, we can evaluate Θi at forecasts of the
system state in order to get predictions for the upcoming racetrack curvature, which can be
evaluated from e.g. camera images (Fig. 1.1).

Problem Definition

Given a dynamical model (5.1) with state and input constraints (5.2), (5.3), and a collection
of feasible executions (2.5) that solve a series of n control tasks, {Ex(T 1,Θ1), ...,Ex(T n,Θn)},
our aim is to find a data-driven control policy π(x) that results in a feasible and high-
performance execution of a new task in a new environment: Ex(T n+1,Θn+1).

In addition to satisfying the new environment constraints, the execution should try to
minimize a desired objective function J(xn+1,un+1). In contrast with Chapter 2-3, in this
section we do not explicitly take a cost function J into account. Instead, we assume that the
stored executions from previous tasks T i were collected using control policies that aimed to
minimize the same cost function J(xi,ui). Thus the desired objective function J is implicitly
associated with the stored data. If this assumption does not hold, the method proposed in
this chapter will still provide a feasible trajectory.

5.3 Hierarchical Predictive Learning Control

We propose a data-driven controller that uses stored executions from previous tasks to find
a feasible policy for a new task in a new environment. Instead of simply adapting the stored
executions from previous tasks to the changed environmental constraints of the new task,
we learn generalizable and interpretable strategies from past task data, and apply them to
the new task. Our approach is inspired by how navigation tasks are typically explained to
humans, who can easily generalize their learning to new environments by learning strategies.

A Motivating Example

Consider learning how to race a vehicle around a track. If a human has learned to race a
vehicle by driving around a single track, they can easily adapt their learned strategy when
racing a new track.

A snippet of common racing strategies1 taught to new racers is depicted in Fig. 5.1. The
most basic rules are guidelines for how to find the racing line, or the fastest possible path

1As taught at online racing schools such as Driver 61: https://driver61.com/uni/racing-line/

https://driver61.com/uni/racing-line/
https://driver61.com/uni/racing-line/
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Figure 5.1: Sample of strategies taught at various online racing schools.

around the track, which is directly determined by the track curvature. Drivers are instructed
where along the track to brake, steer, and accelerate, and how to find these locations for
curves of different shapes.

The environmental constraints imposed on the vehicle (lane boundaries) are parameter-
ized by the track curvature. This environmental descriptor gives rise to physical areas along
the track with respect to which racing rules are then explained, e.g. “brake at the braking
point, then cut the curve at the apex and aim for the outside of the straightaway.” The
strategies here consist of sections of the track towards which to aim the vehicle as well as
acceleration profiles to apply along the way. Importantly, the locations of these regions only
depend on the local curvature; the track curvature a mile away has little impact on the
location of the apex in the curve directly ahead.

We also note that the strategies are explained using only a subset of the state space:
the distance from the centerline. Given guidelines on this subset, the driver is free to adjust
other states and inputs such as vehicle velocity and steering in order to satisfy environmental
constraints.

Principles of Strategy

Based on this real-life intuition, we propose three principles of navigation strategy:

1. Strategies are a function of a local environment forecast
(e.g. radius of curvature of an upcoming track segment)

2. Strategies work in a reduced-order state space
(e.g. distance from center lane)

3. Strategies provide target regions in the (reduced-order) state space for which to aim,
and input guidelines for getting there
(e.g. “braking point”, “turn-in point”, “exit point”)

The control architecture proposed in this chapter formalizes the above principles of strategy,
and shows how to incorporate such strategies into a hierarchical learning control framework.
In particular, we focus on two aspects. First, we show how to learn generalizable strategies
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Figure 5.2: The Hierarchical Predictive Learning (HPL) control architecture. At
time k, the state xk and T -step environment forecast θk:k+T are used to evaluate the
control strategy. A strategy consists of reduced dimensions sets, X̃k+N and Ũk:k+N ,
towards which to steer the system in the next N time steps and input guidelines for
getting there. These sets are used to construct a full-dimension target set, Xk+N ,
used as a terminal set in an MPC controller with horizon NMPC. At each time k,
SetListk determines the relationship between N and NMPC. The low-level control
loop is drawn in black, and shaded yellow blocks indicate control design choices.

from stored executions of previous control tasks. Second, we show how to integrate the
learned strategies in an MPC framework so as to guarantee feasibility when solving a new
control task in real-time.

Implementation

Hierarchical Predictive Learning (HPL) is a data-driven control scheme based on applying
high-level strategies learned from previous executions of different tasks. The HPL controller
modifies its behavior whenever new strategies become applicable, and operates in coordina-
tion with a safety controller to ensure constraint satisfaction at all future time steps.

An overview of the control architecture is shown in Fig. 5.2. Offline, before beginning the
new control task, stored executions from previous tasks are used to train strategy functions
of a desired parameterization (Sec. 5.4). After training, the controller can solve new tasks.
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Online, at each time k, an T -step local environment forecast θk:k+T (5.4) is used to determine
if a new high-level control strategy is available (Sec. 5.5). A strategy consists of state and
input sets in reduced dimensions, X̃k+N and Ũk:k+N , that provide a set towards which to
steer the system in the next N timesteps, as well as input guidelines for getting there. The
strategy sets are used to construct a target set in the full state space, Xk+N . We note the
difference between the environment forecast horizon T and the strategy prediction horizon
N (Sec. 5.4). Lastly, an MPC controller with prediction horizon NMPC calculates a low-level
input uk to reach the target set (Sec. 5.6).

There are five key design and control challenges:

1. representing the strategy mathematically,

2. choosing appropriate horizons N , T , and NMPC ,

3. lifting the reduced-dimension strategy set into a full-dimension target set,

4. ensuring closed-loop strategy effectiveness at solving the new task, and

5. ensuring constraint satisfaction and recursive feasibility of the receding horizon control
problem.

In the following sections, we address each of these challenges in detail and prove the feasibility
of the resulting HPL control law. First, we show how to learn generalizable strategies from
stored executions of previous tasks. Second, we show how to integrate the learned strategies
in an MPC framework so as to guarantee feasibility when solving a new control task in
real-time.

5.4 Learning Strategies From Data

This section addresses the first aim of our chapter: learning generalizable strategies from
stored data of previously solved tasks. We consider strategies to be maps from a state and
environment forecast to reduced-dimension strategy sets:

(X̃k+N , Ũk:k+N) = S(xk, θk:k+T ), (5.5)

where xk is the system state at time k and θk:k+T the T -step environment forecast. X̃k+N
represents a strategy set in reduced dimension that the system should be in N timesteps into
the future, and Ũk:k+N provides constraint guidelines for a reduced dimension of the input
as the system travels towards X̃k+N .

There are several ways of representing the strategy function S in (5.5), including model-
based methods that use an explicit model for how variations in task environments affect the
optimal control input [14]. In this work we instead opt for a data-driven approach, using
stored executions (2.5) that solve related tasks.
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Strategy States and Inputs

The strategy function outputs reduced-dimension state and input sets. We refer to the
space where these reduced-dimensional sets lie as “strategy state space” and “strategy input
space.”

We define the strategy state at each time k as

x̃k = g(xk,Θ) ∈ Rnx̃ , (5.6)

where g maps the full-dimensional state xk into the corresponding lower-dimensional strategy
state x̃k. Similarly, the strategy inputs are

ũk = r(uk,Θ) ∈ Rnũ , (5.7)

where r maps the full-dimensional input at time k into lower-dimensional strategy inputs.
These mapping functions may depend on the task’s environment descriptor function Θ -
for example, a strategy state x̃ measuring the distance from a race track centerline depends
on the shape of the centerline, which is described by Θ. We denote the strategy state and
strategy input spaces as

X̃ = {x̃ | x̃ = g(x,Θ), x ∈ X} (5.8)

Ũ = {ũ | ũ = r(u,Θ), u ∈ U}. (5.9)

Remark 7. The functions g and r may be any functions mapping X and U to a reduced-
dimension space. They are not limited to indexing functions, i.e. we do not require x̃k to be
a subset of X .

We use strategy states and inputs (rather than the full states and inputs directly) to
allow for simplification and generalization. While all system states and inputs affect the
system’s trajectory via the dynamics (5.1), when solving complex tasks a subset of states
and inputs are likely to be especially informative as to how the system should respond to
the upcoming environment.

The choice of strategy states and inputs is therefore critical. Strategy states and inputs
must be meaningful to solving the task at hand, and it must be reasonably expected that
a strategy mapping (5.5) from an environment forecast to these strategy spaces can be
formulated. If the chosen strategy states and inputs are not correlated with (i.e. can not be
predicted from) the environment forecast, new strategy states must be chosen.

Initially, all system states and environment descriptions can be considered as candidate
strategy states. Because reducing the number of strategy states can improve generalizability,
this list should then be trimmed as much as possible (or as much as required for computa-
tional tractability). Human knowledge can provide insight into what states are likely to have
an impact on optimal behavior, and therefore which strategy states and inputs to choose.
In the autonomous racing task, for example, a control designer will know that it is easier
to use the track curvature forecast to predict the vehicle’s future distance along and from
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the centerline than a future yaw rate. Note that strategy states should encode information
about both task objective and task safety.

If no human intuition can be incorporated, data-driven methods could instead be used to
find appropriate strategy states and inputs. Clustering methods or dimensionality-reduction
methods such as PCA can estimate what states are most important for determining the strat-
egy. Recent work [12], for example, proposes forming aggregate (or representative) features
out of system states in order to reduce the problem dimension in Dynamic Programming -
this approach could similarly be applied to finding strategy states for HPL. Using data-driven
methods to determine the best choice of strategy states, particularly for complex tasks, is
an avenue for future research.

In general, we suggest using intuition about the task to narrow the list of potential
strategy states as much as possible, and using data-driven feature selection methods in the
final stages if strategy performance using only hand-derived features is lacking. Sections
5.9-5.11 provide several examples for choosing strategy states for navigation tasks.

Remark 8. It may also be beneficial to use the current strategy state x̃k, rather than the
current state xk, as an input to the strategy function (5.5). This can further improve the
generalizability of the learned strategy, as fewer values have to match between the new en-
vironment and the stored task data (2.5). The notation in the remainder of this chapter
constructs the strategy input using the full state xk, but the approach and theory remain the
same if the strategy state space is used instead.

Representing the Strategy

Thanks to an immense amount of machine learning research, there are myriad ways to rep-
resent the strategy function S in (5.5). We propose using Gaussian processes (GPs). GPs
have frequently been used in recent predictive control literature to provide data-driven esti-
mates of unknown nonlinear dynamics [50, 54, 60]. Specifically, GPs are used to approximate
vector-valued functions with real (scalar) outputs.

Given training data (input vectors and output values), GPs use a similarity measure
known as “kernel” between pairs of inputs to learn a nonlinear approximation of some true
underlying input-output mapping ψ : Rn → R. The kernel k(x, x′|θ) represents the learned
covariance between two function evaluations x and x′, and is parameterized by a set of
hyperparameters θ. Once the hyperparameters of the kernel have been optimized, typically
by maximizing the marginal likelihood of the training observations using gradient-based
methods, the GP can be queried at a new input vector. Given a training data set X =
[x1 . . . xM ]> and Y = [y1 . . . yM ]> corresponding to noisy evaluations of the unknown
function as yi = ψ(xi) + w where w ∼ N (0, σ2

n), the posterior distribution of ψ(x) is given
by a GP specified by

µ(x|X,Y, θ) = k(x)>(K + σ2
nI)−1Y (5.10)

σ2(x|X,Y, θ) = k(x, x|θ)− k(x)>(K + σ2
nI)−1k(x), (5.11)
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where

[K]ij = k(xi, x(j)|θ)
k(x) = [k(x, x1|θ), . . . , k(x, xM |θ)]>.

As more training data becomes available, the posterior GPs approximate the unknown func-
tion ψ(·) more accurately provided that it belongs to the Reproducing Kernel Hilbert Space
(RKHS) [89] induced by the kernel k(·, ·|θ). When evaluated at a new input, the GP returns
a Gaussian distribution over output estimates; thus GPs provide a best guess for the output
value corresponding to an input (mean) and a measure of uncertainty about the estimate
(variance). This allows us to gauge how confident the GP is in its prediction at a particular
input, a critical component of the HPL framework. A review of GPs in control is provided
in [61].

We note that the robust MPC community often prefers stochastic models with bounded
support [21] to GPs, in order to have strict safety guarantees. Our approach can be extended
to these types of models as well.

Training the Strategy (Offline)

We train GPs to predict the values of the strategy states (5.6) and inputs (5.7) at N timesteps
into the future, based on the current state and T -step environment forecast. Each GP
approximates the mapping to one strategy state or input:

µ(x̃), σ2(x̃) = GP(xk, θ
i
k:k+T ), (5.12)

where µ and σ2 represent statistics of the Gaussian distribution over strategy state estimates.
GPs best approximate functions with scalar outputs, so we train one GP for each strategy
state and input (a total of nx̃ + nũ number of GPs). The learned GPs capture high-level
strategies that were common to a variety of previously solved, related tasks. We note that
the GPs are evaluated only at the current state and environment forecast—they are time-
invariant and do not depend on the new task beyond the environment forecast.

We use the stored executions (2.5) from previous control tasks to create GP training
data. The training output data for each GP contains the strategy state or input the GP is
learning to predict. After solving n control tasks, the training data consists of:

D = {z = [z10 , z
1
1 , . . . , z

1
D1−N , z

2
0 , . . . , z

n
Dn−N ]> (5.13)

y = [y10, y
1
1, . . . , y

n
Dn−N ]>.

Each input vector zik corresponds to the output yik, where

zik = [(xik)
>, (θik)

>, (θik+1)
>, ...,(θik+T )>], i ∈ [1, n], k ∈ [0, Di −N ], (5.14)

and θik denotes the local environment at time k of the ith control task. We note that in
(5.14), each GP uses the same training input data, but this need not be the case.
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The corresponding output entry yik contains the value of the strategy state of interest at
N time steps in the future:

yij = (x̃ik+N)>, i ∈ [1, n], k ∈ [0, Di −N ].

The input strategy set can be similarly parameterized in a number of different ways, such as
minimum and maximum values realized over the N -step trajectory.

Once the training data (5.14) is collected, the GP kernel hyperparameters are optimized
using maximum log-likelihood regression. In this chapter, we use the squared-exponential
kernel, though different kernels can be chosen depending on the expected form of the task-
specific strategy equation (5.5). Given two entries of z in (5.13), the squared-exponential
kernel evaluates as

k(zoi , z
w
j ) = σ2

f exp−1

2

nx+T+1∑
m=1

(zoi (m)− zwj (m))2

σ2
m

,

where zoi (m) is the mth entry of the vector zoi . Many software packages exist that automate
Bayesian optimization of the hyperparameters, including the Machine Learning Toolbox in
Matlab and SciKit Learn or GPyTorch in Python.

Evaluating the Strategy (Online)

Once trained, the GPs can be evaluated on data from a new task. At time k of a new task
T n+1, we evaluate the GPs at the new query vector zn+1

k , formed as in (5.14), to construct
hyperrectangular strategy sets in reduced-dimension space.

Each GP returns a one-dimensional Gaussian distribution over output scalars, parame-
terized by a mean µ and variance σ2. Specifically, these are evaluated as:

µ(zn+1
k ) = k(zn+1

k )K̄−1y (5.15)

σ(zn+1
k )2 = k(zn+1

k , zn+1
k )− k(zn+1

k )K̄−1k>(zn+1
k ), (5.16)

where

k(zn+1
k ) = [k(zn+1

k , z10), . . . , k(zn+1
k , znDn−N)], (5.17)

and the matrix K̄ is formed out of the covariances between training data samples such that

K̄i,j = k(zi, zj). (5.18)

Given means and variances, we form one-dimensional bounds on each ith strategy state and
jth strategy input as

X̃k+N(i) = [µi(zn+1
k )± ησi(zn+1

k )], ∀i ∈ [1, nx̃] (5.19)

Ũk:k+N(j) = [µj(zn+1
k )± ησj(zn+1

k )],

∀j ∈ [nx̃ + 1, nx̃ + nũ].
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Figure 5.3: Each dimension x̃(i) of the strategy set X̃k+N is bounded using the
mean and variance of a GP evaluation (5.19).

In (5.19), µi(zn+1
k ) and σi(zn+1

k ) are the means and standard deviations computed by the
ith GP evaluated at zn+1

k . The parameter η > 0 determines the size of the range. When
these one-dimensional bounds are combined for all strategy states and strategy inputs, hy-
perrectangular strategy sets are formed in strategy space, with each dimension constrained
according to (5.19). An example is shown in Fig. 5.3. The hyperrectangular strategy sets
are denoted X̃k+N and Ũk:k+N , and indicate where (in strategy space) the system should be
in N timesteps and what inputs to apply to get there.

Other Strategy Models

There are many benefits to using GPs to model the strategy function (5.5), including the
interpretability of the output variance as a level of strategy confidence. One downside to
using GPs is that they are very computationally inefficient to train: the hyperparameter
optimization time scales as the cube of the training data size. This forces a trade-off between
computational complexity and the effectiveness of the learned strategy, which benefits from
seeing as much training data as possible. It also prevents easy online fine-tuning of the
learned strategy as more task data becomes available.

If training complexity becomes too cumbersome, the strategy function (5.5) may be
replaced by a different data-driven model that best fits the requirements of the considered
task. In addition to computational complexity, there are two main considerations for choosing
a strategy model for HPL:

1. the model should be able to approximate our best reasonable guess for the true shape
of the underlying function (e.g. bounded, continuous, etc.), and
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2. the model should have a way of estimating the confidence in a particular strategy
evaluation.

Any data-driven model that appropriately satisfies these two requirements may be used in
place of the GP without affecting the theory presented in this chapter.

With regard to the first consideration, using universal function approximators such as
neural networks is easy and appealing, as they can be composed to represent functions of
most shapes (at the cost of more hyperparameters to optimize). However, estimating the
confidence associated with a particular strategy prediction is much more difficult for neural
networks than for GPs [81]. Common approaches include bootstrapping [85] or training ad-
ditional network layers to estimate the confidence [59]. These approaches are often tuned to
the considered task, and can be poorly calibrated [86]. Various efforts to improve confidence
estimation in neural networks have been made, but these methods often increase the size of
the learned network, which worsens computational complexity [127, 30]. A promising new
avenue is recent work in model-based neural networks [97], but further validation is required.

Strategy Horizons

The strategy mapping uses two different horizons: the environment forecast horizon T and
the strategy prediction horizon N . T determines how much information about the future
environment the strategy takes into account, while N determines how far out the strategy
predicts the values of strategy states and inputs. The two need not be the same. In fact, for
many navigation tasks it makes sense to choose T > N .

In the autonomous racing example, T > N corresponds to looking further ahead along the
track curvature and then only planning a trajectory along the first part of the visible track.
This choice means that the strategy can suggest a strategy set to aim for that is also likely
to be feasible in and optimal for the immediate future, since the upcoming environmental
constraints were already implicitly considered. Choosing N = T , in contrast, means that
the strategy needs to predict a strategy set as far out as the environment is known. If the
environment changes immediately beyond the horizon T , the proposed strategy set X̃k+N

may have been a poor choice.
As with choosing strategy states, human intuition can also play a role in choosing ap-

propriate strategy horizons. Alternatively, the collected executions (2.5) from previous tasks
can be examined to determine appropriate values for T and N , by evaluating how great envi-
ronmental differences must be before the system’s trajectory changes. This can typically be
estimated from the available task data, and fine-tuned as necessary using cross-validation.
In general, it is wise to use the largest computationally-allowable T .

Sections 5.9-5.11 provide several examples for choosing strategy horizons.

Remark 9. As described thus far, both horizons N and T are time horizons, i.e. they
forecast the environment and predict the strategy state at certain numbers of time steps in
the future. It is also possible to, instead, forecast the environment and strategy state at a
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fixed distance into the future, or use a mix of time- and space-forecasting for N and T . In
the racing example, this could correspond to always seeing a fixed number of meters ahead,
no matter the vehicle speed. This approach is considered in Sec. 5.10.

5.5 Safely Applying Learned Strategies

We now address the second aim of our chapter: using the strategy sets in a low-level con-
troller while maintaining safety guarantees. Our approach consists of i) lifting the reduced-
dimension strategy sets (5.19) back into the full-dimensional state space, and ii) integrating
the lifted strategy set with a safety controller. The result is a target set that can be used in
a low-level MPC controller.

Assumption 10. There exists a safety control policy that can prevent the system (5.1) from
violating both system- and task-specific environment constraints (5.3). In particular, there
exists a safe set

XE ⊆ X (Θ), (5.20)

and a corresponding safety control policy

u = πe(x,Θ), (5.21)

such that ∀x ∈ XE, f(x, πe(x,Θ)) ∈ XE.

Remark 10. Given a safety controller (5.21), a safe set (5.20) may be found using a variety
of data-driven methods, such as sample-based forward reachability from a gridded state space
X [23, 132, 25].

Lifting Strategy Sets to Full-Dimensional Target Sets

At each time k of solving a task T n+1, new reduced-dimension strategy sets are constructed
according to (5.19). These strategy sets must be lifted to target sets in the full-dimensional
state space so they can be used as a terminal constraint in a low-level MPC controller.
Critically, the target set must belong to the safe set (5.20). This ensures that once the
system has reached the target set, there will always exist at least one feasible input (the
safety control (5.21)) that allows the system to satisfy all state constraints. Given strategy
sets (5.19), we find a corresponding lifted strategy set:

Xk+N = {x ∈ XE | g(x,Θ) ∈ X̃k+N}, (5.22)

where g(x,Θ) is the projection of the full-dimensional state x onto the set of chosen strategy
states, as in (5.6). Xk+N is a full-dimensional set in which the strategy states (5.6) lie in
the GP’s strategy sets (5.19) and the remaining states are in the safety set. Thus for any
state xk ∈ Xk+N , the safety control (5.21) can be applied if necessary to ensure constraint
satisfaction in future time steps. Figure 5.4 depicts the difference between a strategy set and
its lifted strategy set.



CHAPTER 5. HIERARCHICAL PREDICTIVE LEARNING 93

Figure 5.4: In the lifted strategy set (5.22), the strategy states x̃(1) and x̃(2) are
constrained to lie in the strategy set, with additional states like x(3) constrained
according to XE.

Tuning Risk

If desired, control designers can specify a maximum risk level β ∈ [0, 1] to control how
conservative the target set Xk+N is with regards to incorporating the safety control. The
above formulation (5.22) for the terminal set corresponds to no risk (i.e. β = 0), since for
all states in Xk+N there exists at least one feasible input sequence (the safety control) that
will result in a safe closed-loop state evolution.

If this is too restrictive, the target set can be chosen to be a convex combination of the
safety set XE and the environmental state constraint set:

Xk+N = {x ∈ βXE + (1− β)X (Θ) | g(x,Θ) ∈ X̃k+N},

By varying β in the range between 0 and 1, we vary how conservative our approach needs to
be, depending on the cost of task failure. As the value of β increases, the target set converges
to the state constraints imposed on the system by the task environment (β = 1).

An example of this interpolation is shown in Fig. 5.5, which depicts how the constraints
for the third entry of the system state x(3) vary across different points in the strategy set (in
the x̃(1) − x̃(2) plane) and as β varies. We see that as β ranges from 0 to 1 the size of the
non-strategy state constraint sets increases. When β = 0, plotted in dark blue, the target
set is as in Fig. 5.4.
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Figure 5.5: As β varies, the constraints on the non-strategy state x(3) are imposed
either through XE (if β = 0), X (θ) (if β = 1), or a combination of both (if 0 < β <
1).

Incorporating the Uncertainty Measure

A benefit of using GPs to represent the strategy is that the standard deviation around an
estimate may be used to evaluate how confident the GP is in its prediction at a particular
input. At time k, consider a vector Ck containing the standard deviations of the evaluated
GPs:

Ck = [σ1(zn+1
k ), . . . , σnsx+nsu(zn+1

k )]. (5.23)

If the GPs return a strategy set with standard deviations larger than a chosen threshold
dthresh, we may opt not to use this strategy. We expect Ck > dthresh if either

1. the system did not encounter a similar environment forecast in a previous control task
(training data), or

2. in previous control tasks this environment forecast did not lead to a single coherent
strategy, resulting in a wide distribution of potential future strategy states.

With high uncertainty measures, the strategy sets are not likely to contain valuable control
information for the system. In this case, the target set is set to be empty : Xk+N = [ ]. The
next section 5.6 explains that this results in a horizon shift for the low-level MPC, and the
system (5.1) re-uses the target set from the previous time step.
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5.6 Low-level Controller Design

The low-level MPC controller calculates the input to be applied to the system at each time
k. This input is calculated based on the sequence of target sets (5.22) found during the last
N timesteps.

Target Set List

At each time k of solving task T n+1, a new target set (5.22) is constructed by lifting the
strategy sets (5.19). However, if the standard deviations (5.23) are too high, or there is no
feasible input sequence to reach the target set Xk+N , the target set for time k will be empty:
Xk+N = [ ].

The target set list keeps track of the target sets (empty or not) which were constructed
during the most recent T timesteps:

SetListk = [Xk+1,Xk+2, . . . ,Xk+N ]. (5.24)

At each new time step, the first set is removed and the target set found at the current time
step k is appended to the end. In this way, the target set list (5.24) always maintains exactly
N sets, though some (including the last set Xk+N) may be empty. This list is used to guide
the objective function and constraints of the MPC controller.

Shifting Horizon MPC Formulation

We formulate an MPC controller to calculate our input at each time step:

u?(xk) = arg min
uk|k,...,uk+NMPC

k
−1|k

NMPC
k −1∑
j∈Sk

dist
(
xj|k,Xk+j

)
(5.25)

s.t. xk+t+1|k = f(xk+t|k, uk+t|k)

uk+t|k ∈ U ∀t ∈ {0, . . . , N − 1}
xk+t|k ∈ X (Θn+1) ∀t ∈ {0, . . . , N}
xk|k = xk

xk+NMPC
k |k ∈ Xk+NMPC

k
,

where Sk is the set of indices with non-empty target sets,

Sk = {s | notEmpty(Xk+s−1)}.

The MPC objective function (5.25) penalizes the Euclidean distance from each predicted
state to the target set corresponding to that prediction time. For a smoother cost, the
objective could be augmented to take the input effort into account.
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The MPC uses a time-varying shifting horizon 0 < NMPC
k ≤ N that corresponds to the

largest time step into the future for which a non-empty target set results in feasibility of
(5.25):

NMPC
k = max s : {s ∈ Sk, (5.25) is feasible with NMPC

k = s}. (5.26)

This ensures that the MPC controller (5.25) has a non-empty terminal constraint and the
optimization problem is feasible. To avoid unnecessary repeated computations, all target sets
in the target set list (5.24) which lead to infeasibility of (5.25) when used as the terminal
constraint are set as empty in (5.24). At time step k, we apply the first optimal input to the
system:

uk = u?0|k. (5.27)

Remark 11. Here, new target sets (5.22) are found at the same frequency as the controller
update (5.25)-(5.27), but this can easily be adapted for asynchronous loops as in [102].

Remark 12. Evaluating GPs to calculate the strategy is fast when optimized, and con-
structing strategy sets according to (5.22) is straightforward once GPs have been evaluated.
Incorporating strategies will thus not have significant impacts on the closed-loop run time of
the MPC controller (5.25)-(5.27).

Safety Control

If no target sets in (5.24) can feasibly be used as a terminal constraint in (5.25), all sets in
the target set list will be empty, and the MPC horizon is NMPC

k = 0. When this occurs,
the system enters into Safety Control mode. The safety controller (5.21) controls the system
until a time when a satisfactory target set is found (at which point the MPC horizon resets
to NMPC

k = N). The HPL algorithm in Sec. 5.7 ensures that whenever NMPC
k = 0, the

system will be in the safe set (5.20) and the safety controller may be used. We prove this in
Sec. 5.8.

5.7 The HPL Algorithm

Alg. 4 summarizes the HPL control policy. Gaussian processes, trained offline on trajectories
from past control tasks, are used online to construct reduced-dimension strategy sets based
on new environment forecasts. Target sets, computed by intersecting lifted strategy sets
with the safety set, are used as terminal sets in a shifting-horizon MPC.

5.8 Properties of HPL Conrol

We prove that Alg. 4 outputs a feasible execution for a new control task T n+1.
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Algorithm 4 HPL Control Policy

1: parameters: dthresh, T,N,XE, πE
2: input: f , X , U , {Ex(T 1,Θ1), ...,Ex(T n,Θn)}, Θn+1

3: output: Ex(T n+1,Θn+1)
4:

5: offline:
6: train GPs using stored executions as in Sec.5.4
7:

8: online:
9: initialize k = 0, NMPC

k = N , SetList = [ ]
10: for each time step k do
11: collect (xk, θ

n+1
k:k+T )

12: find [X̃k+N , Ũk:k+N , Ck] (5.12) - (5.19)
13: if Ck < dthresh then
14: Xk+N = [ ]
15: else
16: construct Xk+N (5.22)

17: append Xk+N to SetList and shift sets
18: if all sets in SetList are empty then
19: uk = πe(xk,Θ

n+1)
20: else
21: calculate NMPC

k (5.26)
22: solve MPC with horizon NMPC

k

23: uk = u?0|k (5.27)

Theorem 6. Let Assumption 1 hold. Consider the availability of feasible executions (2.5)
by a constrained system (5.1)-(5.2) of a series of control tasks {T 1, . . . , T n} in different
environments {E(Θ1), . . . , E(Θn)}. Consider a new control task T n+1 in a new environ-
ment E(Θn+1). If xn+1

0 ∈ XE, then the output of Alg. 4 is a feasible execution of T n+1:
Ex(T n+1,Θn+1).

The complete proof is detailed in Sec. A.4. The key idea is that by using the safety
controller to lift reduced-dimensional sets to full-dimensional target sets, the system always
plans trajectories that end in the domain of the safety controller. Thus, any time the strategy
proposes an infeasible terminal set for N consecutive time steps, the safety controller may be
applied until a feasible strategy is found. We use recursion to demonstrate that this results
in a feasible execution of the new task.
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5.9 Application 1: Robotic Manipulator Navigation

We evaluate HPL in the robotic path planning example introduced in Chapter 2.
Here we again consider control of a UR5e2 robotic arm. The UR5e has high end-effector

reference tracking accuracy, allowing us to use a simplified end-effector model in place of a
discretized second-order model [110]. At each time step k, the state of the system is xk,

xk = [q0k , q̇0k , yk, ẏk],

where q0k is the robot’s first horizontal joint angle, yk the height of the end-effector, and q̇0k
and ẏk their respective velocities (see Fig. 2.5). The inputs to the system are

uk = [q̈0k , ÿk], (5.28)

the accelerations of the end-effector in the q0 and y direction, respectively.
We model the base-and-end-effector system as a quadruple integrator:

xk+1 = Axk +Buk (5.29)

A =


1 dt 0 0
0 1 0 0
0 0 1 dt
0 0 0 1

 , B =


0 0
dt 0
0 0
0 dt

 ,
where dt = 0.01 seconds is the sampling time. The system state and input constraints are

X =

{
x :

[
−π rad/s
ẏmin m/s

]
≤
[
q̇0k
ẏk

]
≤
[
π rad/s
ẏmax m/s

]}
U =

{
u :

[
−π rad/s2

ÿmin m/s2

]
≤
[
q̈0k
ÿk

]
≤
[
π rad/s2

ÿmax m/s2

]}
,

where

ẏmax,k = C1 sin

(
arccos

(
yk
d1

))
(5.30)

ẏmin,k = −ẏmax,k (5.31)

ÿmax,k = C2 sin

(
arccos

(
yk
d2

)
+
yk
d3

)
(5.32)

ÿmin,k = −ÿmax,k, (5.33)

with C1, C2, d1, d2 and d3 dependent on setup parameters and joint limits provided by
the manufacturer. This model accurately represents the system dynamics as long as we

2https://www.universal-robots.com/products/ur5-robot/
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Figure 5.6: The end-effector is constrained to stay in the light blue tube X (Θ).
The strategy states measure the cumulative distance along and the distance from
the centerline.

operate within the experimentally characterized region of high end-effector reference tracking
accuracy (see Chapter 2 for details).

Note that the states q0k and yk are not constrained by the system, but by a particular
task environment. Each control task T i requires the end-effector to be controlled through a
different tube, described using the environment descriptor function Θi, as quickly as possible.
Here, the function Θi maps a state in a tube segment to the slope of the constant-width tube.
Different control tasks {T 1, . . . , T n} correspond to maneuvering through tubes of constant
width but different piecewise-constant slopes.

We choose two strategy states for these tasks:

x̃k = [sk, hk],

where sk is the cumulative distance along the centerline of the tube from the current point
(q0k , yk) to the projection onto the centerline, and hk is the distance from (q0k , yk) to the
centerline. The strategy states therefore measure the total distance traveled along the tube
up to time step k, and the current signed distance from the center of the tube. These strategy
states were chosen because they provide information about both task performance (distance
traveled along the tube is a measure of task completion speed) and constraint satisfaction
(distance from the tube boundaries). Note that in this task, just as in car racing, cutting
corners (as measured by hk) also maximizes distance traveled along the tube.

The system inputs (5.28) are used as strategy inputs.
The safety controller (5.21) is an MPC controller which tracks the centerline of the tube

at a slow, constant velocity of 0.5 meters per second. The safe set XE (5.20) is determined
offline using sampling-based forward reachability.
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Figure 5.7: At each time step, the target set list (5.24) provides different regions in
the task space for the system to track.

Hierarchical Predictive Learning Results

We test the effectiveness of the HPL control architecture (Alg. 4) in simulation. We begin by
collecting executions that solve a series of 20 control tasks {T 1, ..., T 20}, with each control
task corresponding to a different tube shape. The executions are closed-loop trajectories
completed by a Learning Model Predictive Controller (LMPC). This reference-free iterative
learning controller is initialized with a conservative, feasible trajectory and then improves
its closed-loop performance at each iteration of a task. For each control task T i, we find
an initial (suboptimal) execution using the centerline-tracking MPC safety controller. This
execution is used to initialize the LMPC, which then runs for five iterations on the task T i.
At each iteration, the LMPC uses the trajectory data from the previous iteration to improve
the closed-loop performance at the current iteration with respect to a chosen cost function
(in our instance, time required to reach the end of the tube). The execution corresponding
to the fifth LMPC iteration of each task T i is added to our training data set.

We use an environment forecast horizon of T = 10 seconds and a control horizon of N = 5
seconds. These horizons were chosen based on the approximate required time to traverse an
average tube segment in the previous tasks. The forecast horizon was chosen to be twice the
control horizon in order to provide information about both the current and subsequent tube
segments. GPs using the squared-exponential kernel are then optimized to approximate the
strategies learned from solving the 20 different control tasks. Matlab 2018a was used for all
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Figure 5.8: The HPL execution is compared to the raceline (the fastest possible
execution), as determined by an LMPC [100]. Respective execution times in [s] are
6.5 (LMPC), 8.8 (HPL), and 12.8 (Centerline-tracking πe).

data collection and GP training.
Figure 5.7 shows the closed-loop trajectory and target set list at various time steps of

solving a new task, T 21, using the HPL framework. At each time step, the final predicted
state lies within the last set in the target set list; the other predicted states track any
non-empty target sets as closely as possible. The formulation allows us to visualize what
strategies have been learned, by plotting at each time step where the system thinks it should
go. Indeed, we see that the system has learned to maneuver along the insides of curves, and
even takes the direct route between two curves going in opposite directions.

Figure 5.8 shows the resulting executions for a new task solved forwards and backwards.
We emphasize that HPL generalizes the strategies learned from training data to unseen
tube segments. Specifically, for the tasks shown here the GPs were trained on executions
solving tasks in the forward direction, i.e. constructed left to right using tube segments
as shown in the top images. For example, tube segments of certain slopes had only been
traversed upwards in previous control tasks, never down. The HPL control architecture was
able to handle this change very well. As in Fig. 5.7, the forward and backwards trajectories
demonstrate good maneuvering strategies, including moving along the insides of curves and
cutting consecutive corners. In fact, the HPL controller finds an execution that is very close
to the minimum time execution as determined by an iterative learning MPC controller [99].
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Figure 5.9: The same task is performed using two different values of β. For this task,
using β = 1 led to eventual constraint violation because the terminal constraints
were not formed in conjunction with the safety controller.

Implementation details

Section 5.5 introduced an approach for tuning the conservativeness with which the strategy
sets (5.19) are lifted into target sets (5.22), by varying the importance of intersecting with
the safety set XE (5.20). To examine the effects of varying the acceptable risk level β on the
system’s closed-loop trajectory, we solve a single task using β = 1 and a more conservative
β = 0.7. The results are depicted in Fig. 5.9, and demonstrate the benefits of incorporating
the safety set XE during the formation of full-dimensional target sets.

Both trajectories (β = 0.7 and β = 1) follow the same path at the beginning of the
task. However, during a sharp curve towards the latter portion of the task, the trajectory
corresponding to β = 1, plotted in purple, is no longer able to satisfy the task constraints.

The more conservative approach, using β = 0.7 and plotted in black, takes the safety
constraints XE into account and is able to maneuver the sharp turn. We see that the center-
tracking safety controller activates at the end of the task and keeps the system within the
constraints (whereas the β = 1 trajectory leaves the task constraints at this point).

5.10 Application 2: Formula 1 Racing

We evaluate HPL control in an autonomous racing task, where a small RC car is controlled
as quickly as possible around 1/10 scale Formula 1 race tracks.
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System and Task Description

Consider a small RC car3 whose dynamics are modeled in the curvilinear abscissa reference
frame [94] with a nonlinear Pacejka tire model, with states and inputs at time step k:

xk = [vxk vyk ψ̇k eψk
sk eyk ]> (5.34)

uk = [ak δk]
>,

where vxk , vyk , and ψ̇k are the vehicle’s longitudinal velocity, lateral velocity, and yaw rate,
respectively, at time step k, sk is the distance traveled along the centerline of the road, and
eψk

and eyk are the heading angle and lateral distance error between the vehicle and the
path. The inputs are longitudinal acceleration ak and steering angle δk.

The system dynamics are described using an Euler discretized dynamic bicycle model
[101]. The vehicle is subject to system-imposed state and input constraints given by

X =

x :
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U =

{
u :

[
−1 m/s2

−0.5 rad/s2

]
≤
[
a
δ

]
≤
[

1 m/s2

0.5 rad/s2

]}
,

where l = 0.8 is the track’s lane width.
The car’s task is to drive around a race track as quickly as possible while satisfying all

system and environmental state and input constraints. Each control task T i corresponds to
a new track, described using the environment descriptor function Θi which maps the current
position along the i-th track to a description of the upcoming track curvature. For training
and testing, we use scaled Formula 1 tracks whose geospatial coordinates were made publicly
available in [9].

We choose two similar strategy states for the racing task as for the robot navigation task:

x̃k = [∆sk, eyk ], (5.36)

where ∆sk = sk − sk−T measures the distance traveled along the track centerline in the last
N timesteps.

The safety controller is an MPC controller which tracks the centerline of the race track at
a constant velocity of 5 meters per second. The safe set XE induced by this safety controller
is estimated from Monte Carlo simulations.

3http://www.barc-project.com/

http://www.barc-project.com/
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Hierarchical Predictive Learning Results

We construct ten different 1/10-scale Formula 1 tracks from [9], and then calculate the
minimum-time trajectory for each track using a continuous-time vehicle model. The dis-
cretized racelines from seven tracks are used to create training data for our strategy, while
the remaining three tracks are used for evaluating the performance of the HPL control algo-
rithm.

GPs using the squared-exponential kernel are trained on these racelines for each of the
two strategy states. As described in Sec. 5.4, the environment forecast does not have to
be parameterized by time. Indeed, for the racing task we use an environment forecast
parameterized by a constant distance along the track centerline, regardless of the vehicle’s
velocity:

θik:k+N = [Θi(sik),Θ
i(sik + 2) . . . ,Θi(sik + 2T )],

where sik is the total distance traveled along the centerline of the track at time k. Given the
vehicle’s current state (5.34) and this environment forecast, the learned GP strategy predicts
the target values of the strategy states (5.36) at N = 2 seconds into the future. The forecast
and control horizon were chosen by examining past task data and estimating how close an
environment change had to be in order to impact the vehicle’s locally optimal trajectory.
Training two GPs using GPyTorch on a 2017 MacBook Pro with 2.8 GHz Quad-Core Intel
Core i7 took 494 seconds. Evaluating these GPs took an average of 0.004 seconds on the
same processor.

Figure 5.10 compares two states (vx and ey) of the HPL closed-loop trajectory on a
new task (the “AE” track from [9]) with those of the optimal minimum-time trajectory.
These two states are most informative on whether a good strategy was learned, since they
correspond most closely with the chosen strategy states. The learned strategy performs well
on this new task, and is able to pick up the pattern between track curvature and the raceline.
the GP trained to predict how far the vehicle should travel in the next N steps (affecting
the resulting vx values) performs slightly better than the GP trained to predict deviation
from the centerline (ey). This trend was found in all three test tracks, and is likely due to
deviations in optimal steering on straightaways, where the angle of the raceline depends on
a longer environment forecast than considered.

The HPL trajectory is plotted and compared to the track’s raceline in Fig. 5.11, with a
colormap indicating how quickly the car drives in various sections of the track. Confirming
the trend in Fig. 5.10, the plot shows the HPL control accurately predicts the ideal vehicle
speed, speeding up and slowing down in the same sections of the racetrack as the optimal
raceline. It is also clear that the system has learned various smart driving rules introduced
in Sec. 5.3, including steering out before cutting the insides of corners and taking direct
routes between two curves. More examples of the HPL closed-loop trajectory, with snippets
from all three test tracks, are depicted in Fig. 5.12, and further plots are included in the
Appendix.
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Figure 5.10: The two strategy GPs, trained using minimum-time trajectory data
from seven race tracks, are able to predict (red) the centerline deviation and longi-
tudinal velocity of a new, unseen track’s raceline (blue).

The HPL control architecture results in feasible and fast executions for all three tested
race tracks. Because the learned strategy GPs were able to predict the velocity trend so well
(see Fig. 5.10), the three task durations were all within 5% of the respective raceline time
(see Table 5.1). We again stress the ability of the strategy GPs to extrapolate patterns seen
during training despite the tracks’ very varied curvature.

In order to evaluate the benefit of using a hierarchical control framework, we also tested
a controller with higher risk factor. As described in Sec. 5.5, this type of controller (β = 1)
does not take the safety set XE into account when creating the target set. As a result, the
MPC terminal set constrains the strategy states to be in the GP’s predicted set and the
remaining state to simply be in the allowable state space. The safety set XE is not used to
guide the process of lifting the reduced-dimension strategy set into the full-dimensional target
set. This means there are no guarantees that predicted terminal state will be in the domain
of our safety control, and therefore it is possible to lose feasibility later in the task. Indeed,
in the racing task (just as in the robotic manipulation task in Sec. 5.9), the simple high-risk
controller was unable to complete a single lap without becoming infeasible. These failures
occurred early in each of the three test tracks (in the first 10% of the tracks), during sharp
corners where the safety controller was required but infeasible. This again demonstrates the
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Figure 5.11: The HPL controller is able to match the speed profile and shapes
of the minimum time trajectory, slowing down in curves and speeding up to the
maximum allowable velocity on straight segments.

value of using both data-driven and physics-based components, and a hierarchical framework
for integrating them in a structured manner.

Track HPL Lap Time [s] Raceline Lap Time [s]
AE 87.6 85.1
BE 92.3 89.3
US 85.6 83.3

Table 5.1: The HPL controller results in lap times less than 5% longer than
the minimum-time trajectory, demonstrating that an effective racing strategy was
learned.

Neural Network as Strategy

An additional trial was run where a neural network, rather than a GP, was used to represent
the strategy. The training data was constructed in the same way as described in Sec. 5.10,
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Figure 5.12: The HPL controller uses learned strategies to cut corners in all three
test race tracks.
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Figure 5.13: The HPL controller is able to match the speed profile and shapes of
the minimum time trajectory

and a neural network with five linear hidden layers was trained using the python SKLearn
library. One network could be trained to predict both strategy states, requiring 15 seconds
of training time using Torch on a Pro 2017 MacBook Pro with 2.8 GHz Quad-Core Intel
Core i7.

The resulting HPL trajectory on the AE track is shown and compared to the minimum-
time trajectory in Figs. 5.13-5.14. Overall, the neural network strategy performs well, result-
ing in a lap time of 89.4 seconds, only slightly slower than the GP lap time (87.6 seconds)
and the optimal lap time (85.1 seconds). This success validates that the HPL algorithm can
easily be used with the designer’s choice of strategy parameterizations, keeping in mind the
considerations described in Sec. 5.4.

Interestingly, the ey and vx differences between the HPL trajectories (both of the GP and
neural network) and the minimum time trajectories (as shown in Figs. 5.14 and 5.10) occur
in similar regions of the track, including around the s = 100 and s = 300 meter marks, which
are both long straightaway sections. The fact that both strategy parameterizations, the GP
and the neural network, mischaracterized the race line in the same track section suggests
that the training data could not be successfully exploited to race this section of the new
track. Indeed, the ideal raceline along long straightaway sections is determined by the shape
of the closest upcoming curve, which may lie beyond the environment forecast horizon and
therefore unknown to the HPL control algorithm. One approach to resolve this would be
extending the environment forecast horizon, but this inevitably increases the computational
complexity of both the offline training and online implementation of the HPL algorithm.
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Figure 5.14: A strategy parameterized as a neural network can also capture the true
raceline reasonably well, but with more errors in the predicted centerline deviation
than the strategy GP.

5.11 Application 3: Flappy Bird

We use Hierarchical Predictive Control to improve performance in the Flappy Bird computer
game4. Here, the task is to steer a small bird around a series of pipe obstacles by controlling
the timing of its wing flaps. The pipe obstacles come in pairs from the bottom and top of
the screen, leaving a gap for the bird to carefully fly through. As the bird moves through
the task, it sees only a fixed distance ahead: the screen only the shows the two upcoming
pairs of pipes. The strategy behind Flappy Bird lies in planning short-term trajectories that
are robust to randomness in the heights of the future pipe obstacles still hidden beyond the
screen (see Fig. 5.15).

4https://flappybird.io

https://flappybird.io/
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Figure 5.15: The goal of Flappy Bird is to guide the bird through a series of pipe
obstacles. Only the pipes visible in the game screen (dashed rectangle) are visible
to the bird at any time.

System and Task Description

We use a Flappy Bird simulator designed by Philip Zucker in [139] for our experiments.
Following Zucker’s work, we model the bird as a simple three-state system with dynamics

xk+1 = xk + 4, (5.37)

yk+1 = yk + vyk
vyk+1 = vyk − 1 + 16uk,

where xk and yk are the horizontal and vertical position of the bird. The bird moves with
constant horizontal velocity, while the vertical velocity vyk is subject to a constant gravita-
tional force and the wing flap control uk ∈ {0, 1}, where uk = 1 implies a wing flap at time
k. For each pair of pipe obstacles the bird flies through without crashing, a point is earned.

Different tasks T i correspond to different sequences of pipe obstacles, described using
Θi, where Θi maps the bird’s state (xk, yk) to the set of pipe obstacles Pk visible at time k.

We choose the strategy states to be the vertical distances between the bird and the two
closest upcoming pipe gaps:

x̃k = [yp,1k − yk, y
p,2
k − yk], (5.38)

where yp,1k and yp,2k are the heights of the two closest upcoming lower pipe obstacles. Note
that because the bird has a constant horizontal velocity, we only need to consider strategy
states that describe the bird’s height - the bird’s horizontal movement is predetermined, and
not regulated by a strategy. The safety control (5.21) is an MPC tracking the interpolated
centerline of the visible pipe gaps.
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Hierarchical Predictive Learning Results

We collect task executions that solve a series of 15 control tasks {T 1, . . . , T 15}, with each
control task corresponding to a new instance of the Flappy Bird game. The executions are
used to create training data for a GP, using an environment forecast of T = 45 and a control
horizon of N = 30 time steps (with a sampling frequency of 30 Hz.). This represents an
environment forecast of two-thirds of the screen. Because the horizontal velocity is fixed in
these tasks, we only train a single strategy GP to predict the target vertical distance to the
nearest pipe gap, (yp,1k+N − yk+N). The GP training took 327 seconds in GPyTorch with a
2017 MacBook Pro with 2.8 GHz Quad-Core Intel Core i7.

After training the GP model, the HPL algorithm is used to solve 50 different new Flappy
Bird games. For comparison, we also evaluate a publicly available center-pipe tracking
controller [139] with the same control horizon on the same set of 50 games. Statistics of the
scores earned by each controller during the 50 games are recorded below in Table 5.2.

Mean Score Med. Score Min. Score
Standard MPC 28 23 1
HPL Control 161 105 38
pseudo-HPL 74 46 10

Table 5.2: The HPL controller is compared with a publicly available standard MPC
controller [139]. In a trial of 50 tasks, the HPL controller significantly outperformed
the standard controller.

The HPL controller vastly outperforms the center-pipe tracking controller, with a mean
score of 161 (versus 28). In fact, the HPL controller’s minimum recorded score (38) is larger
than the average score achieved by the standard controller. In the 50 evaluated games, there
was only a single instance of the standard controller either outperforming or achieving the
same score as the HPL controller on a specific task.

HPL is able to outperform the standard controller by utilizing the safe set XE to construct
the terminal set at each time step, and ensure that the short-term trajectory plans lead to
feasible solutions in future time steps. This is particularly important in the Flappy Bird
task, because the pipe heights of two consecutive pipe obstacles are completely uncorrelated.
Unlike in the autonomous racing task, where environments change gradually, the Flappy
Bird controller needs to consider all possible future pipe heights at each time step.

Figure 5.16 compares the open-loop trajectory predictions for the HPL controller (left
image, in red) and the standard controller (right image, in blue) while solving the same
task. At the time step shown, the oncoming pipe is still beyond the control horizon (both
controllers use the same control horizon). However, because the HPL controller plans trajec-
tories that will be feasible for any kind of upcoming pipe obstacle, its open-loop trajectory
aims downwards, towards the center of the screen. From this end position, the controller is
more likely to find a feasible next trajectory regardless of the shape of the next obstacle.
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Figure 5.16: The open-loop trajectories of the HPL controller (left image, in red)
and the standard MPC controller (right image, in blue) are compared. The HPL
controller uses the pre-determined safety set XE to plan trajectories that will be
feasible regardless of the upcoming pipe obstacle height, resulting in a trajectory
towards the center of the screen.

In contrast, the standard controller continues to track the center of the pipe, without
explicitly considering that the upcoming obstacle may be of a different shape. Because the
control can only increase the rate of acceleration, whereas the bird’s downward acceleration
due to gravity is fixed, it is dangerous to plan for wing flaps close to still-unknown obstacles.
Crashing into the side of pipe obstacle pipes as a result of too-close wing flaps was the most
common failure mode of the standard controller in the games considered. These crashes can
only be prevented by using a standard controller if the control horizon N is extended, but
this will increase the computational complexity of the controller. Therefore it is clear that
in Flappy Bird, the controller that plans ahead using strategies and a safety set outperforms
one that does not.

Discussion

It is worth noting that in this particular application, there is no difference between safety and
performance. As long as the bird satisfies all environmental constraints, the score increases;
there are no additional points for playing with a minimum number of wing flaps. Such an
additional objective could, of course, be specified in an optimal control design, but it is not
intrinsic to the game.

This direct correlation between Flappy Bird performance and Flappy Bird safety suggests
that while the learned strategies may be useful for solving the task, they are not necessary
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in order to gain higher scores. In fact, a pseudo-HPL controller which only requires that
the terminal state is in the safe set XE, without applying any learned strategies, also out-
performed the standard controller (see Table 5.2). This is likely due to the fact that a good
approximation for the true XE could be found and implemented in the safety controller
alone. It is clear that in tasks with more complex dynamics or environments, where only
rougher approximations of the safe set XE can be determined, the additional incorporation
of strategies to guide the system away from constraint violation will improve performance
even further. Therefore, even when performance is directly linked to safety (as in Flappy
Bird), all components of the HPL architecture play critical roles.

5.12 Discussion

The HPL algorithm provides a structured framework for solving tasks in new environments.
Here, we would like to emphasize the benefits of the algorithm’s key features.

Incorporating Human Intuition

Our proposed characteristics of strategy outlined in Sec. 5.3 define strategies as mapping to
target sets in a reduced dimension known as strategy space. As detailed in Sec. 5.4, there
are myriad ways of determining appropriate strategy states and inputs for a particular task,
including using human intuition to select them.

In some cases it can be tedious (or impossible) to hand-design features for control design;
indeed this motivates much of the rise in ML for control. However, providing structured
opportunities for incorporating human intuition wherever it may be available is still of great
benefit. Only in rare cases will real-world systems be deployed with no understanding of
their own dynamics or objectives in unknown and time-varying environments. We believe it
is much more realistic to have a control framework in mind that offers modular possibilities
for human intuition to help shape control parameters whenever that intuition exists, such as
the strategy states or forecast horizons in the HPL framework.

Ease of Interpretation

One benefit of choosing intuitively meaningful strategy states is that it makes it easier to
interpret the status of the learned strategies. If we can visualize the learned strategy sets
and compare them to our human intuition about the task, we can easily understand if more
training data is needed, or if the strategy mapping is logical. This analysis is an especially
useful tool when trying to pinpoint a failure in the entire HPL control framework.
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Using Data Safely

The hierarchical approach of HPL allows for some separation between maximizing perfor-
mance and ensuring feasibility: effective task performance is encouraged using learned strate-
gies, and feasibility is ensured via the safety controller and safe set projections. (As discussed
in Sec. 5.11, there is some overlap between the two, especially in complex systems.)

In our proposed approach, these two hierarchical levels align with the algorithm’s bound-
aries between data-driven and physics-based models. We use the physical model of the
system in order to guarantee feasibility, and we use learning to represent complex objectives
whose exact relationships are difficult characterize. This framework allows for responsible in-
tegration of data, using it to guide long-term behaviors rather than decide immediate control
actions.

By varying the risk factor β in our controller formulation, we were able to evaluate the
benefits of using a physical model and safety controller to move from reduced-dimension
strategy space to full-dimensional space. In all tested applications (see Sec. 5.9-Sec. 5.10),
relying only on the data-driven strategy led to incomplete and infeasible task executions.
These results emphasize the usefulness and importance of the hierarchical control framework,
which allows for a structured combination of data-driven and physics-based methods.

5.13 Conclusion

A data-driven hierarchical predictive learning architecture for control in unknown environ-
ments is presented. The HPL algorithm uses stored executions that solve a variety of previous
control tasks in order to learn a generalizable control strategy for new, unseen tasks. Based
on a local description of the task environment, the learned control strategy proposes regions
in the state space towards which to aim the system at each time step, and provides input
constraints to guide the system evolution according to previous task solutions. We prove
that the resulting policy is guaranteed to be feasible for the new tasks, and evaluate the
effectiveness of the proposed architecture in a simulation of a robotic path planning task.
Our results confirm that HPL architecture is able to learn applicable strategies for efficient
and safe execution of unseen tasks.
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5.14 Additional Results

The plots comparing the HPL controller trajectory to the optimal minimum-time trajectory
for the remaining two test tracks (BE and US tracks) are shown here. As also shown in
the figures in Sec. 5.10, the HPL controller using short-sighted environmental forecasts in
conjunction with strategy GPs results in a close-loop trajectory very similar to the raceline.

−100 0 100
x [m]

−150

−100

−50

0
y 
[m
]

BE Track  ith HPL Control

2

4

6

8

10

v x
 [m

/s
]

−100 0 100
x [m]

−150

−100

−50

0

y 
[m
]

BE Track Raceline

2

4

6

8

10

v x
 [m

/s
]

Figure 5.17: The HPL controller matches the speed profile and shape of the mini-
mum time trajectory on the BE track.
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Figure 5.18: The HPL controller matches the speed profile and shape of the mini-
mum time trajectory on the US track.
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Chapter 6

Discussion

We presented four methods for approaching the changing environment problem. In each
chapter, we consider a discrete-time nonlinear dynamical system solving a series of tasks in
different environments. While the state and input constraints are constant across tasks, each
task environment imposes additional task-specific constraints, described via an environment
descriptor function Θ. Our goal was to use a set of n trajectories solving n previous tasks
in different environments in order to find a safe and effective MPC policy for a new task
environment described according to Θn+1.

Each proposed method makes specific assumptions about the system or constraints, and
is applicable to situations where the functions Θ have particular properties (e.g. piecewise
constant, time-invariant). Here we review and compare the presented approaches.

6.1 Task Decomposition

Problem Assumptions

1. Assumptions on the system dynamics:

a) Time-invariant system dynamics.

2. Assumptions on the system constraints:

a) Time-invariant system constraints.

3. Assumptions on Θ:

a) Θ is known before beginning the new control task.

b) Θ is time-invariant.

c) Each task T i can be divided into an ordered sequence of subtasks {Sj}Mj=1, defined
over a subtask workspace Xj ⊆ X . In each subtask, the environment descriptor
function Θi

j is the restriction of Θi onto Xj.
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d) All considered tasks can be split into different ordered sequences of the same M
subtasks, e.g.

T 1 = {S1
j }Mj=1, T 2 = {S1

lj
}Mj=1, [l1, l2, ..., lM ] = shuffle([1, 2, ...,M ]).

4. Assumptions on recorded executions:

a) The recorded trajectories include state and input trajectories as well as informa-
tion about the cost-to-go for each state-input pair.

b) In each recorded trajectory, the controller was optimizing the same objective
function. This ensures that the recorded costs-to-go are comparable.

MPC Formulation

Task Decomposition provides a method for using stored executions of previous tasks in order
to find a safe set SSn+1 for a task in a new environment Θn+1. Note that the algorithm also
finds the costs-to-go SQn+1 for each point in the safe set, as well as a safe input to apply
SUn+1. Once these safe sets are found for the new task using Alg. 1, a safe set based ILMPC
policy solves the following optimal control problem at each time k of solving the new task:

u? = min
uk|k,...,uk+N−1|k

N−1∑
t=0

p(xk+t|k, uk+t|k) + SQn+1(xk+N |k) (6.1)

s.t. xk+t+1|k = f(xk+t|k, uk+t|k)

uk+t|k ∈ U , ∀t ∈ {0, . . . , N − 1}
xk+t|k ∈ X (Θ), ∀t ∈ {0, . . . , N}
xk|k = xk

xk+N |k ∈ SSn+1 ∪ Pn+1.

The controller searches for an input sequence over the planning horizon N that controls
the system to the state in the determined safe state set or task target set with the lowest
cost-to-go reachable from the current state xk. The controller formulation includes both a
data-driven cost estimate (via SQn−1) and a data-driven terminal set SSn+1. Thus, the
task decomposition algorithm utilizes stored trajectory data to ensure both the safety and
performance of the new task’s controller.

The complexity of solving (6.1) depends in part on the linearity or convexity of the system
dynamics, constraints, and stage cost function p. Note that both the terminal constraint and
terminal cost require a binary variable: the last predicted state is exactly equal to one entry
in SSn−1, and the terminal cost is equal to the stored cost of the chosen entry. Thus, (6.1)
is a mixed integer program (MIP). MIPs can be handled by off-the-shelf solvers, though this
formulation does provide an additional layer of run-time complexity.

We also emphasize that formulating the controller (6.1) requires knowing the entire new
safe set SSn−1. Thus while the controllability analysis of Alg. 1 can be carried out offline,
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the resulting safe set must be stored online while solving the new control task. While a large
set SSn−1 can improve the closed-loop cost of the resulting execution, it should be noted
that the number of entries in the safe set is inversely correlated with the solve time of (6.1).

6.2 Task Decomposition for Piecewise Linear Systems

Problem Assumptions

1. Assumptions on the system dynamics:

a) Each task T i can be divided into an ordered sequence of subtasks {Sj}Mj=1, defined
over a subtask workspace Xj ⊆ X . Within each subtask workspace, the system is
governed by time-invariant linear dynamics.

2. Assumptions on the system constraints:

a) Within each subtask workspace, the system constraints are time-invariant and
convex.

3. Assumptions on Θ:

a) Θ is known before beginning the new control task.

b) Θ is time-invariant.

c) In each subtask, the environment descriptor function Θi
j is the restriction of Θi

onto Xj. All considered tasks can be split into different ordered sequences of the
same M subtasks, e.g.

T 1 = {S1
j }Mj=1, T 2 = {S1

lj
}Mj=1, [l1, l2, ..., lM ] = shuffle([1, 2, ...,M ]).

d) Within each subtask workspace, the environment constraints defined byE(Θj(x, u))
are convex.

4. Assumptions on recorded executions:

a) The recorded trajectories include state and input trajectories as well as informa-
tion about the cost-to-go for each state-input pair.

b) In each recorded trajectory, the controller was optimizing the same objective
function. This ensures that the recorded costs-to-go are comparable.
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MPC Formulation

In the reformulation of Task Decomposition for piecewise linear systems, a similar low-level
controller emerges. At each time k of solving the new task, the controller solves the optimal
control problem:

u? = arg min
uk|k,...,uk+N−1|k,I,K

k+N−1∑
t=k

p(xk+t|k, uk+t|k) + SQ(xk+N |k) (6.2)

s.t. xk+t+1|k = f(xk+t|k, uk+t|k)

uk+t|k ∈ Ui, ∀t ∈ {0, . . . , N − 1}
xk+t|k ∈ X (Θ), ∀t ∈ {0, . . . , N}
xk|k = xk

xk+N |k ∈ CKI,K ∪ P ,

which searches for an input sequence such that the last predicted state is in a time-indexed
convex hull safe set for the new task, found using Alg. 2. The key difference between (6.2)
and (6.1) is that (6.2) stores multiple smaller convex safe sets, rather than one discrete safe
set for the entire task. The last predicted state is then constrained to be anywhere inside
one such time-indexed convex hull set. There is no binary variable required to constrain the
terminal state to be exactly equal to one stored state, but a binary variable is required to
indicate which time-indexed convex hull set the terminal state is in. Thus, the reformulation
is still an MIP. However, the dimension of the required binary variable is smaller than in
(6.1) by up to a factor of n, the number of previously stored task trajectories.

6.3 Probabilistically Safe Controllable Sets

Problem Assumptions

1. Assumptions on the system dynamics:
None to apply method. However, probabilistic guarantees only hold for systems with
(time-varying or time-invariant) linear dynamics.

2. Assumptions on the system constraints:
None to apply method. However, probabilistic guarantees only hold for systems whose
constraints are convex at each time-step.

3. Assumptions on Θ:

a) In each task, Θ maps a state xk and time step k to a scenario parameter zk.
This scenario parameter evolves according to a task-invariant scenario dynamics
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function:

Θi(xk, k) = zik

= φ(zik−1, k − 1)

= φ(Θi(xk−1, k − 1), k − 1).

b) Θ need not be known before beginning the new control task, but at each time step
k of solving a task, a limitedN -step scenario parameter forecast, [zk, zk+1, . . . , zk+N ],
is known. This forecast is considered to be correct.

4. Assumptions on recorded executions:

a) Each recorded trajectory is of length T .

b) All tasks share a common goal set XT .

MPC Formulation

We train GPs to represent strategy functions, learned from stored task trajectories. Given
a local forecast of the time-varying environment, these strategy GPs are used to construct a
set that is (with high probability) controllable to the task’s target set. At each time k, we
solve:

u?(xk, zk:k+N) = arg min
uk|k,...,uk+N−1|k

N−1∑
k=0

p(xk+t|k, uk+t|k) + q(xk+N |k) (6.3)

s.t. xk+t+1|k = f(xk+t|k, uk+t|k)

uk+t|k ∈ U , ∀t ∈ {0, . . . , N − 1}
xk+t|k ∈ X ∩ X (zk+t), ∀t ∈ {0, . . . , N}
xk|k = xk

xk+N |k ∈ XN(sk).

In contrast with (6.1) and (6.2), the optimal control problem (6.3) does not require explicitly
storing previous trajectories or a collection of safe states. Instead, we store nx ·T GPs, where
nx is the dimension of the system state and T the length of the task.

At each iteration of the controller, nx GPs have to be evaluated in order to construct
XN(sk) and solve (6.3). Evaluating each GP requires a matrix inverse and a matrix multi-
plication operation—however, the matrix inverse operation relies only on previous task data
and can thus be completed offline before beginning the new control task. Once the GP is
evaluated, a convex terminal set is constructed. Thus, if the system dynamics are linear and
the objective and constraints are convex, (6.3) is a convex optimization problem (in contrast
to 6.1 and 6.2).
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Unlike the two Task Decomposition approaches, the controller in (6.3) does not use a
data-driven objective function. Here we are only concerned with controllability and ensuring
constraint satisfaction of the system, and not necessarily maximizing performance. The
control designer is therefore free to select any stage and terminal costs p and q.

6.4 Hierarchical Predictive Learning

Problem Assumptions

1. Assumptions on the system dynamics:

a) Time-invariant system dynamics.

2. Assumptions on the system constraints:

a) Time-invariant system and input constraints.

3. Assumptions on Θ:

a) Θ need not be known before beginning the new control task, but at each time
step k of solving a task, a limited N -step environment forecast, [θk, θk+1, . . . , θkN ],
is known. This forecast is considered to be correct.

4. Assumptions on recorded executions:

a) In each recorded trajectory, the controller optimizes the same objective function
to a satisfactory degree.

MPC Formulation

A generalization of learning data-driven controllable sets, Hierarchical Predictive Learning
uses GPs to represent reduced-dimension target sets for navigation tasks. A total number of
nx̃ GPs are trained from stored trajectories; one for each reduced-dimension strategy state.
At each time k of solving the new task, the controller evaluates the GPs in order to construct
a hyperrectangular terminal set, and then solves:

u?(xk) = arg min
uk|k,...,uk+NMPC

k
−1|k

NMPC
k −1∑
j∈Sk

dist
(
xj|k,Xk+j

)
(6.4)

s.t. xk+t+1|k = f(xk+t|k, uk+t|k)

uk+t|k ∈ U , ∀t ∈ {0, . . . , N − 1}
xk+t|k ∈ X (Θn+1), ∀t ∈ {0, . . . , N}
xk|k = xk

xk+NMPC
k |k ∈ Xk+NMPC

k
.
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At each iteration of the controller, nx̃ GPs have to be evaluated. Note that since we expect
nx̃ < nx, these are fewer GP evaluations than are required for (6.3) at each time step. The
matrix inversion operation can again be pre-computed, for improved online optimization
speed. Note that in addition to evaluating the GPs, (6.4) also requires finding a new MPC
horizon at each time step—but this is computationally trivial.

Whereas (6.3) only uses data to construct a terminal set, (6.4) also alters the MPC’s
objective function. This encourages the system to track the strategy target sets found at
previous time steps. Since the terminal set is a hyperrectangular (and thus convex) set, and
the distance function a convex function, the convexity of (6.4) is determined by the system
dynamics.

6.5 Performance Comparison

Table 6.1 concisely compares the four proposed control methods on the basis of their algo-
rithm outputs, the ways in which they manipulate the low-level MPC controller, and the
time requirements for the proposed online calculations. Specifically, “Online Set Comp.”
considers the worst-case online terminal set computation time required by each method as
a function of the number of previously stored trajectories n, the number of system states
nx, and the length of each stored trajectory Dmax. Note that because the task decomposi-
tion approaches discussed in Ch. 2-3 calculate a safe set offline, the online set computation
is negligible. The PSCS and HPL approaches, on the other hand, require evaluating GPs
online at each time step of solving the new task. The resulting terminal constraints for these
two methods, however, are convex constraints and therefore easy to solve. The terminal
constraints in TDMPC and TDMPC-PWL are mixed-integer linear constraints; these are
typically NP-hard to solve. Thus there is a trade-off between computation required to find
the terminal set and computation required to solve the resulting MPC problem.

Another key difference of note is that TDMPC and TDMPC-PWL require knowing the
entire environment description a priori, whereas PSCS and HPL only require a local forecast
of the environment. Similarly, TDMPC and TDMPC-PWL learn safe sets that are specific
to the new task environment Θn+1; if the task changes again, to a new Θn+2, the TDMPC
and TDMPC-PWL algorithms need to be repeated to find yet another safe set. This is
not the case for HPL or PSCS, whose algorithms produce policies that rely on a local
environment description to generalize between a variety of tasks. Once trained on a set of n
task trajectories, the learned HPL or PSCS strategy functions can be utilized in as many new
task environments as desired. As a result, if the goal is to use stored trajectories to quickly
adapt to a variety of new tasks, either PSCS or HPL should be chosen. If on the other hand
a safe trajectory is needed to warm-start a controller of a desired form for a single new task,
the TDMPC or TDMPC-PWL approaches will be of use, since these methods immediately
provide a safe trajectory for the new task along with the safe control policy.
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TDMPC
TDMPC-

PWL
PSCS HPL

Θ Props

Required
Forecast

Entire
Task

Entire
Task

Local Local

Time-
Invariant

Alg. Output
Trajectory

Policy

MPC Impact

Provides
Cost Fnc.

Provides
Term. Set

Online Set
Comp.

O(1) O(1)
O(nxn

2) +
O(NLP )

O(nx(nDmax)2)

Term.
Constraint

MILP MILP QCQP LP

Table 6.1: Comparing various features of the presented control methods.
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Appendix A

Proofs

A.1 Proofs from Chapter 2

Proof of Thm. 1

Proof. At every state xk, the ILMPC policy (2.10) searches for a sequence of inputs such
that, when applied to the system (4.1), the resulting state xk+N is in SS0

[l1→lM ] or the target
set RlM .

Since all states in SS0
[l1→lM ] are either stored as part of feasible trajectories to RlM or

are directly in RlM , such a sequence of inputs can always be found, and (2.9) always has a
solution:

∀ xk ∈ SS0
[l1→lM ], ∃ [uk, uk+1, ..., uk+N−1] ∈ U : xk+N ∈ SS0

[l1→lM ] ⊆ X .

As the terminal constraint set in 2.9 is itself an invariant set, recursive feasibility follows
from standard MPC arguments [19]. It follows that the policy πILMPC

[l1→lM ] produces feasible

trajectories for T 2.

Proof of Thm. 2

Proof. Define the vectors

x1 = SS1
[1→M ] ⊆ SSJ[1→M ] (A.1a)

u1 = π0(x1) = SU1
[1→M ] ⊆ SUJ[1→M ], (A.1b)

to be the stored state and input trajectory associated with the implemented policy π0(·).
Since π0(·) is also feasible for T 2, when Algorithm 1 is applied, the entire task execution
can be stored as a successful execution for T 2 without adapting the policy. It follows that
SS1

[1→M ] ⊆ SS0
[l1→lM ] and SU1

[1→M ] ⊆ SU0
[l1→lM ], and the returned sample safe sets for T 2

are non-empty.
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At the initial state x0, the ILMPC policy (2.10) optimizes the chosen input so as to
minimize the remaining cost-to-go. Consider an MPC planning horizon of N = 1 (though
this extends directly for any N ≥ 1). Trivially,

min
u

h(x0, u) + V j(xjp) ≤ h(xk, π
0(x0)) + V j(xjp)

s.t. u ∈ U s.t. f(x0, π
0(x0)) = xjp.

f(x0, u) = xjp.

It follows that the cost incurred by a Task 2 execution with πILMPC
[l1→lM ] is no higher than an

execution with πILMPC
π0 .

A.2 Proofs from Chapter 3

Proof of Thm. 3

Proof. We will use induction to prove the feasibility. First, we show that the ILMPC (3.7-
3.8) is feasible at time step k = 0 of the j-th execution of T 2. By assumption, CK0

[l1→lM ]

is not empty. From (3.5) we have that CK0
[l1→lM ] ⊆ CK

j−1
[l1→lM ] ∀j ≥ 1, and consequently

CKj−1[l1→lM ] is not empty. Therefore, x0 ∈ CK0
[l1→lM ] ⊆ CK

j−1
[l1→lM ], and there exist I?, K?, and

multipliers λ?p such that

x0 =

|CKj−1
I?,K? |∑
p=1

λ?pxp, xp ∈ CK
j−1
I?,K? .

We define
ū = λ?pup ∈ UI? (A.2)

where up is the input associated with the state xp ∈ CKj−1I?,K? in a previous task execution of
T 1. Now, note that we have

x̄ = AI? +BI?ū =

|CKj−1
I?,K?−1

|∑
p=1

λ?pxp

xp ∈

{
CKj−1I?,K?−1 K? ≥ 1

CKj−1I?+1,K?? K? = 0,

(A.3)

for some K??. The second case (K? = 0) follows directly from Alg. 2. This procedure (A.2-
A.3) can be repeated N times in order to find a feasible input sequence for the initial state
x0 satisfying (3.7). Therefore there exists a feasible solution to the ILMPC (3.7 - 3.8) at
time step k = 0 of the j-th execution of T 2.

Next, we show that the policy is recursively feasible. Assume that at time step k of the
j-th iteration the ILMPC (3.7 - 3.8) is feasible, and let x?,jk:k+N |k and u?,jk:k+N |k be the optimal
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trajectory and input sequence according to (3.7). From (3.8), the realized state and input
at time k of the j-th iteration are given by

xjk = x?,jk|k, u
j
k = u?,jk|k,

and the terminal constraint in (3.7) enforces x?,jk+N |k ∈ CK
j−1
I′,K′ for some I ′, K ′, where CKj−1I′,K′

contains states from the previous j − 1 trajectories. As in (A.2-A.3), define an input and
corresponding state

u′ = λ?pup ∈ UI′
x′ = AI′x

?,j
k+N |k +BI′u

′ ∈ CKj−1I′,K′−1.

We therefore have
xjk+1 = x?,jk+1|k.

It follows that at time step k + 1 of the j-th T 2 execution, the input sequence and related
feasible state trajectory

[u?,jk+1|k, u
?,j
k+2|k, ..., u

?,j
k+N−1|k, u

′]

[x?,jk+1|k, x
?,j
k+2|k, ..., x

?,j
k+N−1|k, x

′]
(A.4)

satisfy input and state constraints in (3.7). Therefore, (A.4) is a feasible solution for (3.7)
at time step k + 1.

We have shown that at the j-th iteration of T 2, ∀j ≥ 1, the ILMPC is feasible at time
step k = 0 and that if the ILMPC is feasible at time step k, it must also be feasible at time
step k + 1. We can conclude by induction that (3.7 - 3.8) is feasible ∀j ≥ 1 and k ∈ Z0+

when initialized with sets output by Alg. 2.

A.3 Proofs from Chapter 4

Proof of Lem. 1

Proof. Using the S-procedure, we have that the containment Ê ⊆ E is equivalent to the
existence of λ > 0 such that

λ

[
P̂−1 −P̂−1ĉ
−ĉ>P̂−1 ĉ>P̂−1ĉ− 1

]
−
[

P−1 −P−1c
−c>P−1 c>P−1c− 1

]
� 0[

λP̂−1 − P−1 P−1c− λP̂−1ĉ
c>P−1 − λĉ>P̂−1 λ(ĉ>P̂−1ĉ− 1)− (c>P−1c− 1)

]
� 0.

Assume that λP̂−1 − P−1 � 0. Then using the Schur complement, the above expression is
equivalent to

λ(ĉ>P̂−1ĉ− 1)− (c>P−1c− 1)

− (P−1c− λP̂−1ĉ)>(λP̂−1 − P−1)−1(P−1c− λP̂−1ĉ) ≥ 0,
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which we can rewrite using the matrix inversion lemma as

(ĉ− c)>(P − 1

λ
P̂ )−1(ĉ− c) + (λ− 1) ≤ 0. (A.5)

The first term in (A.5) can be upper-bounded using the error bound on the predicted ellipsoid
center and the lower bound on the size of the shape matrix:

(ĉ− c)>(P − 1

λ
P̂ )−1(ĉ− c) ≤ (ĉ− c)>(Γ− 1

λ
P̂ )−1(ĉ− c)

≤ ‖(Γ− 1

λ
P̂ )−1‖2‖ĉ− c‖22

=
λε2

λmin(λΓ− P̂ )
,

where λmin(A) denotes the minimum eigenvalue of A. Therefore, if there exists P̂ � 0 and
λ > 0 such that

λΓ− P̂ � 0

λε2

λmin(λΓ− P̂ )
+ (λ− 1) ≤ 0,

it holds that (A.5) is satisfied and we can follow the previous equivalences to reach the
conclusion that Ê ⊆ E .

Proof of Thm. 4

Proof. First, note we can write our joint state-parameter system using the augmented state
x̄ = [x, z]:

x̄k+1 =

[
A 0
0 C

]
x̄k +

[
B
0

]
uk (A.6)

= Āx̄k + B̄uk, (A.7)

with joint constraints [
Hx 0
0 Hz

]
x̄k ≤

[
hx
hz

]
(A.8)

Huuk ≤ hu. (A.9)

Since x̄n+1
0 ∈ Co(E0), it can be written as a weighted sum of the points x̄i in E0, which

all satisfy the joint system and environment constraints and are T -step controllable to the
task goal:

x̄n+1
0 =

|E0|∑
i=1

λix̄i, λi ≥ 0,
∑
i

λi = 1. (A.10)
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Each of these stored points x̄i has an associated input ui (satisfying Huui ≤ hu) that was

applied during a previous task trajectory. Applying the new input un+1
0 =

∑|E0|
i=1 λiui at the

current state x̄n+1
0 results in a new state

x̄n+1
1 = Āx̄n+1

0 + B̄

|E0|∑
i=1

λiui (A.11)

= Ā

|Dn|∑
i=1

λix̄i + B̄

|E0|∑
i=1

λiui (A.12)

=

|E0|∑
i=1

λi(Āx̄i + B̄ui) (A.13)

∈ Co(E1), (A.14)

which is also in the convex hull of stored data from time step t = 1: x̄n+1
1 ∈ Co(E1). It is

easily verified that both x̄n+1
1 and un+1

1 satisfy all system and environmental state and input
constraints.

Continuing to apply the convex combination of previously recorded inputs will result in
a feasible closed-loop trajectory from x̄n+1

0 that interpolates at each time step between the
stored trajectories in Dn. Since all stored trajectories end in the task goal set XT per Asm. 6,
the resulting trajectory in T n+1 also ends in the task goal set.

Thus, if x̄n+1
0 ∈ Co(E0), the state is T -step controllable to the task goal set:

Co(E0) ⊆ KT .

It follows that for systems satisfying Asms. 6-9, the ellipsoids X̃k(zk) formed as described in
Sec. 4.4, which are subsets of Co(Ek), are all (T − k)-step controllable sets to the task goal
set. Specifically, this means that the center of the ellipse, φk(zk), is (T −k)-step controllable
to the task goal set.

The stored ellipse centers φk(zk) make up the GP training data in Sec. 4.5. Each training
data point represents a sample from a function gk which maps an augmented state y = [x, z]
to the center ck(zk) of the ellipse Xk+N(zk+N). From Lem. 2, for a chosen βB(δ)

P[||gk(yk)− µ(yk)||2 ≤ σ̂(yk)
√
βB] ≥ (1− δ),

where gk(yk) is the center and shape matrix of the ellipse Xk+N(zk+N) and µ(yk) is the GP
mean function evaluated at the new augmented state. Thus with probability (1 − δ), the
evaluated mean is within a bounded distance of a controllable state gk(yk).

It follows from Lem. 1 that the ellipsoid Ell(ĉk, P̂k), which is centered at µ(yk) and
constructed according to Sec. 4.6, is thus entirely contained within X̃k+N(zk+N) ⊆ KT−(k+N)

with the chosen probability (1− δ). This completes the proof.
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Proof of Thm. 5

Proof. We use induction to prove that for all 0 ≤ k ≤ K, the MPC controller (5.25) finds
an input uk such that the resulting closed-loop trajectory satisfies system and environment
constraints.

Initialization: At time k = 0 of the new task T n+1, the augmented state is in the
convex hull of previous data, x̄n+1

0 = [xn+1
0 , zn+1

0 ] ∈ Co(E0). We consider two cases:
Case 1: the MPC (5.25) using the GP-constructed terminal set (4.18) is feasible at time

k = 0. In this case, the optimal input sequence calculated by the MPC is a feasible input
sequence that satisfies system and environment constraints, and the first input can be safely
applied.

Case 2: the MPC (5.25) is not feasible at time k = 0, and the safety control must be
applied. Since x̄n+1

0 ∈ Co(E0), there exist convex hull multipliers λi ≥ 0,
∑

i λi = 1 such
that

x̄n+1
0 =

|E0|∑
i=1

λix
i
0.

Then, one feasible input sequence satisfying this requirement is the interpolation of stored
input trajectories,

un+1
j =

|E0|∑
i=1

λiu
i
j, j ∈ {0, N − 1}.

Thus we have shown that if x̄n+1
0 = [xn+1

0 , zn+1
0 ] ∈ Co(E0), there exists a feasible N -step

input sequence satisfying all state and task constraints.
Recursion: Next, we show that if a feasible N -step input sequence was found for a state

xn+1
k at time k,

un+1
k:k+N−1 = [ūn+1

k , ūn+1
k+1 , . . . , ū

n+1
k+N−1],

then Alg. 3 will also find an N -step input sequence at time k + 1.
If at time k+ 1, the MPC with GP-constructed terminal set Xk+1+N(zk+1+N) is feasible,

the calculated MPC input sequence satisfies all state and task constraints, and can be safely
applied. However, if the MPC is not feasible, the safety control is applied. Here we show
that the safety control will always have a feasible solution. Again, we consider two cases:

Case 1: The MPC with GP-constructed terminal set was feasible at time k, and thus
applying the input sequence un+1

k:k+N−1 results in a state x̄n+1
k+N ∈ Xk+N(zn+1

k+N). By Thm. 4, this
set Xk+N(zn+1

k+N) is with probability (1− δ) a subset of the controllable set, and, particularly,
a subset of Ek+N . Therefore, there exist convex hull multipliers λi ≥ 0,

∑
i λi = 1 such that

x̄n+1
k =

|Ek|∑
i=1

λix
i
k.
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Then, one feasible input sequence satisfying the safety control requirement is the interpola-
tion of stored input trajectories,

un+1
k+1 = [un+1

k+1:k+N−1,

|Ek|∑
i=1

λiu
i
k+N ].

Since at least one solution exists, the safety control will find a feasible input trajectory.
Case 2: The MPC with GP-constructed terminal set was infeasible at time k, but the

safety control was feasible. Therefore, applying the input sequence un+1
k:k+N−1 results in a state

x̄n+1
k+N ∈ Co(Ek+N). Thus, there again exist convex hull multipliers λi ≥ 0,

∑
i λi = 1 such

that

x̄n+1
k =

|Ek|∑
i=1

λix
i
k.

Then, one feasible input sequence satisfying the safety control requirement is the interpola-
tion of stored input trajectories,

un+1
k+1 = [un+1

k+1:k+N−1,

|Ek|∑
i=1

λiu
i
k].

Since at least one solution exists, the safety control will find a feasible input trajectory.
Thus we have shown that if a feasible N -step input sequence was found for a state xn+1

k

at time t, then Alg. 3 will with probability at least (1−δ) also find an N -step input sequence
at time k + 1.

We have shown that i) Alg. 3 finds a feasible input at time step k = 0, and ii) if the loop
finds a feasible input at time step k, it must also find a feasible input at time k + 1. We
conclude by induction that the closed-loop control described by Alg. 3 finds a feasible input
uk∀k ∈ {0, T} in the new task T n+1. This results in a feasible execution of T n+1.

A.4 Proofs from Chapter 5

Proof of Thm. 6

Proof. We use induction to prove that for all k ≥ 0, the iteration loop (Lines 10-23) in
Alg. 4 finds an input uk such that the resulting closed-loop trajectory satisfies system and
environment constraints.

At time k = 0 of the new task T n+1, the target set list can contain at most one non-empty
set, XT (5.22). If XT is non-empty, and the resulting (5.25) is feasible, then there exists an
input sequence [u0|0, . . . , uN−1|0] calculated by (5.25) satisfying all state and input constraints
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(5.3), with xN |0 ∈ XN . However, if XN is empty or (5.25) is infeasible, we instead apply the
safety control law u0 = πe(x0,Θ). By assumption, x0 ∈ XE, so this input is feasible. Thus
we have shown that the iteration loop in Alg. 4 is feasible for k = 0.

Next, we show that the iteration loop of Alg. 4 is recursively feasible. Assume that at time
k > 0, the low-level policy (5.25-5.27) is feasible with horizon NMPC

k , and let x?
k:k+NMPC

k |k
and u?

k:k+NMPC
k −1|k be the optimal state trajectory and input sequence according to (5.25),

such that

uk = u?k|k (A.15)

x?k+NMPC
k |k ∈ Xk+NMPC

k
. (A.16)

If at time k + 1 a non-empty target set Xk+N+1 is constructed according to (5.22) such that
(5.25) is feasible, then there exists a feasible input sequence [uk+1|k+1, . . . , uk+N |k+1] satisfying
all state and input constraints such that xk+N+1 ∈ Xk+N+1.

If at time k+ 1 the target set is empty, or (5.25) is infeasible, we must consider two cases
separately:

Case 1: The MPC horizon at time step k is NMPC
k > 1. In the absence of model uncer-

tainty, when the closed-loop input uk (A.15) is applied, the system (5.1) evolves such that

xk+1 = x?k+1|k. (A.17)

According to Alg. 4, when the empty target set Xk+N+1 is added to the target set list (5.24),
the MPC horizon is shortened and the most recent non-empty target set is used again.
Since NMPC

k > 1, we are guaranteed at least one non-empty target set in (5.24) that may
used as a feasible terminal constraint in the low-level controller (5.25). At time step k + 1,
the shifted input sequence u?

k+1:k+NMPC
k −1|k will be optimal for this shifted horizon optimal

control problem (with a corresponding state trajectory x?
k+1:k+NMPC

k |k). At time step k + 1,

Alg. 4 applies the second input calculated at the previous time step: uk+1 = u?k+1|k.

Case 2: NMPC
k = 1. In this scenario, the target set list (5.24) at time step k+ 1 is empty,

resulting in NMPC
k+1 = 0 (5.26). However, combining the fact that NMPC

k = 1 with (A.16)
and (A.17), we note that

xk+1 ∈ Xk+1 ⊆ XE,

by construction of the target set (5.22). This implies that at time step k+ 1, system (5.1) is
necessarily in the safe set (5.20), and so application of the safety controller (5.21) will result
in a feasible input, uk+1 = πe(xk+1,Θ).

We have shown that i) the online iteration loop (Lines 10-23) in Alg. 4 finds a feasible
input at time step k = 0, and ii) if the loop finds a feasible input at time step k, it must
also find a feasible input at time k+ 1. We conclude by induction that Alg. 4 finds a feasible
input uk ∀k ∈ Z0+ in the new task T n+1. This results in a feasible execution of T n+1.
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