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ABSTRACT

We present the measurement of the two-point cross-caoeléinction (CCF) of 8198 Sloan Digital Sky
Survey (SDSS) Data Release 7 (DR7) quasars and6B8IDR10 CMASS galaxies from the Baryonic Os-
cillation Spectroscopic Survey (BOSS) at redshift 0.5 (0.3 < z< 0.9). The cross-correlation function
can be reasonably well fit by a power-law modg&(r) = (r/ro)™ on projected scales of, = 2-25h"*Mpc

with ro = 6.61+0.25hMpc andy = 1.694 0.07. We estimate a quasar linear biasbgf= 1.38+ 0.10 at

(2 = 0.53 from the CCF measurements. This linear bias correspandscharacteristic host halo mass of
~ 4 x 10*?h™M,, compared to~ 103h™*M,, characteristic host halo mass for CMASS galaxies. Based on
the clustering measurements, most quasazs-a.5 are not the descendants of their higher luminosity coun-
terparts at higher redshift, which would have evolved inr@massive and more biased systems at low red-
shift. We divide the quasar sample in luminosity and commstiae luminosity dependence of quasar bias to be
dbg/dlogL = 0.20+0.34 or Q11+ 0.32 (depending on different luminosity divisions) for qualseninosities
-235> Mi(z=2) > -25.5, implying a weak luminosity dependence of quasar clusteior the bright end of
the quasar population at- 0.5. We compare our measurements with theoretical preditidalo Occupation
Distribution (HOD) models and mock catalogs. These conspas suggest quasars reside in a broad range of
host halos, and the host halo mass distributions significawerlap with each other for quasars at different
luminosities, implying a poor correlation between halo sxasd instantaneous quasar luminosity. We also find
that the quasar HOD parameterization is largely degenstate that different HODs can reproduce the CCF
equally well, but with different outcomes such as the siégeffaction and host halo mass distribution. These
results highlight the limitations and ambiguities in madglthe distribution of quasars with the standard HOD
approach and the need for additional information in pofrdequasars in dark matter halos with HOD.

Keywords: black hole physics — cosmology: observations — galaxievee— large-scale structure of Uni-

verse — quasars: general — surveys
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1. INTRODUCTION

Quasars are powered by mass accretion onto supermas-
sive black holes (SMBHSs) at the center of massive galax-
ies. Like galaxies, quasars are luminous tracers of the un-
derlying dark matter, and can be used to map the large-
scale structure of the Universe. Over the past decade,
quasar clustering has been measured for large statistical s
ples drawn from dedicated surveys, most notably the Sloan
Digital Sky Survey (SDSS, York etial. 2000) and the 2dF
QSO Redshift Survey (2QZ, Croom et al. 2004). Build-
ing on earlier studies on small and heterogenous samples
(e.g.,.Shaver 1984), the auto-correlation function of qums
has been measured with unprecedented precision for a wide
redshift range (fromz ~ 0.4 to z ~ 4) and a variety of
quasar properties (e.d.,. Porciani etlal. 2004; Croomlet al.
2005;/ Porciani & Norberg 2006; Myers et al. 2006, 2007a,b;
Shen et all 2007, 2008, 2009; da Angela et al. 2005, 12008;
Ross et al. 2009; Ivashchenko et al. 2010; White et al.[2012),
and has been extended to the small-scale regiirieh(*Mpc,

e.g.. Hennawi et al. 2006; Myers etlal. 2008; Shen et al.l2010;
Kayo & Ogquril [2012). The clustering measurements have
also been performed for Active Galactic Nuclei (AGNS) se-
lected at non-optical wavelengths (e.g., Wake etal. 2008;
Gilli et all 2009;| Coll et all 2009; Hickox et al. 2009, 2011;

Donoso et al.| 2010 _Cappelluti et al. 2010; Krumpe et al.
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2010, 2012} Miyaji et el. 2011; Allevato etlal. 2011). These correlation measurements. In addition, the small-scalescr
quasar/AGN clustering measurements revealed that quasarsorrelation between galaxies and quasars constrains the oc
live in massive £ 10'?-103h"*M,,) dark matter halos, and pation of galaxies in quasar-hosting halos, and may hint on
constraints on the duty cycle of quasar activity can be in- the triggering mechanism of quasar activity.

ferred from the relative abundance of quasars and their host There have been a number of studies on the cross correla-
halos (e.g.,_Cole & Kaiser 1980; Martini & Weinb&rg 2001; tion between galaxies and different types of quasars and Ac-
Haiman & Hui 2001). tive Galactic Nuclei (AGN), i.e., optical-selected quasa¢-

With quasar samples increasing in size, several attemptgay-, radio- and infrared-selected (type 1 and type 2) AGNs
have been made to measure quasar clustering as a functiote.g., Adelberger & Steidel 2005; Lietlal. 2006; Coil et al.
of quasar luminosity. More massive halos are formed in rarer2007, | 2009;| Wake et al. 2008; Padmanabhan'et al. | 2009;
peaks of the density fluctuation field and are more stronglylDonoso et all 2010; Krumpe et/al. 2010, 2012; Miyaiji et al.
clustered (e.g.l Bardeen et al. 1986; Cole & Kaiser 1989;2011; Hickox et al. 2009, 2011). These studies generally
Mo & Whitel [1996; [Sheth et al. 2001). Galaxy clustering found weak or no luminosity dependence of the large-scale
shows a strong dependence on luminosity (e.a., Norberg et alquasar bias, although these measurements can be improved
2001]{Zehavi et al. 2005, 2011; Coil eilal. 2006; Coupon et al. upon using larger samples.

2012), indicating a good correlation between host halo mass Here we use the Tenth Data Release (DR10), “CMASS”,
and galaxy luminosity. On the other hand, quasar clusteringgalaxy sample [ (White et al. 2011; Anderson etial. 2012;
studies to date have failed to detect a strong luminositgdep Sanchez et al. 2012) from the Baryon Oscillation Spectro-
dence (e.gl, Adelberger & Steidel 2005; Porciani & Norberg scopic Survey (BOSS;_Schlegel, White & Eisenstein_2009;
2006; Myers et al. 20074, da Angela et/al. 2008; White et al. Dawson et al. 2012) in SDSS Ill (Eisenstein et al. 2011) and
2012), aithough Shen etlal. (2009) reportedraletection for ~ the DR7 (Abazajian et &l. 2009) spectroscopic quasar sample
the most luminous quasars in SDSS Data Release 5 (DR5) atfom SDSS I/l (Schneider et 2l. 2010) to measure the cross
(2) ~15. correlation function of galaxies and quasars &€z < 0.9

A weak dependence of quasar clustering on luminosity is ((2) ~ 0.53). These samples represent the largest and most
expected if quasar luminosity is not tightly correlatedhwit homogeneous spectroscopic samples to date for such cross
halo mass. Scatter between the instantaneous quasar I(correlation analyses, and enable us to derive one of the most
minosity and host halo mass dilutes any luminosity depen-Stringent constraints on the luminosity dependence oflarg
dence of the clustering. Several semi-analytical cosmelog Scale quasar clustering in this redshift range. It also ipes/
cal quasar models have been constructed to make predictiongnportant clues on how galaxies and quasars occupy the same
broadly consistent with current constraints on the lumilyos ~ dark matter halos as functions of galaxy and quasar proper-
dependence of quasar clustering (.., Lidz Bt al.|20067 She ties, thus shedding light on the assembly process of quasars
20097 Shankar et 4l. 2010a; Conroy & WHite 2013, for recent @nd theirimmediate environment.
work); more sophisticated approaches with dark mattey-onl  In this study we focus on the luminosity dependence of
simulations-semi-analytical galaxy formation models (e.g., duasar linear bias at~ 0.5, although we also briefly touch
Bonoli et al.[ 2009{ Fanidakis etlal. 2012; Hirschmann &t al. ©n the occupation of quasars within dark matter halos. More
2012), or with fully hydrodynamic cosmological simulaton ~ detailed modeling and discussions on the other intereasng
(e.g.| Thacker et &1, 2009; Degraf ellal. 2011; Chatterjedl et Pects of quasar-galaxy cross-correlation will be repoited
2012) are underway. Precise measurements of the luminosfuture work. This paper is organized as followg] §2 deseribe
ity dependence of quasar clustering are importantin giyanti  the quasar and galaxy samples used; the cross correlation
ing the scatter between quasar luminosity and host halo maséunction measurements are presented_in §3; we present a de-
(e.g.[White et &I, 2008; Shankar etlal. 2010a), which can intailed discussion on our results in terms of comparisorisde t
turn provide useful constraints on the correlation between oretical quasar models[(§4.1), Halo Occupation Distriuti
black hole mass and halo mass, and on quasar light curvédHOD) modeling (§4.2), and mock catalog based interpreta-
models (e.gl, Yu & Lii 2004, 2008; Hopkins et/al. 2005, 2008; tion (§4.3); we conclude in($5. In the Appendix we present
Shefi 2009; Croton 2009; Gao 2010; Shanks et al.]2011). ~ Systematic checks of our correlation function measuresnent

The sparseness of quasars makes the measurements of td&roughout the paper we adopt a #la€DM cosmology with
luminosity dependence of quasar clustering a nontrivigit.ta {22 =0.726,h=0.7,0, =0.0457,05 = 0.8 andns = 0.95 (e.g.,

Fine bins in luminosity and redshift, while breaking thez ~ Komatsu et al. 2011). All errors quoted are dtatistical only,
degeneracy, lead to very noisy clustering measuremengts (e. unless otherwise specified. Quasar luminosities are quoted
da Angela et 4l. 2008), hampering the detection of a possiblel€rMs 0fMi(z= 2), the absoluteband magnitude normalized

luminosity dependence. Shen et al. (2009) used a flux-lanite atz=2 (Richards et al. 2006).
quasar sample covering a wide redshift rangé (z < 2.5) 2. THE DATA

in order to increase the statistics, but the resulting lasiiy . —
subsamples are mixtures over a range of quasar luminosity 1h€ SDSS Vll uses a dedicated 2.5-m wide-field tele-
and redshift. scope [(Gunn et al. 2006) with a drift-scan camera with 30

One approach to mitigate such poor statistics is to cross-2048x 2048 CCDs [(Gunnetal. 1998) to image the sky

correlate the quasar sample with a much larger, galaxy samin five broad bandsugriz [Fukugita etal. 1996). ~The

ple. On large scales, where linear bias applies, the crossiMading data are taken on dark photometric nights of

correlation function is determined by the auto-correfatio 9°0d seeingl(Hogg etal. 2001), are calibrated photomet-

functions of both sets of tracers. Using the cross-coiicelat [ically (Smith etal.| 2002, Iveziet al.|2004; Tucker et al.

technique, one can obtain a much better measurement 0?006) and astrometrically (Pier et al. 2003), and object pa-

; ; ; : rameters are measured (Lupton etal. 2001). Quasar can-
quasar clustering by boosting the pair counts, suppresiseng ; . .
shot noise from the small number of pairs in quasar auto-didates [(Richards etal. 2002a) for follow-up spectroscopy
are selected from the imaging data using their colors, and
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Table 1
Summary of Quasar Subsample%G is the total number of quasar-galaxy pairs wigh< 50h*Mpc andr < 70h™*Mpc in a given cross-correlation sample.

The median redshift and magnitude are the pair-count (with 50h~Mpc andr < 70h~*Mpc) weighted median values of quasars. The last four cofuish

the best-fit power-law model correlation length of the CCRHixed slopey = 1.7), the galaxy linear bias, the linear bias of the crossetation sample fitted

with the full covariance matrix and with diagonal elemerftthe covariance matrix. Segl§3 for details on subsamplestenestimation of correlation lengths
and linear biases.

# Sample Ng Ng N(SG Zmin Zmax Mi min Mi max (2 (Mi) ro(y=17) b boc bgég

0 Full 8198 349608 879352 0.3000 0.8999-28693 -22576 0.532 -24055 6614'023% 210+0.02 17009 1.70+0.04
1 divi_sl zl 2726 349608 293098 0.3003 0.899®5115 -22576 0533 -23675 66829517 211+002 169911 1.72+007
2 divl_sl z2 1075 155888 134524 0.3003 0.532@3819 -22576 0.481 -23440 639098 2034004 144918 14214010
3 divlsl z3 1651 193720 135256 0.5321 0.899®5115 -23570 0.589 -23942 696692 2154003 190812 201+009
4 divl_s2_z1l 2738 349608 293640 0.3002 0.899®5541 -22808 0.531 -24000 684170318 210+002 169535 1.69+0.06
5 divl_s2_z2 1068 155888 137808 0.3002 0.53124171 -22808 0.480 -23726 68990442 203+004 169701 1.6840.08
6 divls2 z3 1670 193720 133358 0.5322 0.899@5541 -23838 0.591 -24294 68567943 2154003 173911 1724009
7 divl_s3_z1 2734 349608 292614 0.3000 0.899R8693 -23208 0.533 -24727 6277034 211+002 1700% 167+0.07
8 divl s3_z2 1069 155888 135812 0.3000 0.53126851 -23208 0.481 -24395 6823031 203+004 17891 1.79+009
9 divl_s3_z3 1665 193720 133933 0.5327 0.899R8693 -24204 0591 -24991 53030223 215+003 15801 152+0.10
10 divl_s4 z1 837 349608 91081 0.3004 0.8998693 -23915 0.533 -25406 68040311 211+002 179312 178+0.10
11 divl_s4 z2 321 155888 41766 0.3004 0.5306.851 -23915 0.482 -25043 54049842 203+£004 193038 188+0.15
12 divl_s4 z3 516 193720 42015 05329 0.8998693 -24876 0592 25622 563408/ 215+003 139928 1424017
13 div2_sl z1 2397 249546 283766 0.3000 0.58823812 -22576 0.484 —23564 6861043 205+003 167319 163:+0.07
14 div2 sl z2 1995 78593 136423 0.3000 0.490€23810 -22576 0.448 -23420 6797:0¢i 2144005 155977 152+0.10
15 div2_sl_z3 402 170953 112867 0.4907 0.58823812 -23369 0524 -23659 6429955 206+004 16991, 1.78+0.10
16 div2_s2_z1 1443 335123 286117 0.3005 0.698@4.315 -23812 0.547 -24040 69882355 211+£002 169318 169+0.07
17 div2_s2_z2 628 178865 123829 0.3005 0.544€24315 -23812 0.499 -24018 5744933 205+003 1427912 1444010
18 div2_s2 z3 815 156258 132738 0.5447 0.698@24.315 -23813 0.592 -24066 715010455 2124003 177318 184+0.10
19 div2_s3_z1 4358 349608 306945 0.3004 0.899®8693 -24315 0578 -24741 59230301 215+002 175355 1744006
20 div2_s3_z2 624 229499 138601 0.3004 0.574726.851 -24315 0.518 -24740 6108945 209+003 188913 1.88+0.09
21 div2_s3_z3 3734 120109 143922 0.5748 0.899®8693 -24316 0.637 -24744 6259035 219+004 1777055 1.69+0.07
22 div2_s4 z1 1966 349608 95949 0.3019 0.89998693 -25000 0.579 -25417 6030792L 2154002 175912 170+011
23 div2_s4_z2 188 228104 42244 03019 0.573&®6.851 -25003 0.521 -25406 5936705t 209+003 1747020 1.69+0.17
24 div2_s4 z3 1778 121504 45791 0.5745 0.89998693 -25000 0.644 -25419 64775887 2204004 1900516 184+013

=0719

/J /
!/ /
Figure 1. Aitoff projection of the sky coverage of the cross-correlatsam-
ples. The gray region shows the entire SDSS DR7 uniform qussaple
footprint, while the red region shows the current overlaphvthe DR10
BOSS CMASS galaxy sample.
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Figure2. Number density as a function of redshift for the DR7 uniform
guasar and DR10 CMASS galaxy samples. We have limited batiplea

within 0.3 <z< 0.9.

are arranged in spectroscopic plates (Blantonlet al.|2@03) t
be observed with a pair of fiber-fed double spectrographs
(Smee et all 2012). The final (DR7) quasar catalog from
SDSS I/ll was presentediin Schneider etlal. (2010).

The BOSS survey is an ongoing program within SDSS
Il (Eisenstein et all 2011), which is obtaining spectra for
massive galaxy and quasar targets selected using phojometr
from SDSS I/ll and new imaging data in the South Galac-
tic Cap (SGC) in SDSS Ill. Targets are observed with an
upgraded version of the multi-object fiber spectrographs fo
SDSS I/l (Smee etal. 2012). The BOSS spectra are re-
duced and classified by an automatic pipeline described in
Bolton et al. (2012), and the first public data release of BOSS
spectra is Data Release 9 (DR9) (Ahnetal. 2012). In this
work we use the unpublished Data Release 10 (DR10) for our
galaxy sample, which contains BOSS spectra taken through
July 2012, and surpasses the DR9 samples.

2.1. Sample Construction

We use the subset of quasars in the SDSS DR7 quasar cat-
alog (Schneider et &l. 2010), wittNIl FORM TARGET=1 in
the value-added catalog lof Shen etial. (2011). These quasars
were uniformly targeted using the final quasar target selec-
tion algorithm (Richards et &l. 2002a) implemented in SDSS
I/ll, and constitute a statistical sample suitable for ®usg
studies (e.g!,_Shen etlal. 2007, 2009; Rosslet al.|2009). For
the redshift range of interest here< 1), this quasar sample
is flux limited toi =19.1. The sky coverage of this uniform
quasar sample is 6248 deg

Two main galaxy samples are targeted in BOSS, with sep-
arate color and magnitude cuts: the CMASS samplg)at-
0.55, and the LOWZ sample & < 0.4. We choose the
CMASS sample as our galaxy sample, as it has a larger red-
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Figure 3. Subsamples of quasars divided by quasar luminosity. Traleigétsample definition is described {0 82.2 and summarizéihble[ 1. The top panels
show the distribution in the quasar luminosity-redshiting, with different colors for the four different lumingsgubsamples. Note that the red points overlap
with the green points, i.e., the most luminous subsamplsisaet of a less luminous subsample. The vertical dastesiflinther split each luminosity subsample
by the cross-pair-weighted median redshift. The bottomesashow the cross pair-weighted (WG pair separations, < 50h™*Mpc andw < 70h™*Mpc)
redshift distribution of quasars in each subsample (wighgttay lines showing that for the full sample). The left agihticolumns are for Division 1 and Division

2 in terms of quasar luminosity, respectively.

shift overlap with our quasar sample. The total DR10 BOSS ies (e.g., Fig[[2) suggest that most of the pair contribution
CMASS galaxy sample contains over 36Qalaxies, which  comes from a rather narrow redshift range aroand 0.5.
is approximately one half of the final BOSS CMASS galaxy Thus any redshift-dependent clustering is expected to be
sample. small. Nevertheless, we consider quasar subsamples divide
Since the CMASS galaxy sample has a narrow redshift dis-by redshift-varying luminosity boundaries (Division 1)s a
tribution that peaks arourmh 0.55 and drops rapidly towards ~ well as by constant luminosity cuts (Division 2), as shown
both ends, we have imposed a redshift cus, €9 z < 0.9, to in Fig.[3. Division 1 enforces all subsamples to have the
both the CMASS sample and the quasar sample[Fig. 1 showsame redshift distribution, but the subsamples will oyerla
the overlap between the CMASS galaxy sample and the DR7with each other in luminosity. Division 2 ensures there is
uniform quasar sample used in the current study, with a skyno luminosity overlap in each subsample, but the effective
area of 4122déy Fig.[2 shows the redshift distributions of redshift is slightly different for each subsample. We fur-
our final CMASS sample and quasar sample for subsequenther split these luminosity subsamples by the pair-weighte
cross-correlation analysis, with 349,608 galaxies an@®,1 quasar median redshift in each bin to cretez subsam-

guasars in total. ples, to investigate possible redshift evolution. Tableihs
marizes the luminosity and redshift boundaries and pragsert
2.2. Quasar Luminosity Subsamples of these quasar subsamples. These redshift and luminosity

boundaries were chosen to yield comparable pair counts for

Since our primary goal is to investigate the luminosity de- ¢, ,sq_correlation subsamples, except for the most lunsinou
pendence of quasar clustering, we divide our quasar Samp'%ubsamples (divl_s4 *and div2 sa %)

into different subsamples by quasar luminosity. : : i :
The redshift distributions of the quasars and CMASS galax- We assign the effective luminosity and redshift to each
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quasar subsample using the pair-weighted median values of Table2
quasar luminosity and redshift. Measurements of the cross-correlation functignfor the full sample and
. . .. subsamples. The second column lists the total raw numb@6gsairs in a
2.3. Correcting for Fiber Collisions givenrp bin with = < 70h™tMpc, which can be used as a rough estimate of

Due to restrictions of fiber placement during the BOSS sur- the robustness of the sample statistics. The last colunsrtiie diagonal
errors of thew, measurements, and the normalized covariance matrices are

vey, two targets separated by less tha"_f G@rresponding provided in Tablgl. A portion is shown here for its contertie Table is
to ~ 0.44h‘1Mpc transverse comoving distancezat 0.55) available in its entirety in the electronic version of thappr.
cannot be observed simultaneously on the same plate (tile), p— - oG v .

but can be both observed on overlapping plates. The BOSS " P (h-llprpc) (h‘ll\;l)pc) (E_V{pl\‘;l’;g)

tiling procedure uses optimized algorithms to maximize the 0 0115 17 2060628 24401567

number of galaxy targets in tile overlap regions, but theee a
still ~ 10% CMASS galaxy targets that do not have a spec-
troscopic observation and are lost from the spectroscatic ¢
alog. This fiber collision effect reduces the number of pairs
on small (one-halo) scales and therefore lowers the clagter
strength over these small scales. There are several schem
to compensate for the preferential loss of quasar-galakg pa | |qa 5 logarithmic binning in, with Alogr, = 0.125 starting
due to fiber collisions: upweighting the nearest spectnoisco f 04hM d P i bi p— th Ay =
galaxies that have a collided target (Anderson et al. 2012); rOT Fp,min = 0. pcandalinéar binning iw wi =
assigning the photometric targets a redshift from the rstare Sh™*Mpc. i i o
spectroscopic neighbor (e.q., Zehavi éf al. 2005); or uaing There are different methods to estimate the statistical er-
algorithm that tracks the tiling geometry and recoversthet ~ 'Ors of the correlation function measurement, either inter
small-scale correlation strength (Guo ef al. 2012a). nally using bootstrap or jackknife resampling, or extelsnal

Here we decided to use the upweighting scheme to re-UsSInNg mock catalogs (for a discussion, see, .g.. Norbeay et
cover the small-scale cross-correlation signal. Inthecds 2009). Here we adopt the jackknife resampling method (as
our cross-correlation study, the spectroscopic obsematf ~ Was done in, e.gl, Scranton etal. 2002; Zehavi €t al. |2005;
BOSS galaxies are completely independent of the spectro'Shen et al. 2007): we divide the clustering samples MNyg
scopic observations of the lowSDSS-I/Il quasar§, as the  Spatially contiguous regions with equal area, and crigte
BOSS survey never places a fiber on a known low-redshiftjackknife samples by excluding each of these regions in
quasar[(Ross etidl. 2012). The upweighting scheme is thugurn. We create our jackknife samples using the pixelizatio
equivalent to the nearest neighbor scheme such that botfcheme of STOMP, which has been used in other studies
methods provide the maximum compensation for pair loss due(€-9-/McBride et &. 2011). We measure the correlation-func
to fiber collision. The information on the galaxy weights for tion for each of these jackknife samples, and the covariance
fiber-collision (and a smaller fraction due to redshiftdiads)  €rror matrix is estimated as:

0.1540 23  51%358 1453023
0.2054 38 4641206 1276868

the resultis already converged for the scales consideithdsin
%aj\per. This upper-limit ofrmax Will be taken into account in
r subsequent modeling. For our fidudalrp, =) grid we

corrections is taken from the DR10 CMASS sample. N 1 Njack
.y — Njack™ | sl &
2.4. Random Catalogs, Correlation Function Estimators, Cov(, j) = N Z(gi —&)(E &) 2)
and Error Estimation ! I=1

We generate random catalogs for the CMASS galaxy sam-Where indices and j run over all bins in the correlation
ple with the same angular geometry and redshift distrilputio function, and¢ is the mean value of the statisticover the
as the data. The spectroscopic completerig§se., fraction jackknife samples. The covariance matrix is generally domi
of targets with fibers assigned) is a function of sectors (seenated by the diagonal elements except for the large-saage bi
e.g./Blanton et al. 2003, for the definition of sectors), and ~Where correlations between adjacghins become important
taken into account by upweighting the galaxy points during due to common objects in these bins. _ .
pair counting. We already account for fiber collisions, se th ~ We settled on 50 jackknife samples to estimate the covari-
spectroscopic completeness here does not include objetts | ance matrix. The normalized covariance matrix (also known

to fiber collisions. as the correlation matrix) is defined as:

We estimate the 1D and 2D redshift space correlation Cov(,j)
functions £4(s) and &(rp,7) using the simple estimator CoVhorm(i, J) = ———, 3)
(Davis & Peebles 1983, DPRG/QR- 1, whereQG andQR gi0]

are the normalized numbers of quasar-galaxy and quasar
random pairs in each scale bgis the pair separation in red-

shift space, and, () is the transverse (radial) separation in -, model fitting unless otherwise stated. Further disoussi

redshift space. We shall comment further on this choice be-q grror estimations and jackknife sampling are presemted i
low. To reduce the effects of redshift distortions, we use th o appendix.

projected correlation function (e.q., Davis & Peebles 1983

whereo? = Cov(j, i) is the diagonal element of the covariance
matrix. By default we will use the full covariance matrix in

00 3. THE CROSS CORRELATION FUNCTION
wp(rp) = 2/0 dm &s(rp, ) - (1) 3.1. The whole quasar sample

We show the projected correlation functiog for the full
guasar and CMASS galaxy samples in Fiy. 4, and tabulate

18 This situation is different from the cross-correlationvbe¢n galaxies the measurements in Talhle 2. Much of our focus will be on

and quasars from the SDSS-I/Il survey, where there is filésiom between
guasar targets and galaxy targets. 7http://code. googl e. con p/ astro- st onp/

In practice we integratés(rp, 7) to mmax= 70h™*Mpc, where
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T ogy, estimated at the pair-weighted median redshift of the
,=6.61+0.25 h~' Mpc_| cross-correlation samples. Our investigations using ncatk
¥=1.69+0.07 alogs (see[8413) show that on scalgss 4h™*Mpc nonlinear

f f and one-halo effects start to affect the linear bias, while a

“'»-J:: ] re = 15h™*Mpc residual redshift space distortion (RSD) ef-
~4 fects start to become important. Thus we narrow the fitting

1021 T"g range tor, = [4,16]h"*Mpc to estimate the linear bias, where

a scale-independent linear bias seems to be a good approxi-

mation (within 10%). Although we lose statistical power by

excluding data points (i.e., only 5 bins of scale are usebén t

N fitting), this procedure is preferred to avoid scales whemen

linear effects, scale-dependent bias, and RSDs may afffect t

linear bias estimate. Nevertheless we tested vanyjigund-

Vi=1.70 1 aries within [150]h™Mpc in the fitting and found all derived

boe=1.70+0.06 ,} boc values are consistent withinrlthus our estimate diqe

is robust against this detail.
10° Y B I U1 R The correlation function is well fitted by a power-law model
0.1 1 10 with ro = 6.61+ 0.25 andy = 1.694 0.07 over the scales of
- (h™"Mpc) 2 <rp < 25h™Mpc (x?/dof = 6.54/7). On smaller scales,
P the correlation function significantly deviates from thestse

Figure4. Projected cross-correlation function for the full quasada  fit power-law model derived from larger scales, and requires

bCMtAfS_tS galaxly CrOSS(-jC?rfrel’:lrt]iOH Sellmple- Thze t;'gﬁ'fliﬂﬂd C'V_I:?fllaﬂ?btlhe explicit modeling of the one-halo term. The fact that we dete

pg\?verl-lg\(/?\,/milr?&eiygr:% f?xegrindeexiirfgggrzhe red line igctr\?g besetxflit I?n- Slgnlflcan.t CIUStermg atp 5 1h 1MpC indicates that there are.
ear bias model (i.e., the linear matter correlation fumcticaled by a constant & Population of satellite hosted quasars and CMASS galaxies

bias) for the fitting rangep = 4—16h™Mpc. All fits were performed using in the cross-correlation sample (see discussionklin §4).

the full covariance matrix. The linear bias for the full cross-correlation sample from

our simple fitting isbgs = 1.704 0.06. In order to derive

the quasar linear bidsy we need to know the linear bias of

T T T TT1T1T]

Lo

T
1

T T T TTTT]
H
7
HBH

|

T
1

il
|

ro=6.61£0.24 h™'Mpc g

T T T TITT]

Lo

T

Table3

Quasar linear bias derived frobyg andbg. The error bars are simply CMASS galaxieds. For this purpose we have measured the
propagated fronbog andbg neglecting covariance. We only tabulated the  auto correlation function (ACF) for the CMASS galaxy sam-
rgsults flor the I;Jmlnosltytsu;JsampfleE (ﬁ-gt-,metrtehsul‘é#g&—z . ple using the standard DP estimator, and used the same fit-
subsamples are 100 noisy 1o be usetul). Note thal e aal aNos H H
luminous subsample (s4) are a subset of the less luminossusyte (s3), ting pyocedure to estimatas. However, We.fc.)und that th.e
so the bias measurements in these two bins are not indegienden best-fitbg value does depend on the exact fitting range, given
the substantially smaller statistical errors from the AC&am
sample (4 (Mi) bo surement. To reduce the risk of contamination from small-
Full 0.532 -24055 138+0.10 scale non-linear clustering and large-scale redshiftepis-
g!"i—sé—zi gggi ‘giggg iggigig tortion, we fit the CMASS ACF over the same scale range
vl sZ2 z . —24. . — — H —
divl_s3_z1 0.533 —24727 137+0.15 (rp = [4,16]n"*Mpc) as for the CCF data, and deribg =
ST ' _ 2.10+ 0.02. Within this fitting range, the ratio of the CCF to
divl_s4 z1 0.533 -25406 1524021 . ;
div2 sl z1 0484 -23564 136+ 0.17 the galaxy ACF is roughly constant, allowing use of the rela-
div2_s2_z1 0547 -24040 135+0.17 tion béG = bobg _to derive the quasar Iinea_r bias. The inferred
div2_s3_z1 0.578 —24741 142+0.15 quasar linear bias isg ~ 1.38+ 0.10, consistent with the es-
div2_s4 z1 0579 -25417 1424020 timatedbg ~ 1.34+0.2 from the SDSS quasar auto-correlation

function measured &) ~ 0.5 (e.g., Shen etal. 2009). This
the larger scales measurements, but it can be seen that winear bias is also consistent with the value derived usheg t
have a good detection of clustering to quite small scales. InHOD approach described i §4.2 and with the bias of the
particular, there are 84QG pairs withinr, < 1h™*Mpc and mock catalogs (which show a slight, slow decrease of the in-
1 i -1 -1
7 < 70h"Mpc, allowing a fair estimate of the small-scale ferred bias from &~Mpc to 16h"Mpc).
(one-halo) cross-correlation. Our derived CMASS galaxy bias value is somewhat larger
We fit the measured CCF with a power-law modgl) = than the estimated value of8-2 in other ACF studies of

(r/ro)™ over the projected scales 2, < 25 h™:Mpc to CMASS galaxies (e.gl. White etlal. 201.1; Nuza et al. 2012),

; : . i but is consistent with that derived in_Guo et al. (2012b)
g;ggﬁ'g) ?;iﬁ:gféear'ﬁlr?egtrrzg iog intermediate-scalag based on the DR9 CMASS sample. This result is at least

partly caused by the different methodology in estimating
4) the bias. We also compared our ACF measurement directly
. ) ) i with those reported in other studies (elg., White et al. 2011
wherewp matter Is the correlation function of the underlying [Anderson et all 2012, Nuza et al. 2012); our measurement
matter at the redshift of interest, ab@G ~ bgbe wherebg is systematically higher by 10% overr, = 4-16h"Mpc
andbg are the linear biases for the quasar and CMASS sam-scales. To resolve this discrepancy we performed extensive
ples respectively. tests upon our galaxy sample and the samples used in other

To estimate the linear bidsys, we use the linear matter  studies, and found that this systematic difference is lgrge

correlation function computed using the linear power spec-due to the usage of additional galaxy weights in the other
trum in[Eisenstein & Hul(1999) under the adopted cosmol- studies. While there are good reasons to use those weights

— 2
Wp = Wp,mattetbQG )
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Figure5. Projected cross-correlation function for the quasar lasity subsamples with the two luminosity divisions (see. Bjg The data points are mea-
surements for that bin, with green symbols (withirc2 , < 25h™*Mpc) indicating those used in the power-law model fitting.eTip data for the full sample
is shown in dotted lines as a reference. The black dashesldireethe power-law fit to the fitting rangg = 2—25h™Mpc with fixed slopey = 1.7, and the red

lines are the linear matter correlation function scaledheyliest-fit linear biabog over the fitting range, = 4-16h"IMpc. The sample number is marked in
each panel (see Talile 1 for sample information).
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in these studies, it is not clear that they are applicablauto o tailed studies (see Figl 5), much of our following discussio
cross-correlation measurements. On the other hand, vegltest will focus on the large-scale quasar bias and its luminosity
the difference of using the simple DP estimator and the moredependence, although we do attempt to model the small-scale
robust Landy-Szalay (Landy & Szalay 1993, LS) estimator, clustering for the full cross-correlation sample.

and found that the DP estimator over-estimatgsby only Quasars reside in dark matter halos, and the redshift evolu-
< 2% belowr, = 10h~*™Mpc and by~ 10% atrp ~ 40h~*Mpc, tion of quasar bias can be used to understand the C(_)smic evo-
which means the difference caused by using the simple DP eslution of this population. A long-lived quasar populatioayn
timator is negligible. In general the statistical errotmutated ~ passively evolve into their lower redshift counterparttwe

in Table[l are significantly smaller than the systematic unce predicted bias evolution (e.d., Fry 1996; Teamark & Peebles
tainties in the galaxy bias estimation. Nevertheless,riigg ~ 11998;| Mo & White | 1996; White et al. 2007; Hopkins et al.
the detection of the luminosity dependence of quasar lies, t 12007a), and can be confronted with the observed quasar bias

exact value of the galaxy bias is not critical. evolution (see[84]1). _
The observed luminosity dependence of quasar bias con-

3.2. Quasar subsamples divided in luminosity strains how well quasar luminosity correlates with halo snas

Fig. B shows the resulting cross-correlation function for In & physical galaxy formation scheme, there are various cor
each quasar luminosity subsample (i.e., no dividing in red- 'elations among halo, galaxy and BH properties such that a
shift), and comparison with that for the full sample. Forteac chain ofLgso <> Mg <+ Mgal <> My may form. If the BH
luminosity subsample we show in Fig. 6 the results for the Mmass is more directly connected to halo mass than to galaxy

L -zsubsamples. All the measurements are tabulated in TabléNass, we expect a simpler versigso <> Mgy <> Mp. In the
2 simplest scenario, i.e., all quasars are shining at a cotisth

.Our current samples do not have a sufficient number of dington ratio, and BH mass linearly correlates with halosnas
small-scaleQG pairs ¢, < 1h™*Mpc) to probe the clustering ~With no scatter, we expect a strong luminosity dependence
difference on these one-halo scales when dividing our quasa®f quasar bias as a result of more luminous quasars living in

sample in luminosity. To quantify the luminosity-depencen ~MOre massive halos. In practice, there are inevitably d¢urea
of the large-scale clustering strength weviig in the range and scatter among these correlations, which will modify the

_ . . Iting luminosity dependence of quasar bias. For icgtan

of 2 < rp < 25h™*Mpc with the power-law model and in the resu L i .
) . ) asar luminosity at fixed BH mass may have a substantial

range of 4< r, < 16h™*Mpc with the linear-bias model. For iy Lrhinostty & 1 y fav . !

) - dispersion, as a natural result from different fueling dend
the power-law model we fix the slope to he 1.7, consistent  tjons: BH mass may not perfectly (and linearly) correlatéwi
with the best-fit slope for the full cross-correlation saepl

X e halo mass due to diversities in galaxy formation detail®Seh
The amplitude of the clustering is therefore measured by thegcatters will produce a distribution of host halo mass atffixe
best-fit correlation lengthy and linear biadoe.

b ! . ) uasar luminosity; the more these halo masses overlap-in dif
The best-fit values ofg and linear biasgg for different d Y P

CCF subsamples are shown in Fig. 7 for the four quasar Iu_ferent quasar luminosity bins, the less prominent will be th
minosity subsamples in each division. No significant dif-
ference is detected among these subsamples. IHiFig. 8 w
present thav, values computed over wide linegy bins with
Arp =5h"Mpc for the four luminosity subsamples in the two
divisions. Thesav,, values represent the averaged correlation
over these wide bins. Again, we see that while the valug,of
depends on scale, there is no significant difference inelust
ing strength between any of the samples on these scales. O
sample statistics are insufficient to probe potential lLosity
dependence on, < 1h™*Mpc scales.

One concernis that for Div 2 the effective redshift is slight
different for each luminosity subsample, and possiblehids
evolution may complicate the interpretation. However, the
difference in the linear growth factor over the probed réftish
range £~ 0.45-0.65) is only~ 10%, and the evolution in the
linear biashg of the CMASS galaxy sample over this redshift
range is negligible (see Taldlé 1). Thus the effect of retishif
evolution is negligible for our samples, as expected, and we
do not observe a significant difference when we further divid
our luminosity subsamples in redshift (e.g., FEig. 9).

4. DISCUSSION

The improved measurement of quasar large-scale cluster
ing at z~ 0.5, and the inferred luminosity dependence of
quasar bias, can be used to study the evolution of the globa

quasar population and to test cosmological quasar models

while the small-scale cross-correlation probes the imatedi

neighborhood of quasars and may hint at the triggering mech-

anism of quasars. Since the statistics on the small-scads-cr
correlation in the present study are still not sufficientder

observed luminosity dependence of quasar bias. This effect
will be further illustrated in the following discussion.

e

4.1. Implications from large-scale clustering

Fig.[10 presents the quasar/AGN bias measured in differ-
ent studies and comparisons to the bias of different galaxy
samples. The three dotted lines show the bias of halos

yvith constant halo mas#, = 1,4,16 x 102h™Mpc us-

ing the[Tinker et dl.[(2005) halo bias formifla The three
dashed lines show the evolution of bias for a passive pop-
ulation of tracers (e.gl., Fry 1996; Tegmark & Peebles 1998;
Mo & White [1996; White et al. 2007; Hopkins et/al. 2007a).

These different samples probe different redshifts and lu-
minosities, and are selected with different methods, thus a
detailed comparison would be difficult. Furthermore, these
studies used different methodologies to estimate the dinea
bias. Although in most cases the bias values derived with
different methods agree to withinor1there are cases where
they could differ significantly (e.g., Padmanabhan et 800
Krumpe et all 2012). Keeping these caveats in mind, some
general conclusions can be drawn from this figure:

e Optically selected quasars appear to have a typ-
ical halo mass between ¥0- 10°hM. (e.g.,
Croom et al.| 2005; Hopkins etlal. 2007a; Shen et al.
2009;. Shanks et al. 2011) over a wide redshift range.
This result implies that most lo@-quasars are not the

18 Using alternative halo bias formula calibrated againstustions will
yield slightly different results that are consistent witla factor of two (e.g.,
Sheth et dl. 2001; Cohn & White 2008).
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descendants of their higheounterparts, which would
have evolved into systems with relatively higher bias at
low redshift.

same redshift. By selection these galaxy samples are
at the massive end of the galaxy population. Thus
most lowz quasars are not shining within these massive
galaxies. These massive galaxies may have experienced
a brief quasar phase in the past to build up the central
SMBH mass, and are therefore likely the descendants
of high-zquasar host galaxies.

There is no significant difference in the clustering
strength between optical quasar samples and several X-
ray selected AGN samples at the same redshift (e.g.,
Krumpe et al.. 2012). However, we note that these
X-ray' AGN sample)s only probe slightly fainter lu- At z~_0.5, the avlerage stellar mass of the CMAS_S galaxy
minosities than the optical quasar samples, thus bothSample is~ 2 x 10"Mg, (Maraston et al. 2012). This value
types of active SMBHs are likely drawn from a simi- corresponds to a black hole mass-o# x 10°M, using the
lar population, and therefore should trace a compara-local Mgy —Mpuige relation in[Marconi & Hunt [(2003) and
ble halo mass range. There may be some hints thatassuming all the stellar mass is in the bulge for CMA_SS
radio-selected AGNs have higher clustering than opti- galaxies. The average BH mass of the SDSS quasars is es-
cal quasars and X-ray selected AGNs (&.g., Wakelet al.timated to be~ 4 x 10’M, (assuming unity Eddington ra-
2008; Hickox et al. 2009; Donoso et al. 2010). tio) or ~ 3 x 10°M, (virial BH mass estimates from Shen et

al. 2011). Since the SDSS quasars reside in halos that are
The galaxy populations from SDSS and BOSS are typically a factor of a few less massive than CMASS galaxy
significantly more clustered than quasars/AGNs at the hosts, either the quasar BH mass in these lower-mass galaxie
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Figure9. The strength of the cross-correlation in termsgénd linear biadbgs. For each luminosity subsample we further plot the resilteetwo redshift
subsamples, connected by the dotted lines. No redshiérdifte is detected given the large error bars.

is over-massive compared with the prediction from the local sponds taVl, = -20.5. For the 4 < z < 0.6 galaxies in the
MgH — Mpuige relation, or the virial mass estimates for SDSS Canada-France-Hawaii Telescope Legacy Survey (CFHT-LS)
quasars are systematically overestimated (for the lattesip ~ samplel(Coupon et al. 2012)g(> L) = 1.166+0.288(L/L*)
bility, see, e.gl. Shen etlal. 2008; Shen & Kelly 2010, 2012). whereL* corresponds td/; —5logh = -19.81 (for all galax-

We now examine what constraints the luminosity- ies). The luminosity dependence of galaxy bias for the CFHT-
dependence of quasar biagzat 0.5 can place on cosmolog- LS sample is shown in Fig_11 and compared to that of the
ical quasar models. First, we derive a quick constraint @n th quasar bias derived in this work. We have assumed that the
luminosity dependence of quasar bias by fitting a straiglet i median quasar luminosity in our samphé; (z= 2) =-24.055)
to the data. For simplicity we neglect (small) correlatedex corresponds to the galaxy threshold luminosity with theesam
among these bias estimates due to the usage of the commohias, which incidently corresponds to a galaxy luminosity o
galaxy sample in the cross-correlation measurements.gUsin ~ L*. Based on this comparison, a luminosity dependence of
the four luminosity subsamples in the two divisions, thgelo  quasar clustering as strong as that for galaxies is ruledtout

constrained from the data is the~ 95% (~ 20) confidence level (CL). This result reflects a
db reasonably good correlation between galaxy luminosityg (an
Q -020+034 divl (5) stellar mass) and halo mass, a correlation that appears to be
dlogL weaker between quasar luminosity and halo mass.
=0.114+0.32 div2, (6) The linear bias for a population of quasars at fixed luminos-
ity L can be expressed as (el.g., Shen 2009):

for -23.5 > M;(z=2) > -25.5. Thus the data are consistent
with no luminosity dependence over this luminosity range.

This weak luminosity dependence is in contrast to that bo(L) = /bh(M )
of galaxy clustering (e.g., Norberg et al. 2001; Zehavi et al
2005/ 2011; Colil et al. 2008; Coupon etlal. 2012). The SDSSwhereb,(Mp) is the linear bias of halos with masé,, and
main galaxy sample dg) ~ 0.1 shows a strong positive lumi-  dP(Mg|L)/dMy, is the distribution of host halo mass at fixed
nosity dependence in galaxy clustering (Zehavi et al. 2011) quasar luminosityL. If we define an effective halo mass
be(> L) x 05/0.8 = 106+0.21(L/L*)112, whereL* corre- (Mp)(L) such thabn({Mp)) = bg(L), the dependence dk)

dP(Mh|L)th ’ 6
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Figure 10. Left: comparison of the linear bias derived for different tra@mples. The solid symbols are for quasars and AGNs, whileftea symbols and the
green vertical line segment are for galaxies. Measurenaeatsoni Shen et al. (2009, S09), White etlal. (2012, W1Z)niye et al.[(2012, K12)), Cappelluti ef al.
(2010, C10)[_Hickox et &l {2009, H09), Hickox et al. (201111, [Zehavi et dl.[(2011, Z11), Padmanabhan et al. {2009), R@@ Parejko et all (2012, P12).
The three dotted lines are the halo linear bias estimateuyisé recipes provided in_Tinker i al. (2D05) for halo masée= 1,4,16 x 102h™ M. Note that
different fitting formula for the halo bias will yield slighytdifferent results (e.gl._Sheth etifal. 2001). The threddddines are the predicted bias evolution for a
passive population (e.d.. FAry 1996; Mo & White 1996; Hoplensl.[2008), started at three arbitrary high redshifts aatthed to the measured linear bias of
guasars at these redshifts. These biases derived in diffek used different methods, and while they often agreékiwthe reported error bars, there are cases
when the reported error bars underestimate the systematertainty in determining the bias (e.a.. Padmanabhari [808B; Krumpe et al. 20112), especially
when the statistical uncertainty is small. With these ct/eéamind, this figure suggests that quasars at differerghiétd reside in halos with typical masses
of a few 1d2h M, and as such low-redshift quasars are not the descendathisirdfiigh-redshift counterparts, which would have evdlito more massive
systems. The massive galaxiezag 0.5 in the SDSS samples typically reside~n10'3h™ Mg, halos, and could be the descendantg ef 1 quasarsRight:
Same as the left panel, but with the product of the linear &masthe linear growth factdd(z) as they-axis. Thus constant large-scale clustering is denoted by
horizontal lines in this plot.

L e B R their BH mass correlates with halo maSSI\AI§.|o<Mﬁ/3_5/3
—— CFHT-LS Al o full ] with no scatter (i.e., a “light bulb” model for quasars). The
L o divl ] scaling can be predicted from some analytical arguments
mdivZ | (e.g.,.Silk & Regs 1998; Wyithe & Loeb 2003) or inferred

- from observations of local dormant BHs (el.g., Ferrares&200

8 Baes et al. 2003) although scatter in the relation is exgdecte

7 Any scatter in théMgy — M, relation, and dispersion in the Ed-
dington ratio distribution, will lead to flattening in th#;,) —L
correlation (i.e., reducing). Thus the level of observed lu-

i minosity dependence of quasar bias places a constraineon th
- scatter between halo mass and quasar luminosity for a given
r . power-law slope in the intrinsic correlation.

1.0~ m Fig. [12 (left) shows several realizations of this toy model
I with different values oty in dotted lines. Models with large
035 _240 -245 -250 -255 « are less favorable compared with the data, although they
M(z=2) cannot be completely ruled out given the uncertainties én th
measurements.

F_iglér_e lilh' ComlffzriSO% Olf)the't:]umintos}ty t?epend_en&e ch F?;;Sﬁf bi?s de- There are several more realistic, semi-analytical quasar
rived in IS WOrk (symbnols) wi at ol galaxies In the sample H H H _
(black solid line) at 04 < z< 0.6 (Coupon et al. 2012). We use open sym- models thatcan be Confro.nted with _thIS Observatlona.l con
bols for the second most luminous subsample (s3) in the twisidis to straint (see[§1 and Appendlx B of White et al. 20];2)- Itis be-

indicate the fact that it contains the most luminous subseufsa). To map yond the scope of this paper to compare these different mod-

g/%t:g’gfgu‘g’szsré}wmg‘s?;%aﬂ %Z'r%ﬁu(?;i[‘?)ity l"’zagg\g;fggﬁéggg;hdes els in detail or use our measurements to constrain their mode
to the galaxy luminosity with the same bias. Incidently weageorrespond- parameter_s (Cf' Shankar et al_’ 20.10a,b). . .
ing galaxy luminosity of~ L*. Note that the galaxy biases were derived As a simple demonstration, we consider one semi-

for luminosity-threshold samples, and we have limited takaxy luminosity analytical quasar model from Shen (2009). This cosmoldgica

within the range of L5-3L ", approximately the range probed by the CFHT-  quasar model assumes that quasars are triggered in halo ma-

't‘hirf?ﬂ;‘t"gf' tlgzgfgl';‘ﬁgg dependence of quasar bias isemaweaker o hergers; and adopts a quasar light curve model composed
of an Eddington-limited accretion phase and a power-law de-
caying phase. This model can reproduce a variety of quasar

on L determines the luminosity dependence of quasar bias0Pservables, including quasar clustering, luminositycfiom

As a toy model, we parameterize a relatitvl,)(L) oc L°. and Eddington ratio distributions over a wide redshift rng

A slope of a ~ 0.6 ~ 0.75 is consistent with a model in N Fig.[12 (left) we show the model predictions for the quasar

which all quasars are shining at fixed Eddington ratio, and Pias as a function of luminosity at= 0.5-0.6 as the gray



12 SHEN ET AL.

T I T T T T I T T T T I T T T T I T T T T I T T 2‘5 T T 7T ‘ T T T T ‘ T T T T ‘ T T T T ‘ T T 7T

- [ ]
L Shen09 Model  <Mg>e<L 4 f'-}” . F—M=-255 Shen09 Model A

5 oL [2=0.5-0.6] e div] [ o _M=-245 ]
or m div2 i 2.0 - M;:723,5 7]

~ CX=O.7E‘):

0.5)/dlogM,
o
x

. L ]
e} I L 4
j" 1.0 C B
> i 1
- T i 1
L Ccw13 1 ©° 05F 7
1.0 — i 1
1 I 1 1 1 1 I 1 1 1 1 I 1 1 1 1 I 1 1 1 1 I 1 1 O ,O L Il 1 1 lJ ’1/ 1 1 l 1 1 1 1 l 1 1 ‘.1 .\'P' 11 ]
-235 —24.0 -245 -250 =255 11.0 11.5 12.0 125 13.0
M,(z=2) logM,, (h™"Mg)

Figure12. Left: Comparisons between several model predictions and oururegaent of the luminosity dependence of quasar large-$icalar bias. We use
open symbols for the second most luminous subsample (sBgitwio divisions to indicate the fact that it contains the nasinous subsample (s4). For the
dotted lines (i.e., power-law models with=0,0.3,0.6,0.75), the predictions are generated usinglthe Tinker et @D%Phalo bias formula a = 0.53, and
normalized such that they are close to the measured bias€dull quasar sample. The gray band is the predictiar=a.5—-0.6 from the_Shéern (2009) model,
and the blue dashed line is the predictiorz at0.55 from the fiducial model in"Conroy & White (2013, CW13) naggieg the satellite contribution (which serves
to increase the bias in the fainter bins by about 5% whileiteathe bright bins almost unchangedjight: The distribution of host halo mass at fixed quasar
luminosity from the Shen (2009) model, estimated at0.5.

shaded region. Although this model still predicts a mild in- estimated in_Shen etlal. (2011), but did not find any signifi-
crease in quasar bias with luminosity, it matches the data ve cant dependence on virial BH mass (also see,le.g., Sheh et al.
well. The right panel of Fid._12 displays the predicted dlistr [2009). This result, however, could be due to the large $tatis
bution of halo mass for quasars at several fixed luminosities cal and systematic uncertainties of these virial BH mags est
There is considerable overlap in the range of halo masses fomates (e.gl, Shen et/al. 2008), or due to a large scatter in the

these quasar luminosities, which dilutes the bias diffeeef intrinsic correlation between halo mass and quasar BH mass.
these quasars with different luminosities. The large d&pa _ o )
in halo mass at fixed quasar luminosity is caused by both the 4.2. Halo occupation distribution modeling

scatter between halo mass and BH mass (or peak luminosity) Next, we attempt to model our CCF measurements with
and the luminosity evolution of individual quasars (seeudss simple Halo Occupation Distribution (HOD) models (for a

sions in, e.g., Lidz et al. 2006; White etlal. 2008; Shen 2009; review on halo models, see, €.9. Cooray & Sheth 2002). This
Shankar et al. 2010a). approach is an intuitive way to interpret the observed CCF,

We also compare the data with the prediction from a simple and can offer insights on how galaxies and quasars form in
model connecting halos and galaxies to quasars recently prodark matter halos.
posed by Conroy & White (2013). This model is a “scattered  We fix the galaxy HOD by adopting parameters consistent
light bulb” model which assumes a linear relation between with those i White et all (2011) from modeling the CMASS
galaxy mass and quasar BH mass, a lognormal distributiongalaxy ACF, which reproduces our DR10 CMASS ACF mea-
of quasar Eddington ratios, and a constant duty cycle. Thesurement. The large-scale galaxy bias parameter fromehis s
free parameters in this model are tuned to match the observedf HOD parameters ibg = 2.00. For the quasar HOD, we
quasar luminosity function over a wide redshift range. The focus on two types of parameterizations. Both types separat
predicted luminosity dependence of quasar biag =0.55 the contributions from central and satellite qua¥arshalos,
from their fiducial model (without satellite-hosted quasas and they differ in the form of the central quasar HOD. In the
shown as the blue dashed line in the left panel of Eig. 12. first parameterization, the mean number of quasars located a
This model predicts a luminosity dependence that is skghtl the center of a halo of virial mas8 is parameterized as
stronger than that predicted by the Shen (2009) model, al-
though it is still consistent with the data withins1 Inclu- (Neer(M)) =1 [1+erf(M)] . (8
sion of satellite hosted quasars increases the predicasdrbi 2 OlogM
the fainter bins by about 5% while negligibly changing the
brighter bins. This marginally improves the agreement with
our data.

One might expect a stronger BH mass dependence of quasaq
clustering, because the additional scatter between thanins Mo M\ &
taneous luminosity and BH mass (i.e., the Eddington ragie di (Nsa(M)) = exp(—ﬁ) <W) : 9)
tribution at fixed BH mass) has no effect here. Quasar BH 1
masses can be estimated with the virial BH mass estimatorsSuch a quasar HOD parameterization is similar in form to
(e.g., Vestergaard & Peterson 2006). We tested this hypoth-

esis by dividing the quasar sample using virial BH masses *°In this work we use the term “satellite quasar” to refer tospra hosted
by satellite galaxies.

This is a softened step function with characteristic maakesc
Mmin and transition width ofgu. We parameterize satellite
uasars as a power law with a low mass rolloff,
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the galaxy HOD (e.gl,_Zheng etlal. 2005, 2007), and it is
loosely motivated by cosmological hydrodynamic simulatio
of AGN (D1 Matteo et all 2008; Chatterjee et al. 2012). This
five-parameter modeMmin, ologm: Mo, M1, anda) has been
applied to model the two-point auto-correlation functiafis

13

i.e., the fraction of halos hosting active quasars in thiesarh-
ple. For central quasars, a large transition width of thé- sof
ened step function makébl.e(M)) behave like a power law
with an index of~ 0.8 above 1&8'h™*M,. Satellite quasars
(with power law index~ 1.07 in (Nsg) at the high mass end)

() =1.4 and(z) = 3.2 SDSS quasars (Richardson €t al. 2012). start to dominate around M. The overall occupa-
The second quasar HOD parameterization adopts the samgon function resembles a power law with index0.95. The

satellite HOD form, but it uses a log-normal form for the mean
occupation function of central quasars,

_(logM —logMeen)?

<Ncen(M)> = fecen€Xp 20'%1

(10)

This parameterization has 6 parameters in total (3 forlgatel
HOD and 3 for central HOD). Compared to the 5-parameter
model, it reduces the number of central quasars in massive h
los. We will refer to the two types of HOD parameterizations
as 5-par and 6-par models, respectively.

For both parameterizations, we assunoecorrelation be-
tween the occupation numbers of central and satellite quasars
and between galaxies and quasars. We also assume that
the spatial distributions of both quasars and galaxies in-
side halos follow the Navarro-Frenk-White (NFW) profile
(Navarro et al!. 1997). The variation and limitation of the
quasar HOD parameterizations will be discussed after pre
senting the main modeling results.

The calculation of the galaxy-quasar two-point CCF in
the HOD framework follows similar procedures lin_Zheng
(2004),l Zehavi et al. (2005), and Tinker et al. (2005). One
improvement we have in the model is to incorporate the ef-
fect of residual redshift-space distortion (RSD) when com-

puting the projected CCF from the real-space CCF, by apply-and 100Mmegsat= 13.7

ing the method of Kaiser (1987) to decompose the CCF into

shaded regions delineate the envelopes from the first 68£3% o
the models after sorting them in ascending ordey%fwhich

give us some idea of the constraining power of the CCF on
the quasar HOD. For central quasars, the high-mass end is not
well constrained — the fast drop in halo mass function toward
the massive end makes quasars in massive halos contribute li
tle to the large scale bias and number density of quasars. For
satellite quasars, the constraints are tighter around s m

8scale where they become comparable in occupation number

to the central quasars. This mass scale also corresponds to
the mass range of halos that have a significant contribution t
small-scale galaxy-quasar pairs. Other than this massrang
the constraints on satellite HOD are loose.

Multiplying the best-fit mean occupation function with the
differential halo mass function, we obtain the contribotio
the quasar number density from halos of different masses,
as shown in Figuré18|. With appropriate normalization,
the curve also gives the probability distribution of the thos
halo mass of the quasars in the full sample. While peaked
around 16?h™*M.,, the host halos have a wide distribution
in mass, about 4 dex in a full-width-half-maximum sense.
Marginalized over all models, the median host halo masses
for central and satellite quasars are Migeqcen = 1160535

4927 respectively.

Figure[136) demonstrates that satellite quasars (dashed

monopole, quadrupole, and hexadecapole moments (also se&lrve) clearly make a non-negligible contribution to thé fu

van den Bosch et &l. 2012; J. Tinker, private communication,

sample. The strong small-scale clustering in the data regjui

2009), which improves the mode"ng on |arge scales as Wethe existence of satellite qguasars. OtherWise, the sroalés

will see later.

w, would become shallower. The satellite fraction marginal-

We model the cross-correlation between CMASS galaxiesized over all models i$sa:= 0.068'3 333 (the thin curve in Fig-

and the full sample of quasars at the pair-weighted redshift
0.53. We include the quasar number density in calculatifig
adopting a value of 2 10°°h3Mpc with a 20% fractional
error (see Figure 2). A Markov Chain Monte Carlo method is
applied to probe the parameter space.

The main results from the HOD modeling are shown in Fig-
ure[I3. In FiguréI3), the solid curve is the best-fit, from
the 5-par model, withy?/dof=26.6/18. The value of? is
about 1.4 higher than the expected mean value 18, which i
mostly contributed by the three points betweeh2Bipc and
40h™*Mpc. While it is an acceptable fit, the slightly higher
x? may indicate that the model needs further improvement or

S

that the error bars and covariances on large scales are-unde

estimated. The dashed curve shows the predistedith the
best-fit HOD if the residual RSD is not included in the model.
As expected, on scales much less thag, = 70h™*Mpc, the
effect of residual RSD is small. However, on scales close to
Tmax the effect starts to appear, e.g., about 40% lowevgn
atrp, ~ 50n™Mpc if the residual RSD is neglected. Thé

from thew, with no RSD becomeg?/dof=33.3/18, clearly

ure[136)).

With the adopted HOD parameterization, the 5-par model
successfully reproduces the observed galaxy-quasar G@eF. T
central quasar occupation function appears to be a signifi-
cantly softened step functiomggu = 2.73929). Such a large
transition width implies a large scatter in quasar lumityosi
at any given halo mass. The large transition width also leads
to a wide mass range of host halos, which even extends to a
few times 16h™M,, a regime for dwarf galaxies. This result
of low mass halos does not appear to be reasonable. Could
it be an artifact of the parameterization of the 5-par model?
The (Ncen(M)) function is parameterized to be monotonically
increasing with mass towards an asymptotic value of unity
falthough it never reaches unity in the mass range of intleres
There are only two free parameters(iN.er(M)), making a
relatively tight connection between the high-mass end had t
low-mass end HOD. For example, while a higkiBken(M))
at the high mass end helps to reproduce the small-scale clus-
tering, it increases the large-scale bias, and as a respgbrse
occupation function must extend to low-mass halos to reduce
the large scale bias.

demonstrating that including the residual RSD does improve The 6-par model can explore the parameterization limita-

the fitting significantly.
The best-fit mean occupation functions for the 5-par model
are shown in FigurieZ1Bf, which can also be interpreted as the

tion, which allows the high-mass occupation function of-cen
tral quasars to cutoff exponentially. It tends to mimic theld
of quasar activity in high mass halos where gas accretion is

mass-dependent duty cycle of the quasars in the full sample,
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Figure13. Results from HOD modeling of the cross-correlation betwgalaxies and the full sample of quasaPanel (a): HOD fit to the projected galaxy-
guasar CCF. The solid curve is the best-fit from the 5-par HGehwith the effect of residual redshift space distorti®@8D) included. The shaded region is
the envelope of the fits from the 68.3% of the models with thellesty? values in the MCMC chain. The dashed curve is the predistedith the above best-fit
HOD, if the effects of residual RSD were not includd?hnel (b): The best-fit mean occupation function of quasars (solinfthe 5-par model, decomposed
into its central (dotted) and satellite (dashed) companefihe red and blue shaded regions are envelopes from thi#@8.Godels with the lowest? values
for the central and satellite mean occupation functid?ael (c): Same agb), but from the 6-par modePand (d): The fraction of satellite quasars in the full
sample derived from the HOD modeling. The thin and thick esrare from the 5-par and 6-par models, respectively. Détted enclose the central 68.3% of
each distribution.Panel (e): The contribution to the quasar number density as a funafdmlo mass, decomposed into central (dotted) and satélidshed)

quasars, from the best-fit 5-par model. The curves are @atdhom the product

of the mean occupation functions and ifferehtial halo mass function. The

curves are also proportional to the probability distribntof host halo mass of quasaPanel (f): Same age), but from the 6-par model. See the text for details

on the 5-par and 6-par models.

likely suppressed. With this 6-par model, we find an almost
equally good fit towp, with x?/dof=26.1/17, and the best-fit
curve is similar to that in Figufe 18). The constraints on the
mean occupation functions (indicated by the shaded regions
Figure13¢€)) become less tight, especially for central quasars.

lite fraction is mainly determined by the small-scale ahuist

ing. In detail, for our quasar-galaxy CCF modeling, the itesu
would depend on the assumptions about the correlation be-
tween galaxies and quasars inside halos and about thelspatia
distribution of satellite quasars and galaxies insidedlhis

The host halo mass for central quasars now has a much naragain highlights the ambiguity in HOD parameterizations for

rower distribution (see Figure 11B)), which is in a better

agreement with the prediction from the Shen (2009) model

(See the right panel in Fig.112). Marginalized over all madel

the quasar population.
One important distinction is that the quasar satellite-frac
tion in our HOD model isnot the fraction of binary quasars

the median host halo masses for central and satellite cgiasar(quasar pairs on 1-halo scales). Many of the massive halos

are 10gMmedcen = 11.85'9-33 and 10gMmedsat = 13.66'9-35, re-
spectively. The satellite fraction from the 6-par model is
fsar= 0.0995.548 (see the thick curve in Figulelk8)).

The high satellite fraction from either model is a some-
what surprising result. With a similar 5-par parameterarat
Richardson et al. (2012) model the 2-point auto-corretatio
function of 05 < z< 2.5 (z= 1.4) SDSS quasars and infer a
satellite fraction of (%4 + 1.3) x 10°*. Also from HOD mod-
eling of quasar clustering, Kayo & Oguri (2012) infer a satel
lite fraction of 0054334 for 0.6 < z< 2.2 quasars. Although
our result is close to the latter one, the parameterizatioas
different— Kayo & Ogur| (2012) assumes that both the cen-
tral and satellite quasar occupation functions have theesam
Gaussian form, differing only in the amplitudes. The satel-

will only have one satellite quasar and no central quasas, th
the actual binary quasar fraction would be substantiallyelo
than the satellite fraction. We still designate these qusaas
satellite quasars (even though they are the only quasaein th
halo) because they have a distinct intra-halo spatialidistr
tion compared to central quasars in our HOD modeling.

The clustering measurement can be well fit using different
HOD parameterization, as demonstrated by our 5-par and 6-
par models. That is, there exist large degeneracies in guasa
HOD from the clustering data alone. In addition to the 2-
point correlation functions, we need other observableas,(e.
pairwise velocity distribution) to break the degeneracied
constrain the connection between quasars and halos. We also
need to rely on theoretical work for a more physically moti-
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Table4
The adopted CMASS galaxy HOD parameters and the best-fitnedeas
for the two quasar HOD parameterizations describe@in 8dl2nasses are
in units ofh™Mg,. We caution that the quasar HODs are merely for future
reference purposes and not for detailed physical intexpoet, given the
large degeneracies discussed[in B4.2.

log<N.>, log<N,>

CMASS HOD 5-par quasar HOD 6-par quasar HOD

—4
11 12 13 14 15 11 1z 13 14 15 Eqgs. (8) and (9) Egs. (8) ando(?ﬁ Egs. (9) an(ig%O)
log[M, /(h1M,)] log[M, / (h-1M,)] logMmin 1314 | logMmin 19.46_;0:2%4 logMcen 13.5?_;15421
OlogM 0.485 | ojogm 2.73:)'21 oM 0.9175%5

B2 ARARRARRERARRARARS logMo 1301 | logMg 127498 | logfeen -3.137%10

logM; 1405 | logM] 16247281 | logMy 1253088

o 097 | a 1197937 | logM; 1613373

0.29
a 1.21029

White et al.[ 20111} Conroy & White 2013). Compared with

TR no1e 13 12 s analytic implementation of the HODI[(84.2), the mock-based
log[M, /(- 1M,)] log[M, /(h-1M,)] approach directly uses simulated halo catalogs, thus avoid

ing using any specific fitting formulae for the halo bias and
Figure 14. Top: the mean (total) occupation number of quasars and galax- abundance. Unfortunately it can be subject to finite volume
;3(8) fDor_ tf{ﬁ thOMq:ggaL ggD r51,?\tradmtetlerlzatlon descrlklle-§¥¥helcgalfxy and finite resolution limitations. The basis of our catalisys
is the shifted to lower mass scales to mimica L* . . .

galaxy sample, which seems consistent with that in Coupafl @012), and a 2048 pamde N'bOdy S'mUIatlon of thaCDM 003”1_0'093_/

roughly matches the large-scale clustering of quasBottom: the ratio be- in a 700h™*Mpc box run with theTreePMcode described in

tween _thg_ mfantﬁc%%gftlon frJ(lijbers of qugsarbs ?hnd galaxfl%sg\ﬁded White: (2002). This simulation has sufficient volume to probe

region indicates the 68% confidence range. For both quasar parame- ; e 3

terizations the ratio of quasars to galaxies rises to aglaté the high-mass the CCF on the scales of r6|e.vance here while retaining S.Uf

end, but the uncertainties are too large to confirm or ruleaaitcline in the  ficient force and mass resolution to resolve the halos hgstin

quasar fraction (per galaxy) in 10'4Mg halos (e.g., clusters of galaxies). CMASS galaxies and quasars. ) ) _ )

We can populate the halos in the simulation using differ-

ent models for the relevant objects. The CMASS galaxies

We also tried to model the HOD for our quasar luminosity &€ Placed in the halos using a HOD similar to that described
subsamples, but the constraints are poor given the increasil $4:2. The parameters are adjusted to fit the small-scale
ingly larger measurement uncertainties. Therefore weradefe clustering measured in White et al. (2011) and the largéesca

more detailed HOD modeling of the luminosity dependence clulste_rlng g_easured in_Anderson et al. (2.?1.2”) f(:r ?MASS
of quasar clustering to future work with improved clustgrin galaxies. SInce our purposes are primarily 1iustrative, w

measurements (especially on small scales, see discussions SITPIY chose one model which provides a good fit without
§ 4.4). The large-scale quasar bias for the full sample from &ttempting to propagate the uncertainty in this model. This

Al best-fit model is a very good fit to the data. For the quasars
i — 0.08 — 0.08
our HOD modeling ish = 1.27%5q; (S-par) andb = 1.265 o we chose two different models based on the framework in

(6-;5[)_ar),_wgij(;:h f'f:;:? s;:irghtly lower, but consistent with ostie Conroy & Whité (2018, CW13 for short). The CW13 frame-
mation In 25 within L. work assumes there is a linear relation between galaxstell

Finally, we comment on whether quasars are under-y,,qcand BH mass with a scatter, and that the BH shines as a
represented in massive halos by examining the ratio of gsiasa quasar with a constant duty cycle, with its luminosity drawn

to galaxies as a function of halo mass. Eig. 14 shows the ratiog 1, 5 jognormal distribution with a constant mean Eddingto
of (centraksatellite) quasars to galaxies as a function of host

halo mass, for the two HOD parameterizations above For-ratio' This simple model can reproduce the quasar luminos-
the galaxy HOD we have simply shifted the CMASS HOD Lté/d?hr}](c:tgon and large-scale quasar bias for a wide range of

H *
to lower mass scales to approximate & L™ galaxy sample, For both quasar models we consider the cross-correlation

\(/\érggn)seael%s rtgubehfor::;zehngsw'ttr?eﬂ}:rre:étz |'2 Elﬂg?g?net glf‘on both large- and small-scales is independent of the dveral
“/ gnly 9 9 duty cycle of the quasars — a random dilution of the sam-

uasars (see Fi 1 and caption thereof). The quasar-to- ; :
galaxy ra(tio riseg a platealﬁ) at high halé masseqs in bothpIe returns the same clustering on average. The first model

HODs. but th tainti | d i assumes quasatrs live at the centers of dark matter halos with
1S, but the uncertainties aré jargeé and we cannot Coly, o o asar lJuminosity set by the stellar mass of the galaxy
firm 04r exclude a decline of quasar frqcnon (per galaxy) in most likely to be hosted by such a halo (as in Conroy & White
% 104M;, halos (e.g., clusters of galaxies). 2013). In the second model, quasars live in both central and
We tabulate the best-fit quasar HOD parameters and thesaielite galaxies, with the quasar luminosity set by tleéat
adopted CMASS galaxy HOD parameters in Tdble 4, but We ,qq of the galaxy (aslin Conroy & White 2013). Comparison
caution that the quasar HODs are merely for future referencepeqyeen the two models shows the impact of quasars populat-
purposes and not for detailed physical interpretationemiv ing satellite galaxies.
the large degeneracies discussed above. Fig.[I5 shows the CCF comparisons of our mock predic-
. . tions with the data, for the three luminosity subsamples: 13
4.3. Mock catalog based interpretation 16 and 19 in Division 2 (see Tablé 1). In each panel, the
We now consider a mock catalog based approach to in-black line with error bars is the measured CCF, and the red
terpret the observed CCF (e.g. Padmanabhan et al.l 200%(CW13-cen) and cyan (CW13-all) points are our mock pre-

vated HOD parameterization to model quasar clustering.
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Figure 15. Comparisons between the measured CCF and predictions fitomack catalogs, for the three luminosity subsamples 1619 (see Tabld 1).

In each panel the black line with error bars is the measurelg, €@ red open squares are the prediction for mock quaseaelrfigdand the cyan filled circles are
the prediction for mock quasar model (2). The errors on tleelipted CCF are smaller than the observational errors, @nsigpressed for clarity. See text for
details on the mock catalogs and interpretations.
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samples shown in Fi§. 15. This satellite fraction is simitar
that inferred from the 6-par HOD model discussedin84.2. In
reality, the situation may be more complicated such that cen
tral galaxies might be less likely to host a quasar thanlgatel
galaxies in the most massive halos (e.g., clusters), whith w
lead to changes in the satellite fraction. In addition, st
for our HOD modeling, any enhanced probability of finding
close galaxy-quasar pairs (e.qg., if quasars are triggeradgl
interactions with companion galaxies) will change our mock
interpretation (which assumes galaxies and quasars i sta
tically independent when populating the halos). Additiona
observations of quasars in groups and clusters are redoired
probe these possibilities.

For our mocks, the mean quasar occupation number and the
distribution of host halo mass differ in detail from our best
fit HOD models in B4R, which again highlights the fact that
there is a broad range of HOD parameter space that can ac-
commodate the observed CCF.

A side product of our mock-based modeling is a prediction
for the scale-dependence of the bias for the CCF. I Eig. 16 we
show the ratios of the CCF of our mock catalogs to the auto-
correlation function of the underlying dark matter complute
from the linear and non-linear matter power spectra from our
simulation. The linear bias is approximately constant over
scales~ 4-16h'Mpc. It is on the basis of this modeling that
we have chosen the fitting range quoted[ih §3.

0.1 1 10
o (h™"Mpc)

Figure 16. Linear and non-linear biases of the CCF from one of our mock
catalogs. The underlying matter correlation function wamputed us-
ing the linear and non-linear power spectra from the sinanadirectly.
The shaded region encloses t®% range of the median non-linear bias
within rp = 4—-16h"Mpc. Both the linear and non-linear biases show scale-
dependence. The non-linear bias is computed using thecpedjeorrelation
function including redshift space distortions while theelar bias calculation
does not include redshift space distortions. For scalesrd < 16h™*Mpc,

the linear bias is roughly scale-independent. This resattvated our choice

of the fitting range in deriving the linear bias il §3, for whithe effects of
scale-dependent bias and redshift space distortions gligibée.

dictions for quasar model (1) and (2), respectively. Mod#! (

where quasars only populate central galaxies does not pro- 4.4. Thefuture

vide a good match to the small-scale CCF. On the other hand, Given the weak luminosity dependence of quasar cluster-
Model (2) where quasars populate both central and satelliteing, one must considerably improve the errors on the mea-
galaxies provides a good match to the overall CCF for threesurements to firm up a detection. In addition, it is desirable
luminosity subsamples (although the model may over-ptedic have a larger lever arm in quasar luminosity, since the ohang
the CCF a little on scales of a felw*Mpc for sample 19).  in quasar linear bias with luminosity is slow. With the cross
The reason that the predicted CCF does not vary much overcorrelation technique the galaxy sample limits us to a fixed
the three quasar luminosity bins is that there is subsiantia area of sky. To go brighter we need to work at the highest red-
overlap in the host halo mass range for quasars in the threeshift available (both because of volume effects and becafuse
bins, due to the significant scatter between host galaxy stel the zdependence of the luminosity function). To go fainter
lar mass and instantaneous quasar luminosity in the CW13we need to probe to dimmer objects in the same area of sky.
model ¢~ 0.4dex). Since in Model (2), quasars are randomly A major discriminant between quasars models lies in the
subsampled from galaxies regardless of their positionth(wi less luminous quasars (beldw). In older, or more simpli-
scatter), the overall satellite fraction of quasars is foythe fied, models these quasars arise from low-mass black holes
same as for galaxies, i.€sq~ 10% for the three luminosity  accreting at close to the Eddington rate, whereas in most mod
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ern models a significant fraction of them arise from higher
mass black holes accreting at a lower rate (and the prewvalenc
of low accretion rate black holes is particularly pronouhite

the redshift range of interest here).

Unlike most galaxy clustering measurements (especially
those from SDSS), quasar clustering measurements are still
limited by statistical errors. Our current cross-corrielat
sample only includes 2/3 of the final CMASS galaxy-DR7
quasar overlap sample. Thus we expect some improvement
in the clustering measurements using the final data release
of BOSS. The signal-to-noise ratio for Poisson noise domi-
nated regimes (e.g., at small scales) will increase by arfa€t
~1.2. For large-scale bins where errors are correlated, we ex-
pect improvements somewhat smaller than this. In any case,
the final cross-correlation sample will have a more uniform
sky coverage than the current sample, which may eliminate
some systematic problems.

5. CONCLUSIONS

galaxies can reproduce the CCF reasonably well. Un-
der such a model framework, we need a satellite frac-
tion of quasars (i.e., fraction of quasars hosted by satel-
lite galaxies) offsa ~ 10%. Just as for the HOD-based
modeling, however, we cannot rule out other models by
which quasars can inhabit dark matter halos and pro-
duce the same CCF.

The difficulty of finding a unique HOD model for
guasars probably lies primarily in the fact that quasars
are a sparse population with an unknown duty cycle rel-
ative to halos (or galaxies). The large scatter between
guasar luminosity and halo mass also makes it difficult
to use luminosity-dependent clustering as an additional
constraint in quasar HOD modeling.

With the upcoming data release of the BOSS survey, we
will eventually have a spectroscopic CCF sample witB0%
more quasars and more CMASS galaxies with the final SDSS-

) ] _ 1l data release. The new data will increase the cross-pair
In this paper we presented the cross-correlation functionqnts by~ 50%. On small scales{ < 1h~Mpc) where

measurements between quasars and galaxies &5 using
a spectroscopic quasar sample from SDSS DR7 and a BOS

Poisson statistics dominate, we therefore expe20% im-
rovement in the errors af, measurements. These changes

CMASS galaxy sample from SDSS-IIl DR10. Our cross- yij potentially be able to reveal differences in the smdle
correlation sample contains 8,198 quasars and 349,608 BOSg|ystering when binned in quasar luminosity. In the short

(CMASS) galaxies. Our main results are the following:

e The CCF can be well described by a power-law mode
ac = (r/ro)™ for scalesr, = [2,25]h™*Mpc with rq =
6.61+ 0.25h*Mpc and~ = 1.694 0.07. The large-
scale quasar linear bias is estimated tdofe= 1.38+

term, we also plan to measure the CCF using spectroscopic
| SDSS-DR7 quasars and the photometric CMASS galaxy sam-
ple, which will have the same cross-sample coverage as the
final spectroscopic CMASS sample and is free of fiber col-
lision losses. Future deeper galaxy and quasar surveys over
large areas can improve the pair statistics further, aneat t

0.10 at (2 ~ 0.53. This bias infers that quasars at gsame time increase the dynamical range in quasar luminosity

these redshift reside in halos with typical mass-~of
4 x 10%h™M,, (using the Tinker et al. 2005 fitting

formula), similar to quasar clustering measurements YS acknowledges support from the Smithsonian Astro-
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APPENDIX

We estimate errors on our clustering measurements us
ing the jackknife resampling technique (as discussed in Sec
tion[3). We use the full covariance, which includes the cor-
relation between bins in the correlation function as shawn i
Figure[1. We use a fiducial value of 50 jackknife regions,

which we define such that each region has the same unmasked

area on the sky and is roughly rectangular (where possilole).
this section, we evaluate some of the effects on the erras du
to varying the number of jackknife regions for our measure-
ments of the projected two-point correlation function. 8pe
ically, we compare error estimates on our cross correlation

SHEN ET AL.

measurement for the full sample using 10, 25, 50, 75, and 100
jackknife regions.

The number of jackknife regions is somewhat arbitrary (see
detailed discussion in_Norberg et al. 2009). Using too few
jackknife samples will result in a low number of realizaton
to estimate the variance, and can formally cause the covari-
ance matrix to become singular (when the number of samples
is less than the number of bins). The use of too many jack-
knife regions causes each region to become small in area (and
therefore volume) and can inaccurately represent the @osmi
(sample) variance in the large-scale errors. At a minimuen, w
must ensure the size of each jackknife region is signifigantl
larger than the largest scales we measure in the data.

We first investigate the magnitude of the diagonal errors,
which we show in Figurgl2. The values®tan vary by up to
30-40%, but are otherwise roughly equivalent. There is no
systematic bias in the values that affects one choice mare th
any other across all the bins. A lower number of jackknife
samples, however, results in a larger variation in the \&lue
as we would expect.

To quantify how well we resolve the structure of the cor-
relation matrix (e.g. Figurgll), we perform a singular value
decomposition (SVD) on the correlation matrix. The SVD
effectively rotates the matrix into an orthogonal spacecivhi
can be thought of as a combination of eigenvectors and eigen-
values. The singular values (SVs) are eigenvalues (defined
to be positive) which are the multiplicative amplitude oéth
corresponding (normalized) eigenvector. The SVs are typi-
cally numbered such that they are monotonically decreasing
and can be interpreted as a measure of the “importance” of
gach mode in terms of contributing to the observed structure
in the full correlation matrix. For example, &hby N diag-
onal correlation matrix (i.e. the identity matrix) wouldsrét
in N SVs that were all equal in value. The ratio of the largest
SV divided by the smallest SV is referred to as the condition
number, and if significantly large can result in poor numeri-
cal results when the matrix is inverted (i.e. an ill-cormfited
matrix) which is performed in model fitting.

We show the SVs for our correlation matrices in Figlure 3.
We clearly see our expectation of the ill-conditioned mxatri

for Niack = 10 since we are using 22 bins. A largégcx re-
sults in a better conditioned matrix (a line that appearsemor
flat as the SVs vary less). We also notice quickly diminishing
returns for larger numbers of samples: while there is a dra-
matic difference between 10 and 50 samples, it is much less
of a difference for the larger numbers of jacknife samples.

We conclude from these investigations that using less than
50 jackknife samples could be troubling. Taking into acdoun
the area coverage of our data (4122%e§0 jackknife sam-
ples result in each jackknife region covering about 82%deg
(roughly 9 deg or less on a side). As our statistical errogs ar
significantly larger than the galaxy autocorrelation fumrct
(e.g. [Zehavi et al. 2011), we are not overly concerned about
Tesolving each element of the covariance matrix. Our choice
of 50 jackknife samples is a factor of 2 larger than the number
of bins.
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Table 1
Normalized covariance matrices from the full CCF samplefamah individual CCF subsamples. The corresponding diagemars are tabulated in Talilé 2. A
portion (i.e., the covariance matrix from the full CCF sae)pé shown here for its content. The table is available ieiitsrety in the electronic version of this

paper.
rp [Mpc] | 0.115 Q154 Q205 Q274 Q365 Q487 0649 0866 1155 1540 2054 2738 3652 4870 6494 8660 11548 15399 20535 27384 36517 48697
0.115 1.000 -0.002 -0.087 -0.047 Q001 Q137 Q015 Q141 -0.019 -0.023 -0.161 -0.035 -0.083 Q273 Q305 Q049 Q114 -0.086 Q078 Q123 Q022 -0.182
0.154 1.000 Q082 Q106 Q028 -0.010 -0.179 Q016 Q058 -0.029 -0.116 Q104 -0.215 Q000 -0.077 Q197 Q008 Q147 Q125 Q147 Q107 Q136
0.205 1000 Q055 -0.097 -0.042 0230 Q126 -0.164 -0.127 -0.001 Q101 Q057 -0.155 -0220 Q013 -0.015 Q109 -0.070 -0.069 Q091 Q052
0.274 1.000 Q0226 Q058 -0.375 -0.055 Q074 -0.213 Q021 -0.078 -0.050 Q034 -0.061 Q229 Q0229 Q389 Q0262 0248 0213 Q087
0.365 1.000 Q071 -0.118 Q340 Q220 -0.050 Q138 Q0284 0034 Q110 -0.006 Q068 Q089 Q144 Q002 -0.067 -0.259 Q030
0.487 1.000 Q027 -0.049 -0.061 Q091 -0.068 -0.172 -0.072 -0.077 -0.253 Q047 -0.038 Q041 -0.190 -0.190 -0.214 -0.302
0.649 1.000 Q154 -0.070 Qo010 Q309 Q133 Q019 -0.007 -0.087 Q098 Q053 -0.094 -0.068 -0.172 -0.189 -0.210
0.866 1.000 Q024 Q033 Q266 0269 -0.108 Q144 Q150 Q147 Q051 Q092 Q029 Q158 -0.088 -0.068
1.155 1.000 -0.087 Q140 Q180 Q070 Q170 Q389 Q123 Q124 Q194 Q082 -0.064 -0.022 Q0133
1.540 1.000 -0.087 Q031 Q105 Q0282 Q276 -0.060 Q084 Q020 Q190 0333 0233 Q157
2.054 1.000 Q231 Qo47 Q091 Q097 Q076 Q280 Q245 Q127 Q072 -0.137 -0.165
2.738 1.000 Q389 Q350 Q166 Q297 Q153 Q336 Q285 Q077 -0.149 Q111
3.652 1000 Q110 0269 Q173 Q175 0216 0262 Q063 -0.011 0208
4.870 1.000 Q487 Q429 Q0268 Q245 Q355 Q270 Q119 Q004
6.494 1.000 Q363 Q346 Q311 Q407 Q0423 Q275 Q0236
8.660 1.000 Q496 Q598 Q547 Q294 Q224 Q207
11.548 1.000 Q601 Q565 Q425 Q327 Q181
15.399 1.000 Q703 Q548 Q440 Q385
20.535 1.000 Q679 0488 Q0482
27.384 1.000 Q0649 Q403
36.517 1.000 0694
48.697 1.000
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