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Changes in Polarization Dictate Necessary Approximations for Modeling Electronic
De-excitation Intensity: an Application to X-ray Emission

Subhayan Roychoudhury,1, ∗ Leonardo A. Cunha,2, 3, † Martin Head-Gordon,2, 3, ‡ and David Prendergast1, §

1The Molecular Foundry, Lawrence Berkeley National Laboratory, Berkeley CA 94720, USA
2Department of Chemistry, University of California Berkeley, CA 94720 , USA

3Chemical Sciences Division, Lawrence Berkeley National Laboratory, Berkeley CA 94720 USA

Accurate simulation of electronic excitations and de-excitations are critical for complementing
complex spectroscopic experiments and can provide validation to theoretical approaches. Using a
generalized framework, we contrast the accuracy and validity of orbital-constrained and linear-
response approaches that build upon Kohn-Sham density functional theory (DFT) to simulate
emission spectra of electronic origin and propose a new and efficient approximation, named Many-
Body X-ray Emission Spectroscopy or MBXES, for simulating such processes. We show analytically
as well as with computed examples that for electronic (de)-excitation leading to an appreciable
change in polarization (i.e., density rearrangement), the adiabatic approximation in a response-
based formalism will be inadequate for the calculation of oscillator strength. Thus, such a change
(e.g. in the net electrostatic dipole moment of a finite system) can be used as a metric for evaluating
the applicability of the adiabatic response-based approach and can be particularly valuable in X-
ray emission spectroscopy. On the other hand, MBXES, the flexible method introduced in this
article, can compute oscillator strengths accurately at a much lower computational expense on the
basis of two DFT based self-consistent field calculations. Using illustrative examples of emission
spectra, the efficacy of the MBXES method is demonstrated by comparison with its parent theory,
orbital-optimized DFT, and with experiments.

I. INTRODUCTION

Investigating the electronic structure of materials
is of paramount importance, not only to advance
scientific understanding, but also from a technological
perspective. Electronic structure is typically probed in
terms of neutral or charged electronic excited states.
A complete investigation of excited states involves the
determination not only of the energies of the states
but also of the transition probabilities for excitation
(de-excitation) to (from) them. There are various
experimental methods for this purpose, which provide
opportunities to validate and advance theoretical efforts.
For decades, density-functional theory (DFT)1,2 has
been the primary workhorse in electronic structure
calculations3–6. Even though DFT is a ground state
theory, various techniques build upon DFT by leveraging
different levels of approximation to probe electronic
excited states7–17. The two main avenues for this, both
of which are widely used in practice, are: the response-
based treatment, where a response-function is evaluated
indirectly by creating electron-hole (e-h) pairs in a
reference state; and the orbital-constrained treatment,
which models the target state using constrained non-
aufbau orbital occupancy.

In this paper we link these two disparate approaches
within a generalized framework. For valence-to-
core electronic transitions, we show analytically, as
well as with computed examples, that within the
computationally tractable adiabatic approximation,
inaccuracy in the response-based approach is correlated
with the change in the valence polarization due to the
core-ionization of the system. Additionally, working
within the orbital-constrained approach, by modifying

the state-of-the-art orbital-optimized DFT (ooDFT)
formalism with physically-motivated approximations, we
propose a new computational method for simulating
non-resonant X-ray emission, with a focus on accurate
calculation of the transition amplitude.
Electronic transitions, which can involve both the core

and the valence electrons, typically span a wide energy
range. In order to ensure tractability of our calculation,
we focus on electronic de-excitations since this allows
us to limit our attention to the occupied subspace
only, offering appreciable computational advantage. De-
excitations can either be confined fully within the
valence subspace, or involve valence-to-core transitions.
Due to the availability of experimental data, the
latter kind, which is experimentally accessible within
the non-resonant X-ray emission spectroscopy (XES)
technique, will be the primary focus of our computational
demonstrations. Notably, since the goal of this
work is the analysis of purely electronic de-excitations,
additional effects which might influence the experimental
spectra, e.g. the ionic vibrations present at finite
temperature18,19 (note that vibrational effects typically
make the spectra smoother by introducing additional
broadening20 and can occasionally introduce new
peaks21) have not been taken into account.

II. NON-RESONANT X-RAY EMISSION
FORMALISM

In non-resonant XES22–25, spontaneous X-ray emission
(or fluorescence) occurs from an initially core-ionized
sample. As the core-excited system decays from an initial
state ΨI with energy EI to any possible final state ΨF
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with energy EF , the emission intensity

I(ω) ∝
∑
F

(EI − EF )
4|M I,F |2δ(ω + EF − EI), (1)

is recorded as a function of its frequency ω, where,
denoting the many-body transition operator by Ô,
the transition matrix element is given by M I,F =
⟨ΨF |Ô|ΨI⟩. Therefore |ΨI⟩, i.e., the state prior to the
X-ray emission process, can be represented by the lowest
energy state of the positively charged system with a
core-hole on the excited atom. In our calculations, this
is approximated by a single Slater determinant (SD)
composed of Kohn-Sham (KS) orbitals obtained from a
self-consistent field (SCF) DFT calculation, where one
core orbital is constrained to be empty, which we denote
as the zero-th orbital. One numerically stable approach
to obtain this core-hole excited state directly is the
maximum overlap method (MOM)26. If there are N
electrons remaining in the system, then, denoting the
creation operator for the j-th initial-state orbital ϕ̃j by

ã†j , we can represent the SD as

|ΨI⟩ =

 N∏
j=1

ã†j

 |0⟩ . (2)

The exact F -th final state27 resulting from de-

excitation (filling the zero-th orbital via ã†0) can then be
formally expressed as

|Ψexact
F ⟩ =

 N∑
j=1

αF
j ãj ã

†
0 |ΨI⟩

+

 N∑
l,m=1

all∑
p=N+1

βF
l,m,pãlãmã†pã

†
0 |ΨI⟩

+ . . . ,

(3)

where α and β are expansion coefficients, and we use
tildes to indicate that these initial state orbitals include a
core hole. The terms inside the first (second) set of square
brackets represent the terms obtained from |ΨI⟩ by single
(double) substitutions, i.e., by creating one (two) e-h
pairs in |ΨI⟩. The previously excited core orbital is
indicated, as stated above, by subscript 0. Notably,
beyond the singles term, i.e., in doubles and beyond,
we start populating the unoccupied valence subspace of
|ΨI⟩. However, only the singles can contribute to the
transition-dipole matrix28

MF
exact = ⟨Ψexact

F |Ô|ΨI⟩ =
N∑
j=1

(αF
j )

∗ ⟨ϕ0|ô|ϕ̃j⟩ , (4)

since for higher substitutions, the overlap with Ô |ΨI⟩
vanishes. Here, Ô (ô) denotes the many-body (single-
particle) transition operator, defined explicitly below.

III. XES WITHIN ADIABATIC LINEAR
RESPONSE

Now, in principle, response-based frameworks, such
as linear response time-dependent DFT (LR-TDDFT)
and the Bethe-Salpeter equation (BSE), evaluate the
absorption/emission spectra exactly from the imaginary
part of the density-density response function χ – the
change in electron-density as a function of external
potential. The complex problem of finding χ is mapped
into that of diagonalizing a fictitious, typically non-
Hermitian, two-particle Hamiltonian H2p. Even though,
strictly speaking, the response-based approaches do
not offer any access to the wavefunctions, within the
Tamm-Dancoff approximation29, the final state is often
approximated30 by an eigenstate of H2p and expressed as
a linear combination of Slater determinants obtained by
creating an e-h pair on the initial state |ΨI⟩ (analogous
to the configuration-interaction singles approach) as

|ΨResp
F ⟩ =

N∑
j=1

γF
j ãja

†
0 |ΨI⟩ , (5)

such that the corresponding transition amplitude

MF
Resp = ⟨ΨResp

F |Ô|ΨI⟩ =
N∑
j=1

(γF
j )∗ ⟨ϕ0|ô|ϕ̃j⟩ (6)

is identical to that of a single-particle de-excitation from
the auxiliary orbital

|ϕResp
F ⟩ =

N∑
j=1

(
γF
j

)∗ |ϕ̃j⟩ . (7)

In response-based approaches, the e-h interaction is
encoded with the help of a kernel K, which, in its exact
form, is time-dependent. However, in the standard,
computationally viable adiabatic approximation15, this
dynamic effect is ignored. Within this approximation,
the number of accessible final states equals the number
of e-h pairs that can be created on the initial state
and each approximate final state is normalized15.
The normalization constraint means that, unless all
contributions beyond the singles vanish identically in
Eq. 3 (which is possible only if the occupied valence
subspace of |Ψexact

F ⟩ has no overlap with the unoccupied
subspace of |ΨI⟩), the set of coefficients {γF } must differ
from {αF }, resulting invariably in the relation MF

Resp ̸=
MF

exact.
This leads to the crucial inference that if there

is appreciable difference between the valence occupied
subspaces of the ground and the core-ionized state – if the
valence electron density is significantly rearranged due,
in this case, to the annihilation of the core hole in XES –
then, adiabatic response-based approaches will inevitably
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incur errors in the oscillator strength. By definition,
this rearrangement of the valence electronic density
defines a polarization response due to the perturbation,
which is proportional to the spatially non-local electronic
susceptibility.

Since the susceptibility of a given ground state
naturally invokes coupling to the unoccupied orbital
subspace, the change in the aforementioned response, i.e.,
the change in the valence polarization, serves as a useful
metric for the validity of the adiabatic approximation
in the response-based treatment. This metric can be
particularly important in XES, since the annihilation of
a localized core hole may easily result in a significant
renormalization of the occupied orbitals, leading to a
large change in polarization.

Notably, this argument does not preclude the
exact time-dependent kernel from yielding the accurate
oscillator strength, since, in this case, the requirement

of normalization will not be applicable for |ΨResp
F ⟩.

In other words, the inadequacy is a consequence of
the adiabatic approximation, not of the response-based
approach, which, in principle, calculates χ exactly. Note
that, such valence-to-core de-excitations can help the
formulation of accurate frequency-dependent kernels31

by providing experimental data for verification of their
efficacy.

This analytical conclusion can be demonstrated using
the molecular examples shown in Fig. 1, where the
polarization response is simply the change in the
electrostatic dipole moment of the molecule. We
compare the measured and simulated XES spectra of two
small molecules (chloromethane32 and phenol33), with
calculations using DFT orbitals produced by the Q-Chem
code34 using the ωB97M-V exchange-correlation (xc)-
functional35 and the large aug-cc-pCVQZ basis-set36,37.
The energy convergence threshold was set to 10−8 a.u.,
and 10−14 a.u. was used as the threshold for screening
two-electron integrals. The SG-2 standard quadrature
grid is used for the DFT calculations which use the Pulay
DIIS algorithm for convergence. A value of 10−8 a.u. is
chosen as the threshold for the LR-TDDFT calculations.

Comparison with the experimental spectra reveals that
the adiabatic LR-TDDFT spectrum is in good agreement
for Cl Kβ emission of CH3Cl, which corresponds to a
lower (1.43 D) change in the electrostatic dipole moment.
However, for O Kα emission of C6H5OH, the change
is larger (3.01 D) and the mismatch with experiment is
noticeable (particularly near 527 eV).

IV. XES WITHIN THE
ORBITAL-CONSTRAINED APPROACH

A. General Framework

Having characterized the shortcomings of the adiabatic
response-based technique for simulating valence-to-core
de-excitation intensity, we turn our attention to the
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FIG. 1. X-ray Emission spectra for (top) Cl Kβ
from chloromethane (CH3Cl) and (bottom) O Kα from
phenol (C6H5OH) simulated using adiabatic LR-TDDFT
(brown), ooDFT (blue), MBXES (green) and compared with
experiment (black), from Refs32 and33, respectively. The
associated change in dipole moment (∆D) is indicated in each
case. As detailed in the text, ∆D is a diagnostic for errors in
LR-TDDFT arising from the adiabatic approximation, which
is not required in ooDFT or MBXES (an approximation to
ooDFT). A rigid shift is added to each simulated spectrum to
align the highest-energy peak with the experiment.

orbital-constrained approach. Let us consider the general
case of optical dipole transitions between many-body
states, initial and final, comprising single-particle orbitals
from distinct SCFs. The many-body transition operator
can be written, with respect to the initial state, as:

Ô =
∑
i,j

⟨ϕ̃j |ô|ϕ̃i⟩ ã†j ãi, (8)

where the ordering of operations is deliberate and the
sum runs over the entire single-particle Hilbert space
of the initial state. These transitions are individually
weighted by their single-particle dipole matrix elements:
õji = ⟨ϕ̃j |ô|ϕ̃i⟩, where ô = ϵ · r̂ defines the electric
field polarization and its interaction with the electronic
position. Whether these transitions are allowed or
not depends on the many-body state and its orbital
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occupations. We will work within the single Slater
determinant approximation, where the N occupied
orbitals that define the self-consistent field via the
electron density can also define a many-body state,
emergent from the vacuum, as:

|Ψ⟩ =
N∏
i=1

a†i |0⟩ , (9)

where the creation and annihilation operators correspond
to the orbitals of the relevant SCF. With this notation,
we can define the many-body transition amplitude from
an initial state |ΨI⟩ to a final state |ΨF ⟩ as:

M I,F = ⟨ΨF |O|ΨI⟩

=

unocc∑
i

occ∑
j

⟨ΨF |Ψ+i−j
I ⟩ ⟨Ψ+i−j

I |Ô|ΨI⟩

=

unocc∑
i

occ∑
j

⟨ΨF |Ψ+i−j
I ⟩ õij , (10)

where the functional form of O enforces that only
single electron-hole pair excitations of the initial state
can couple with the final state. The notation Ψ+i−j

I
implies the annihilation of the electron in orbital j and
the creation of an electron in orbital i – a non-self-
consistent creation of a single electron-hole pair within
the orbitals defined by the initial state. Thus, M I,F can
be expressed as a linear combination of purely single-
particle transition amplitudes (õij) with the coefficients

given by the many-body overlap terms ⟨ΨF |Ψ+i−j
I ⟩.

For the XES process, ΨI is the state with a core-hole
and can be approximated by the expression shown in
Eq. 2. Consistently, we will employ the simplest case
for the final state, ΨF , as representing a core-filled state

with a single valence hole in orbital f , |ΨF ⟩ = |Ψ+0−f
F ⟩,

where 0 denotes the core orbital. Due to the localized
nature of the core electrons, it is reasonable to expect
the core electron of ΨF to have negligible overlap with
any electron present in ΨI , which lacks that core electron.

Consequently, for XES, ⟨Ψ+0−f
F |Ψ+i−j

I ⟩ ≈ 0 unless i = 0.
This leads to the following simplification of Eq. 10

M I,F =

occ∑
j

⟨Ψ+0−f
F |Ψ+0−j

I ⟩ õ0j , (11)

where, to reiterate, we have put a tilde over the
transition-matrix element, to emphasize the fact that,
for XES, the initial state contains a core-hole. We can

expect the core-orbital subspaces of |Ψ+0−f
F ⟩ and |Ψ+0−j

I ⟩
to be approximately equal, for any f and j. First-order
perturbation theory would support this approximation,
especially due to the energy isolation of the core orbitals
from the valence subspace – with perturbations scaling
as the inverse of orbital energy differences. This was also
observed numerically in our calculations. Therefore, in

the overlap term ⟨Ψ+0−f
F |Ψ+0−j

I ⟩, the core-contribution,
which can be approximated as unity, can be factored
out and the overlap can be evaluated exclusively in
terms of the valence orbitals. This is particularly useful
in pseudopotential-based calculations, where only the
valence KS orbitals are readily available.
For a final-state |ΨF ⟩ having a hole in the f -th orbital,

the many-body overlap of Eq. 10 can now be written as

⟨Ψ+0−f
F |Ψ+0−j

I ⟩ = FCj,f =
[
(−1)f+j

]
Fmj,f (12)

such that

Fmj,f =

det



F ξ11 . . . F ξ1,f−1
F ξ1,f+1 . . . F ξ1,N

...
. . .

...
...

. . .
...

F ξj−1,1 . . . F ξj−1,f−1
F ξj−1,f+1 . . . F ξj−1,N

F ξj+1,1 . . . F ξj+1,f−1
F ξj+1,f+1 . . . F ξj+1,N

...
. . .

...
...

. . .
...

F ξN,1 . . . F ξN,f−1
F ξN,f+1 . . . F ξN,N .


(13)

where

F ξq,p = ⟨ϕF
p |ϕ̃I

q⟩ (14)

denotes the single-particle overlap between the p-th
orbital of final-state F and the q-th orbital of initial-state
I. Since the initial state is assumed fixed as the core-
ionized state, we drop specific reference to state I, but
we retain the superscript F as the single particle orbitals
for each final state may vary, as we shall see below. From
Eq. 12 and 13, FC and Fm can be recognized respectively
as the matrix of the cofactors and minors of F ξ, the
(N ×N) overlap matrix composed of the N lowest initial
and final state valence orbitals

F ξ = {F ξq,p}Nq,p=1. (15)

We will make use of this realization later. The above
expressions relied on two assumptions which we can
reiterate here for clarity: (1) the many-body states are
represented as single Slater determinants, which dictates
that their overlap is also a determinant; (2) a specific core
orbital 0 on a single atomic site is assumed unoccupied
in the initial state and occupied in the final state.

B. Orbital-optimized DFT

Within the orbital-constrained framework, the orbital-
optimized DFT (ooDFT) approximation employs a fully
self-consistent procedure such that a final state with
filled core and a hole in the f -th valence orbital is
approximated by the SD:

|ΨF ⟩ = |Ψ(f)
−f ⟩ = a

(f)
f

 N∏
j=1

(
a
(f)
j

)†
 a†0 |0⟩ , (16)
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where
(
a
(f)
j

)†
is the creation operator for the j-th KS

orbital ϕ
(f)
j corresponding to the SCF of a system with

a hole in the f -th orbital, preserved, for example, using
MOM. There is a distinct set of operators for each final
state F .

The resulting transition amplitude is then written as

MF = Mf
ooDFT = ⟨Ψ(f)

−f |Ô|ΨI⟩ =
N∑
j=1

C
(f)
j,f õ0j , (17)

where

C
(f)
j,f = ⟨Ψ(f)

−f |Ψ
+0−j
I ⟩ (18)

is the relevant determinantal overlap with |Ψ+0−j
I ⟩ =

ãj ã
†
0 |ΨI⟩. Note that the transition moment is identical

to that of the single-particle de-excitation of a non-
interacting electron to the core level from an auxiliary
orbital given by

|ϕooDFT
f ⟩ =

N∑
j=1

C
(f)
j,f |ϕ̃j⟩ . (19)

For phenol, the improvement in agreement with the
experimental XES line shape is apparent in Fig. 1. In the
SI, we provide a comparison of the range-separated and
global hybrid functionals in Figs. S1 and S2 for phenol
and in Figs. S3 and S4 for acetone.

C. The MBXES approach

A major drawback of the ooDFT method is that
it requires a separate self-consistent field calculation
for each final state of the system, rendering the
computation formidably expensive, especially for large
systems. Additionally, depending on the symmetry of the
hole, certain configurations (especially near degeneracies)
can be numerically difficult to converge.

To remedy this, we note that if the valence hole is
sufficiently delocalized and, consequently, is less likely to
induce a drastic change among the occupied electronic
orbitals, we are justified in approximating ooDFT using
a formalism which retains the self-consistent effect of the
core-hole in the initial state but entirely neglects that of
the valence-hole in the final state. For instance, a final
state containing a hole in the f -th (say) valence orbital is
approximated in terms of the frozen ground state orbitals
as

|ΨF ⟩ = |Ψ−f ⟩ = af

 N∏
j=1

a†j

 a†0 |0⟩ , (20)

where a†j is the creation operator for the j−th KS orbital

(ϕj) of the ground state SCF. Defining the relevant

determinantal overlap as Cj,f = ⟨Ψ−f |Ψ+0−j
I ⟩, the

transition amplitude is then given by

Mf
MBXES = ⟨Ψ−f |Ô|ΨI⟩ =

N∑
j=1

Cj,f ⟨ϕ̃0|ô|ϕ̃j⟩ , (21)

with

|ϕMBXES
f ⟩ =

N∑
j=1

Cj,f |ϕ̃j⟩ (22)

representing the corresponding auxiliary orbital. Note
that since we now construct each |ΨF ⟩ from the frozen
ground-state KS orbitals, the many-body overlap of
Eq. 10, which in the ooDFT approximation is given

by C
(f)
j,f (Eq. 18), becomes independent of the SCF

of the specific final state, indexed by F and thereby
representable as Cj,f , without any superscript. Likewise,
the single-particle overlaps (see Eq. 14) are independent
of F and can be written as F ξp,q = ξp,q.
We dub this approximation the many-body X-ray

emission spectroscopy (MBXES) method by direct
analogy with a similar approach used for X-ray
absorption38–40. The similarity between ooDFT (blue)
and MBXES (green) plots in Fig. 1 justifies the
underlying approximation for these cases.
Unlike ooDFT, the MBXES method requires only two

SCF calculations, one with a core-hole (for the initial
state) and one without (for all final states). It also
avoids instabilities resulting from the near-degeneracy
of orbitals. Additionally, unlike the response-based
approaches, it can be used in plane-wave calculations in
conjunction with pseudopotentials, where a modification
in the pseudopotential incorporates the effects of the
core-hole and thereby eliminates the need for any
additional charge-constraining technique. As shown in
Fig. S6, the O K α MBXES spectrum of C6H5OH
calculated using Q-Chem, an all-electron software-
package employing localized basis functions compares
well with that calculated using the pseudopotential-based
plane-wave software Quantum ESPRESSO41.
It is also worth noting in Fig. 1 (and as we shall

see later in Section IVF and in the SI) the good
agreement between the de-excitation energies of ooDFT
(whose energies are computed self-consistently) and
MBXES (derived from the GS KS eigenvalues). For
the particular functional and these systems, this implies
that the KS eigenvalues are good approximations to
the quasiparticle excitation energies – although there
will obviously be cases, outside the examples we report,
where increased accuracy can be provided by better
functionals or perturbative approaches such as the GW
approximation42,43.
To illustrate the accuracy of the more efficient MBXES

approach vs. adiabatic LR-TDDFT, we provide multiple
examples for the XES of small molecules in Fig. 2
where the corresponding change in dipole moment is
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also provided. Note that, consistent with the discussion
presented earlier, in general, a larger change in the
valence electrostatic dipole moment upon core-ionization
results in a larger difference between the two spectra,
with the former typically showing better agreement
with experiment. For example, for C6H5OH (spectra
also presented in the bottom panel of Fig. 1), which
corresponds to a relatively large change (3.01 D) in the
electrostatic dipole moment, the penultimate peak at
527.5 eV in the adiabatic LR-TDDFT spectrum is seen
to be the most intense. On the other hand, in the
MBXES, ooDFT and experimental spectra, which show
appreciable mutual agreement in the relative intensity
of the peaks, the third peak from the right hand side
(at 525.1 eV for the experimental spectrum and at
525.5 eV for the ooDFT and MBXES spectra) has the
highest intensity. It is to be noted that, although, the
simulated spectrum, especially the de-excitation energies
depend, to some extent, on the exchange-correlation
functional and can therefore be made to agree better
with experiments by using improved functionals, the
oscillator-strength accuracy, which is our primary focus
here, is definitely improved over LR-TDDFT by the
orbital-constrained approaches. Conversely, for CH3Cl
(spectra also presented in the top panel of Fig. 1), which
corresponds to a much smaller change (1.43 D) of the
electrostatic dipole moment, all of the spectra show an
intense peak around 2817 eV and a shorter but broader
feature at a lower energy of 2814 eV.

D. Single-particle approximations

1. Projected Ground State

Further approximations, sacrificing accuracy in lieu of
computational efficiency can be made beyond MBXES.
For example, we propose the projected ground-state
(pGS) approximation, which takes into account the
change in the participating valence orbital in response to
the core hole filling, but ignores the same for the other
(spectator) orbitals.

From Eq. 21 the MBXES transition dipole moment is
given by

Mf
MBXES =

N∑
j=1

Cj,f õ0j .

Now, if we approximate the determinantal overlap with
the relevant single-particle counterpart,

Cj,f = ⟨Ψ−f |Ψ+0−j
I ⟩

= ⟨ΨGS|a†f ãj |Ψ
+0
I ⟩

≈ ⟨ϕf |ϕ̃j⟩
∗

= ξ∗j,f , (23)

then, the transition dipole moment becomes

Mf
pGS =

N∑
j=1

ξ∗j,f õ0j , (24)

while |ϕpGS
f ⟩ =

∑N
j=1 ξ

∗
jf |ϕ̃j⟩ gives the corresponding

auxiliary orbital.
Significant computational savings arise here due to

replacing the N -electron determinant with a single
overlap matrix element. In terms of the physical
approximation involved, pGS takes into account the fact
that the participating orbital (i.e., the valence orbital
from which the electronic de-excitation takes place)
should be different in presence and in absence of the
core-hole. What is missing in the pGS approximation
is the explicit inclusion of relaxation of the other valence
electrons. In general, absorption spectra calculated with
the pGS approximation44, show good agreement with
MBXES spectra, despite this simplification.

2. Ground State

Note that in all of the aforementioned approximations,

separate sets of orbitals {ϕ̃j} and {ϕj} (or {ϕ(f)
j }) are

used for the initial and the final state, indicating separate
SCFs for states with and without a core-hole. As a final
approximation within the orbital-constrained framework,
we now neglect this effect by extending the sum in Eq. 24
to all orbitals, thereby approximating the transition
moment entirely within a Ground State Single Particle
(GS) treatment as follows:

(
Mf

GS

)∗
=

all∑
j=1

ξjf ⟨ϕ̃j |ô|ϕ̃0⟩

= ⟨ϕf |
all∑
j=1

|ϕ̃j⟩ ⟨ϕ̃j |ô|ϕ̃0⟩

= ⟨ϕf |ô|ϕ̃0⟩ ≈ ⟨ϕf |ô|ϕ0⟩ , (25)

where the approximation that the core orbital remains
unchanged, |ϕ0⟩ ≈ |ϕ̃0⟩, is validated by our calculations

showing ⟨ϕ0|ϕ̃0⟩ ≈ 1. A table summarizing the
different approximations within the framework of orbital-
constrained XES is presented in Tab. I.

Relation between Mf
MBXES and Mf

GS

It is instructive to investigate analytically the
conditions for equivalence of the GS and the MBXES
spectra. To this end, we aim to find the linear-algebraic
relation between the MBXES coefficients ({Ci,j}) and the
single-particle overlaps({ξi,j}). The inverse of the lowest
N × N overlap matrix can be related to its matrix of
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FIG. 2. Table showing experimental32,33,45–48 (black) adiabatic LR-TDDFT (brown) and MBXES (green) spectra of different
molecules. The second column shows the change in the electrostatic dipole moment, in Debye units, of the remaining electrons
following the relevant core-ionization.

cofactors as

ξ−1 =
adj(ξ)

det(ξ)
=

CT

det(ξ)
. (26)

So, for each matrix element,

(
ξ−1

)
f,j

=
Cj,f

det(ξ)
(27)

Therefore, if the (N ×N) matrix ξ is orthogonal (i.e., if
its transpose is equal to its inverse), then, noting that the
determinant of an orthogonal matrix is ±1, we obtain

ξ∗j,f = ±Cj,f , (28)

and so, ignoring the ambiguity in sign,

(Mf
MBXES)

∗ ≈
N∑
j=1

ξj,f ⟨ϕ̃j |ô|ϕ̃0⟩ , (29)

which is the projected ground-state approximation. And,
furthermore, if the overlap matrix ξ is truly orthogonal,
then this implies that the initial and final state occupied
subspaces overlap perfectly and ξj,f = 0 for j > N ; f ≤
N . So, we can extend the sum above over all j and obtain

|Mf
MBXES|

2 = |Mf
GS|

2 (30)

To reiterate, this is a remarkable simplification, which
can be restated as follows: If the electrons occupy
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FIG. 3. Emission spectra calculated using the MBXES (green
line) and the GS (orange line) approach. Panel (a) shows
Cl Kβ emission from CH3Cl, which is associated with a 1.43
Debye change in valence dipole moment, while panel (b) shows
O Kα emission from C6H5OH, for which the valence dipole-
moment changes by 3.01 Debye. Yellow, cyan, red and green
spheres denote C, H, O and Cl atoms, respectively. Each GS
spectrum has been multiplied by a constant factor so that
the intensity corresponding to highest-energy peak matches
the MBXES counterpart.

the same space in the ground and the core-excited
state, then the GS and the MBXES spectra will be
identical. Thus, the GS approach is likely to be
inaccurate if the core-ionization induces a large change
in the valence electron density. Changes in electronic
density in response to perturbations are proportional
to the electronic polarizability, and so the associated
polarization response seems like an appropriate metric
for assessing this equivalence between GS and MBXES
spectral intensity.

This is reflected in Fig. 3, which displays the GS and
the MBXES spectra for CH3Cl Cl K β and C6H5OH
O K α emission. In order to facilitate comparison, for
each system the GS spectrum is scaled by a constant
factor to match the intensity of the last peak, which
essentially amounts to equating the oscillator strengths
of the highest energy transition. Fig. 3 reveals that for
CH3Cl the two spectra are nearly-coincident, which is
not the case for C6H5OH, indicating, for the latter, a
disagreement among the relative oscillator strengths of
the different transitions computed within the GS and
the MBXES approximation. In accordance with the
aforementioned analytical argument, this disagreement
can be attributed to the larger change in valence
electronic polarization in C6H5OH

For context, the most common practice of using
valence-projected density of states (pDOS) to interpret
XES49–52 is yet a further approximation that ignores the
single-particle matrix elements.

We emphasize here that, even though the inaccuracies

of the adiabatic LR-TDDFT and the GS formalism
can be associated with the same metric, they, in fact,
stem from quite different effects. In the former, the
drawback lies in a partial description of the final (core-
filled) state while in the latter it can be attributed to
a complete neglect of the initial (core-ionized) state
effects. However, in both cases, the shortcoming lies
in the inability to adequately account for the difference
between the valence electronic structure of the initial and
the final state. Therefore, the aforementioned metric,
which provides a measure for this difference is applicable
for both of these diverse approaches.

E. Auxilliary orbitals

The auxiliary orbitals can provide a visual justification
for the similarity/difference in the spectra seen in Fig. 1.
As a representative example, in Fig. 4 we show the
auxiliary orbitals corresponding to the 11th de-excitation
in CH3Cl (Cl Kβ) and the 23rd de-excitation in C6H5OH
(O Kα) [see also Fig. S1]. While for CH3Cl, all
three orbitals are in good agreement, for C6H5OH
noticeable differences can be spotted in the auxiliary
orbital obtained using LR-TDDFT. Note, however, that
all three auxiliary orbitals on the right-hand-side panels
are qualitatively similar, indicating that they contain
appreciable contribution from the same set of constituent
initial state orbitals (see also Fig. S5 in the SI which
shows a bar-plot of the coefficients of the contributing
initial-state orbitals). However, as a consequence of
the initial state bias, ϕTDDFT

23 is skewed toward the
core hole on the oxygen atom, while the ooDFT and
MBXES counterparts display more delocalized nature.
As expected, this leads to a difference in the associated
oscillator strengths.

F. Extension to valence de-excitations

By contrast with XES, for the majority of low
energy valence electronic transitions, the response-
based methods have proven to be highly successful for
decades53. In reference to the metric introduced above,
it is worth noting that, in most cases, such transitions
are usually associated with a comparatively small change
in the polarization owing to the relatively delocalized
nature of the valence hole (compared to the atomic core
hole). As an illustrative example, in Fig. 5, we plot the
simulated emission spectra of C6H5OH associated with
de-excitation from an initial state with a hole in the 11-
th (valence) KS orbital. Owing to the small (0.17 D)
change in the electrostatic dipole moment, the LR-
TDDFT result is found to be in excellent agreement with
the ooDFT and the MBXES counterparts. In contrast,
the charge-transfer excitation, which is accompanied by
an appreciable spatial separation of charges resulting
typically in a large change in the valence polarization,
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FIG. 4. Panel (a), (c) and (e) display the auxiliary
orbital, evaluated using respectively LR-TDDFT, ooDFT and
MBXES associated with the 11-th de-excitation in the Cl
K β emission of CH3Cl. Panels (b) , (d) and (f) plot the
same for the 23-rd de-excitation in the O K α emission of
C6H5OH. These plots demonstrate that MBXES effectively
approximates ooDFT while, for phenol, LR-TDDFT exhibits
errors associated with the adiabatic approximation.

is a well-documented example of the failure of adiabatic
LR-TDDFT in predicting the excitation-energy54,55,
although further studies are needed to investigate the
accuracy in the calculation of oscillator strength.

V. CONCLUSIONS

In summary, with a focus on valence-to-core electronic
de-excitation, we use a generalized formalism to link
the disparate response-based and orbital-constrained
approaches, which are the two standard pathways
for modeling electronic excited states starting from

Method

Final
orbitals

consistent
with

valence
hole

Relaxation
of

spectator
electronic
orbitals

Initial
orbitals

consistent
with

core-hole
Auxiliary
orbital

ooDFT Yes Yes Yes

N∑
j=1

C
(f)
j,f |ϕ̃j⟩

MBXES No Yes Yes

N∑
j=1

Cj,f |ϕ̃j⟩

pGS No No Yes

N∑
j=1

ξ∗jf |ϕ̃j⟩

GS No No No

all∑
j=1

ξ∗jf |ϕ̃j⟩

TABLE I. Table summarizing important properties and
approximations corresponding to various simulation-methods
discussed in the paper. Note that, in each case, the transition-
dipole moment is given by ⟨core|ô|Auxiliary Orbital⟩, where
ô is the single-particle dipole operator.

DFT calculations. Our analytical and computational
results show that, unless the de-excitation induces
a small change in the valence polarization, the
popular adiabatic approximation of the response-based
approach might incur significant inaccuracies in the
oscillator strength. Consequently, such a change in
polarization can be used as an effective metric for
assessing the validity of the adiabatic approximation.
In fact, a valence-to-core de-excitation can often
render the adiabatic approximation inadequate since
the filling of a localized core orbital may lead to
appreciable rearrangement of the valence electrons. The
aforementioned shortcoming is not present in the orbital-
constrained approach such as ooDFT, which typically
yields accurate results. By modifying the ooDFT
formalism with physically-motivated approximations, we
propose a flexible computational technique, MBXES,
which can simulate oscillator strengths accurately at a
much lower computational cost.
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FIG. 5. Simulated emission spectra, computed with
MBXES, ooDFT and adiabatic LR-TDDFT, corresponding
to electronic de-excitation of C6H5OH from an initial state
with a hole in the 11-th KS valence orbital.The associated
change in valence polarization is 0.17 D.
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