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Experiments with RouteNav, A Wayfinding App for Blind
Travelers in a Transit Hub

Peng Ren”

Jonathan Lam”
University of California, Santa Cruz
Santa Cruz, California, USA
prenl@ucsc.edu,jokwlam@ucsc.edu

ABSTRACT

RouteNav is an iOS app designed to support wayfinding for blind
travelers in an indoor/outdoor transit hub. It doesn’t rely on ex-
ternal infrastructure (such as BLE beacons); instead, localization
is obtained by fusing spatial information from inertial dead reck-
oning and GPS (when available) via particle filtering. Routes are
expressed as sequences of “tiles”, where each tile may contain rele-
vant points of interest. Redundant modalities are used to guide users
to switching goalposts within tiles. In this paper, we describe the
different components of RouteNav, and report on a user study with
seven blind participants, who traversed three challenging routes in
a transit hub while receiving input from the app.

CCS CONCEPTS
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Human-centered computing.
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1 INTRODUCTION

Wayfinding (“the process of navigating through an environment
and traveling to places by relatively direct paths” [43]) can be chal-
lenging for everyone. The importance of wayfinding is reflected by
the widespread diffusion of carefully designed signage [12, 59] in
public spaces such as airports and transit hubs. Tactile wayfinding
(e.g., tactile paving [9, 45], first introduced in Japan) is becoming in-
creasingly pervasive, especially in Europe and Pacific Asia [51], and
there has been some interest in acoustic wayfinding (e.g., sound-
scape design [27]). However, there is no doubt that visual signs
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(which are inaccessible to blind or visually impaired travelers) have
a paramount role in the current wayfinding infrastructure. We are
particularly interested in navigation and wayfinding in transit hubs,
such as large train/subway stations and intermodal transit centers
with transfer terminals. Traveling with public transit can generate
stress and fatigue, especially when transfers are involved and the
traveler is not familiar with the route [13, 17]. Partly because of lack
of accessible wayfinding information, use of public transit to reach
unfamiliar destinations for people who are blind can be exceedingly
difficult, stressful [21], and potentially dangerous.

Many different approaches have been proposed for wayfind-
ing support. Generally speaking, a wayfinding system contains
three main components: a map of the environment (though map-
less wayfinding has also been proposed [26, 41, 64]); a localization
system, which estimates the current position of the user in the
map; and a user interface, which provides information to the user
about where to move next, along with any appropriate contextual
information. Note that the “map” may contain much more than just
the floor plan of the environment. For example, for systems that
use visual-based localization, a 3-D representation of the surfaces
(along with their visual features) may be stored in the map [55].
Systems that use the signal strength (RSSI) from Wi-Fi [10] or Blue-
tooth Low Energy (BLE) beacons [66], or the characteristic local
variations of the magnetic field [34], need to store a map associating
spatial locations with RSSI signatures or magnetic field features.

This article describes the development of a wayfinding iOS app
specifically designed for blind travelers in a transit hub. Dubbed
RouteNav, this system is designed to be a comprehensive travel sup-
port app; we focus here on the within-hub wayfinding component.
These are the main contributions of this work:

Indoor-outdoor localization without additional infrastructure. We
introduce an indoor-outdoor localization system based on fusion
of spatial data from inertial sensors (processed by a state of the art
machine learning algorithm for dead reckoning, RoNIN [36]) and
GPS, when available and reliable. Remarkably, RouteNav requires
no external infrastructure for localization. While infrastructure
such as high-density Bluetooth Low Energy (BLE) beacons can
certainly improve localization accuracy, the installation and main-
tenance cost (which includes a laborious fingerprinting phase [4])
requires buy-in from the agencies managing the spaces. Proposals
for infrastructure development targeting small communities (such
as blind travelers) may receive enthusiastic initial response, but this
does not often translate into sustained financial support [19]. Note
that RoNIN does not use visual information from the smartphone’s
camera, meaning that users do not need to hold the phone upright
to obtain a clear view of the scene.
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Tile-based navigation. We introduce a novel representation of the
space and routes to be traversed by means of tiles. A tile is a polyg-
onal area of space whose extent is no smaller than the expected
localization resolution. The traveler’s location at each time is ro-
bustly mapped to one tile, and all information provided to the user
is based on the current tile. This form of “space discretization” helps
manage localization inaccuracies, at the same time providing users
with a simple and intuitive representation of their current location
within and progression along the route.

Redundant modalities user interface. RouteNav’s interface was care-
fully designed using redundant modalities. To minimize the effect
of poor localization in the directions given to the user, we devel-
oped a mechanism of switching goalposts. The direction to the
target goalpost is produced via user-solicited mechanisms (through
speech or haptic modalities), as well as unsolicited notifications
(speech notifications produced when the user approaches or enters
a tile, and a sound/vibration backdrop signaling whether or not the
user is walking in the correct direction).

User study. We conducted a study with 7 blind participants, who
tested RouteNav in very realistic and challenging conditions. For
this study, we mapped most of the walkable area of the intermodal
Palo Alto Transit Center in California. This includes the train sta-
tion, serving the Palo Alto area, and a bus stop area with 10 slots,
served by three different transit agencies. For our tests, we selected
three different routes with start and end points located either at
the train tracks, or at a bus stop. These routes (total length: 495 m)
included crossing the tracks using an underground tunnel (a GPS-
denied zone), walking along boarding areas and walkways, crossing
crosswalks, walking on a ramp, and finding the opening in a fence.
Of note, GPS localization was consistently poor in several areas
of the train station. Compared to routes within buildings, which
are normally along corridors and hallways, and are physically con-
strained by walls, the indoor/outdoors routes considered in our
study are generally less constrained and often surrounded by open
spaces, which makes navigation without sight quite challenging.
While the localization module remained mostly unchanged through
the course of the study, we iteratively perfected the user interface
from feedback, comments and suggestions from our participants.

2 RELATED WORK

Accessible wayfinding apps that use GPS for localization have a long
history. Back in the early 90s, Golledge and colleagues proposed us-
ing GPS for a personal navigation system for blind travelers [31, 32],
along with auditory displays mechanisms (using spatialized sound
or speech interface) to support guidance [44]. The first commer-
cial accessible navigation system (Arkenstone Strider) appeared
in 1994. With the advent of smartphones equipped with screen
readers, blind travelers had access to a plethora of wayfinding apps,
from the mainstream Apple Maps and Google Maps (which in 2019
implemented a detailed voice guidance option for walking trips) to
more specialized apps such as GoodMaps Outdoors, APH Nearby
Explorer, and BlindSquare. These systems rely on GPS for posi-
tioning, and on geographical information data set for guidance.
Unfortunately, GPS localization is often inaccurate, and the GPS
signal is too weak to be received indoors. Both Apple Maps and

Trovato et al.

Google Maps enabled a modality that improves localization accu-
racy by aiming the camera at a building, whose image is matched
against a 3-D point data set (in locations for which such data sets
are available).

Wayfinding systems for blind walkers moving in environments
where GPS is unreliable can roughly be categorized according to
whether or not they require additional infrastructure for local-
ization. To the first category belong infrared beacons (e.g., Talk-
ingSigns [11]), BLE beacons (e.g., NavCog [4, 33, 56] or GuideBea-
con [15]), RFID tags (e.g., PERCEPT [29]), Ultra-Wide Band (UWB)
beacons (e.g., SUGAR [48]), and visual markers (e.g., NaviLens color
barcodes [47]). Systems that do not require infrastructure instal-
lation can be further subdivided, based on whether or not they
require prior off-line calibration (often called fingerprinting), which
can be expensive and may need to be repeated when environmental
conditions change. These include Wi-Fi beaconing [2] and magnetic
navigation [30, 52]. For example, Google Maps and Apple Maps
provide indoors localization in selected venues based on signals
from Wi-Fi and BLE beacons, with an accuracy of several meters.
Note that computer vision systems that work by matching an im-
age with an underlying 3-D map [55, 60], a strategy commercially
pursued by GoodMaps, also belong to this category. Systems that
require neither additional infrastructure nor fingerprinting may use
dead reckoning from inertial sensors [6, 23, 49, 53] or visual/inertia
SLAM [58] from cameras or depth sensors, possibly integrated with
inertial sensors [18, 28, 42]. Wayfinding systems for blind travelers
that specifically address mixed indoor/outdoor situations include
CityGuide [14], which uses GPS and BLE beacons located at specific
points of interest inside a building and at the building’s entrances
and was tested with 6 participants with visual impairment, and
ARTANNA [20], which uses computer vision and inertial sensors
(no human testing was reported). Visual SLAM can typically pro-
vide more accurate localization than dead reckoning from inertial
sensors, but it requires continuously unoccluded view of the scene
from the camera, which can be challenging in crowded environ-
ments, or if the camera is contained in a smartphone (e.g., it won’t
work if one keeps the phone in their pocket). Wayfinding systems
that do not require a map of the environment, but guide the walker
through a path already taken, have also been proposed [26, 64].

The design of an appropriate, accessible user interface is of para-
mount importance for navigation apps [37, 39, 40, 57, 65]. Multiple
interface mechanisms have been considered for communicating
directions to walkers (e.g., directions to waypoints, when to turn,
or the presence of points of interest nearby): speech [4, 23, 30],
vibration [7, 25, 56], sound [24, 46, 54], or immersive sound (e.g.,
Microsoft Soundscape). Balata et al. [8] proposed a set of naviga-
tion instructions tailored to indoor-outdoor transitions. An open
standard (Wayfindr) for communicating wayfinding information to
blind travelers was approved as ITU-T F.921.

3 THE ROUTENAYV SYSTEM

RouteNav was designed to be an integrated travel app. Users can
set up “trips” using a web application, where these trips may in-
clude multiple means of transit (see Fig. 1, Setup panel). Using the
RouteNav mobile app, one can select a trip, and receive information
about the different legs of the trip and the required transfers. Once
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at a transit location (e.g., a train station), RouteNav connects to a
cloud server to receive a tile route towards the next boarding area
(Fig. 1, Using Mobile App panel).

This contribution focuses on the mobile RouteNav app function-
alities when at a transit location. The goal of this app is to help a
blind walker reach a certain boarding area, by traversing a sequence
of tiles as described in Sec. 3.1. As with any wayfinding systems,
RouteNav needs to be able to locate and track the walker, provide
useful directions, and inform the walker of their current location
and progress along the route. The localization module is described
in Sec. 3.2, while the information produced and the user interface
are described in Sec. 3.3.

o=

Using Mobile App

T Backend :
Mobile App
o des 1 web
> ppplcation Google Drctons AP

Transit Routes

Figure 1: Overview of the RouteNav system.

3.1 Mapping

We used MapBox Studio! to map relevant areas and features in the
location of interest. Note that the Palo Alto Transit Center contains
two levels (a ground level and an underground passageway). We
maintain separate representations of these two levels, and switch
between the two when appropriate.

3.1.1 Tiles. Tiles are discrete spatial units in the form of non-
overlapping polygons. At each time, the walker’s position is mapped
to one tile, or to an out-of-tile state (Sec. 3.2.5). A walking route is an
ordered sequence of tiles. Tile navigation generalizes the familiar
concept of waypoint navigation. We introduced tile navigation for
two main reasons:

Localization inaccuracy mitigation: Given the expected localization
error (possibly up to several meters), it would be inappropriate (and
actually, counterproductive) to produce information and directions
that involve highly localized features or landmarks (such as the
exact location of a turn or of an entrance). By using relatively large
spatial units (commensurate with the expected spatial uncertainty),
we can cope with poor location accuracy.

Simplified path representation: By describing a path as a sequence
of tiles, including critical tile features (e.g., whether the tile is a
crosswalk, ramp, or underground tunnel) and directions for moving
from tile to tile (e.g., bear left at the next tile), we aim to provide a
simple and intuitive representation that can be easily communicated

https://www.mapbox.com/mapbox- studio
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Figure 2: Maps of the Palo Alto Transit Center. Top: Ground
level. Bottom: Underground level. Tiles are shown in color,
separated by thin black lines. GPS-denied areas are shown
with yellow hue. Red areas represent no-go zones. Blue thick
lines represent impenetrable wall segments.

and memorized. In addition, keeping track of the tiles traversed is
a simple way to represent progress along a route.

The tiles we traced for the walking area of the Palo Alto Transit
Center are for the most part of rectangular shape, with length
between 10 and 25 m. In choosing a tile’s size, one must trade off
different needs: resilience to localization inaccuracy (which calls
for larger tiles) against faithful path representation (which would
favor smaller sizes, especially for non-rectilinear segments). Tiles
are represented as GeoJSON polygons. They have a descriptive
name and include a number of fields to record characteristics such
as their type (e.g., walkway, crosswalk, ramp, tunnel), their main
orientation and length, whether they slope, etc.

The Palo Alto Transit Center includes an underground passage-
way that overlaps with walkable areas at ground level, and for
this reason we also defined a set of underground tiles. The under-
ground level is accessible through two ramps. Rather than assigning
tiles in the ramps to either level, we generate spatially overlapping
tiles over the ramps. The localization/tracking system is in charge
of switching assignment from ground to underground level, and
vice-versa.

3.1.2  Points of Interest and Landmarks. Tiles may contain points of
interest (POI), represented as either points or polylines in GeoJSON.
POlIs are recorded with fields that encode their type, such as obstacle,
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bench, or tactile (e.g., for a tactile strip on the pavement), as well
as verbal descriptions.

In addition to tiles, we mapped very large polygons (landmarks)
that are not expected to be traversed by the walker (nearby roads,
the train tracks). These landmarks are only listed in the What’s
Around Me functionality (Sec. 3.3.4), in order to offer some level of
geographical context.

3.1.3  Goalposts. Within each tile, we define two goalposts, which
are used as reference points to provide directional information.
Note that, differently from waypoints (which are locations that the
traveler is supposed to reach, or at least pass by), a goalpost is solely
used to establish a direction of travel (travelers are not necessarily
expected to reach a goalpost).

The goalposts are placed at an appropriate distance to the tile’s
junctions with the nearby tiles. A walker located in a tile is always
directed towards one of the two goalposts in the next tile in the
route. Specifically, if a walker is more than 4 meters away from the
next tile, the closest goalpost in the next tile is chosen as “target”.
As the walker gets closer, the target is moved to the further goalpost
in the tile (see Fig. 3, right panel).

This “switching goalposts” strategy was devised to mitigate the
effect of location inaccuracy on the direction provided to the user.
As shown in Fig. 3, top panel, if the user is close to a target goalpost,
a localization error can induce a very large angular error in the
direction to the goalpost. Our strategy ensures that the user is
always at a safe distance (larger than the expected positional error)
from the target goalpost. Note that one could consider more than
two goalposts for long tiles; we will investigate this possibility in
future work.

3.1.4 Walls and No-Go Zones. We define a number of impene-
trable wall segments and of no-go zones. These features are very
useful when used in conjunction with the particle filtering module
(Sec. 3.2.3), as they help reduce the risk of computing inconsistent
trajectories, and may also help with drift correction for the inertial
tracker. No-go zones are areas (represented as polygons) that, while
not strictly impenetrable, are not expected to be traversed by a blind
traveler. These include buildings close to the public, areas covered
with vegetation (bushes), and a few hazardous places. Note that
most road surfaces were not marked as no-go zones (even though
walking there was inadvisable), and occasionally our participants
did walk on those roads. No-go zones are shown in red in Fig. 2.

3.2 Localization and Tracking

The localization module of RouteNav makes use of the GPS signal
(when available and reliable) as well as of the signals produced by
the iPhone’s inertial sensors (accelerometers and gyros). The two
sources of information are fused together using particle filtering,
which also leverages prior spatial information.

3.21 GPS. Using i0S’ CLLocationManager.location, the GPS
location is available in the coordinate property, while its uncer-
tainty radius is in the horizontalAccuracy property. Unfortu-
nately, we found that oftentimes the nominal uncertainty radius re-
ported by Core Location is small even when localization is patently
wrong (see e.g. Fig. 4). We thus decided not to use GPS information
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Figure 3: Top: Schematic representation of the dependence of
directional error on distance. In both cases, the true location
of the walker is at the star; however, due to localization error,
the system may locate the user anywhere in the gray disk, de-
fined by the uncertainty radius. Because of localization error,
the direction to the target goalpost (thick dot) as produced by
the system (shown by dotted arrows) may be different from
the correct direction to the target goalpost, shown by a solid
arrow. The angle formed by the two directions is the angular
error 0.r. As the figure suggests, larger angular errors 0.,
should be expected for the same uncertainty radius when
the user is closer to the goalpost. Bottom: Screenshots from
the RouteNav app. The pink dot represents the walker’s lo-
cation as estimated by the system. The dark circle represents
the next selected goalpost. Once the walker enters a tile, the
closest goalpost in the next tile is selected as target. As the
walker progresses in the tile, the target is moved to the fur-
ther goalpost.

when the user location is in a GPS-denied zone (shown with yel-
low hue in Fig. 2). GPS-denied zones are defined by a prior on-site
survey.

3.2.2 Inertial Localization. We use RoNIN, a state-of-the-art algo-
rithm for inertial dead-reckoning whose code was made available
by the authors [36]. RoNIN uses a deep network to process data
from the phone’s accelerometers and gyros, producing velocity
vectors that can then be integrated in time to obtain the walker’s
position. We used the ResNet-18 architecture [35] as considered
in [36].
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In our iOS implementation, RoNIN produces velocity vectors at
25 Hz. Remarkably, the velocity vectors produced by RoNIN are
largely independent of the actual attitude of the phone, meaning
that they represent the user’s velocity direction irrespectively of
how one is holding the phone. This is a very useful feature of the
algorithm: users can keep their phone wherever they want, and even
move it (e.g., from tucked in one’s pocket to hand-held) without
affecting positioning. RoNIN was shown [49] to also function for
blind individuals walking with a long cane or a guide dog, whose
gait may be expected to have different characteristics than for
sighted walkers [38]. However, we found that RoNIN suffers from
two main problems. First, it is liable to orientation drift accumulated
in the phone’s attitude estimation produced by Core Motion. Second,
we found that both magnitude and direction of the velocity vectors
computed by RoNIN may be incorrect for some users (see also [49]).

R
«”’b\
Unweighted Weighted
particles e O particles , o
o o o e o o
¢ ee S location * J'*. .
¢ ® X*° Center of LA L
®%e ° o mass .,
e%e °e

Figure 4: Top panel: GPS errors. The star represents the true
location of the walker, while the dot represents the location
estimated by GPS, surrounded by a circle with radius equal
to the uncertainty radius. Note that while in the example
shown to the left, the uncertainty radius (14.5 m) is consistent
with the actual error (10.5 m), in the example to the right the
uncertainty radius is small (5.4 m) in spite of the very large
error (36.5 m). Bottom panel: An illustration of the strategy
used for fusion of localization from GPS and inertial data
(Sec. 3.2.4). Each particle in the cloud is assigned a weight
that depends on its distance to the GPS location. As a result,
the center of mass of the particles moves closer to the GPS
location.

3.2.3  Particle Filtering. Particle filtering is a form of Bayes filtering
that is particularly adept at exploiting prior spatial information in
the form of impenetrable walls [61]. Our implementation of particle
filtering is similar to that described in [49]. The posterior probability
of the user’s location at time ¢, given all inertial measurements
before t, is represented by a set of N = 750 “particles”. In addition
to the user’s location, the system tracks a drift angle that represents
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the current angular bias of the phone’s attitude estimation. Each
particle is thus characterized by its location (p;(t), where i is the
particle’s index), a drift angle d; (1), as well as a weight w; (¢). The
particles are propagated at each time instant ¢ based on the velocity
vector o(t) produced by RoNIN. For each particle, v(¢) is first rotated
by the drift angle d;(t) , resulting in a new vector 9;(t). Gaussian
noise is added to both magnitude and orientation of 9; (¢). Then, the
particle’s position is moved to p;(t) + 3;(¢) - At (wWhere At =1/25s
in our implementation). In addition, Gaussian noise is added to the
value of d;(t). If the particle’s motion would take it across a wall,
or to a location in a no-go zone, the particle’s weight is set to 0,
and the particle is resampled at the next iteration. All particles are
resampled when the Effective Sample Size [22] (which measures
the weight diversity across particles) is less than half the number of
particles with weight larger than 0. The user’s location p(t) at each
time is produced as the dominant mode of the weighted distribution
of particles, computed using the mean shift algorithm [16, 49].

Note that the inertial tracker uses an arbitrarily oriented ref-
erence system, with Z-axis pointing in the direction of gravity,
whereas GPS coordinates are in the WGS-84 (geodetic) system. We
transform data from both sources into the UTM (metric) system.
While WGS-84 to UTM coordinate conversion is straightforward,
conversion from the inertial tracker frame to UTM requires an ini-
tial calibration, which we perform as follows. Each route starts from
a specific location with known coordinates. The walker walks for a
few steps in a known direction. Based on the computed trajectory,
a rotation matrix and translation vector are found that map the
tracker’s reference frame to the UTM system.

Figure 5: Examples of particle distributions. Red areas rep-
resent no-go zones. Blue thick lines represent impenetrable
wall segments. The black star represents the barycenter of
the particles in the dominant cluster. Note that the exam-
ple in the rightmost panel has two clusters of particle (one
shown in pale blue, one in dark red), with the barycenter of
the second cluster shown by an orange star.

3.24  Fusion of GPS and Inertial Localization. To combine localiza-
tion information from GPS and RoNIN, we use the fusion algorithm
originally proposed in [50]. The GPS location uncertainty is mod-
eled by an isotropic bivariate normal distribution, with mean at the
GPS location and standard deviation o equal to twice the uncer-
tainty radius, as produced by Core Location. The current weight
wi; () of each particle, located at p;(t), is multiplied by the value
of this normal distribution at p; (). Intuitively, particles that are
closer to the GPS location are given higher weight (see Fig. 4). When
resampling is performed, these particles are more likely to be re-
sampled than those located further away. This causes the mode of
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the particle’s distribution to move closer to the GPS location. As
expected, the effect of GPS is larger when the uncertainty is low
(as particles close to the GPS location get higher relative weight).
When the GPS uncertainty radius is larger than 10 m, or when
the current estimated location is in a GPS-denied zone, we simply
ignore the effect of GPS.

This fusion strategy is critical for RouteNav. GPS (when available)
helps correct drift accumulated by RoNIN, and, in turn, RoNIN
mitigates sporadic GPS errors. Particle propagation proceeds with
data from RoNIN even when reliable GPS data appears or disappears,
thus ensuring seamless handling of indoor-outdoor transitions.

3.2.5 Tile Assignment. The estimated user location p(t) at each
time is assigned to one tile, or to the out-of-tile state. To reduce
the risk of undesired back-and-forth switches between tiles due to
noisy localization, we use a simple hysteresis mechanism. We first
compute the distances {Dr} between p(t) and each tile polygon
(where T is the tile index). Given the current tile assignment T(t),
we re-assign p(t) to a tile other than T(t) only if Dy(;) > 2 m, in
which case p(t) is assigned to its closest tile (note that this is not
necessarily the next tile in the route). If, however, DT( 5 >7m, the
location is assigned to the out-of-tile state. Subsequent locations are
still assigned to out-of-tile, until the location is less than 4.5 m to its
closest tile. At that point, the location is assigned to its closest tile,
and the tile route is recomputed if necessary. Note that with this
mechanism, a location p(#) is assigned to a tile even if it is outside
of it, at a distance no larger than 7 m. This is not dissimilar from
conventional navigation mechanisms that map a vehicle location
to the nearest road.

3.2.6 Walking Direction. We determine the current walking di-
rection by joining the current location p(t) with p(¢ — tp), where
tp is chosen such that the path traversed from p(t) to p(t — tp)
has length of 3 meters. Information about the angle between the
current walking direction and the next goalpost is used in the tile-
entered notification as well as in the Where Am I message (Sec. 3.3.1).
This value is also used to determine the type of sound/vibration
backdrop.

3.2.7 Phone Azimuth. While the measured walking direction is
independent of the phone’s orientation, the Route Compass func-
tionality (Sec. 3.3.1) is based on the current azimuth angle of the
phone, which is obtained from the magneticHeading attribute of
the CLHeading class (part of Core Location). The azimuth rep-
resents the direction of the projection onto the horizontal plane of
the Y-axis of the phone.

3.2.8 Underground Ramp Detection. In order to cross the rail tracks
in the Palo Alto Transit Center, one needs to take an underground
passageway, which can be entered through two tunneled downward
ramps. As mentioned earlier, these ramps have spatially overlapping
tiles at ground and underground level. When the walker enters one
such ramp from ground level, their position is initially assigned
to a ground level tile. As the walker progresses through the ramp,
the level is switched to underground through one of two possible
mechanisms:

Elevation Measurement. The iPhone’s altimeter can be used for
an approximate elevation measurement, which can be thresholded
to determine whether or not the user is in the ramp. Unfortunately,
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Figure 6: An overview of the RouteNav interface. The colored
rectangles represent different categories of information pro-
vided: direction to the next tile (more precisely, to the target
goalpost in the next tile); information about the current tile,
possibly including points of interest (POIs); and information
about the next tile or tiles in the route. The different types
of notifications (solicited or unsolicited) produced by the sys-
tem, which convey information in one or more categories,
are shown with round shapes, along with the associated inter-
face modality (speech, sound, vibration, haptic tap). Solicited
notifications are generated when the user double taps the
corresponding button, except for the Route Compass notifi-
cation, which is generated when the user stops walking and
holds the phone horizontal.

User-solicited notifications

Where am I?
{speech]
Current tile info Directi next tile

Tunnel /ramp alert Backdrop
specc sound+vibration

What's around me?

speech]

Route compass

[haptic

Unsolicited notifications

we found that the altitude data from the phone is affected by a bias
that may change from trial to trial. Note that, unlike the case of
determining which floor in a building one is at, e.g. when exiting
an elevator [4], we need to be able to measure small differences in
elevation from the ground level, to confirm that the walker did in
fact enter or exit the tunneled ramp.

User as a Sensor. Most persons who are blind are able to recognize
(from auditory clues) whether they are in a narrow tunnel. Based
on this consideration, we implemented a mechanism that produces
an alert message (Sec. 3.3.3) asking users to confirm whether or
not they entered a tunnel. This alert is triggered when the walker
is localized in an underground tunnel ramp tile, or if they have
been localized in a nearby tile for a certain period of time. Based on
the user’s response, the tile/level assignment is adjusted. This is an
instance of the “user as a sensor” paradigm, first introduced in [23].
We use a similar mechanism to confirm whether or not the walker
is on a ramp branching out and extending parallel to a walkway in
another section of the station.

3.3 User Interface

The RouteNav iOS app was designed to be operated with VoiceOver.
Its main screen contains a list of buttons, visible in Fig. 7, which can
be scrolled through using right/left swipes. Note that one button
(Where Am I) has a much larger screen area than the others; this
was suggested by a participant (P1) to make it easier to locate, since
this functionality is used much more frequently than the others. A
map showing the current user’s location in the tile route is shown
in the lower part of the screen, for use by sighted walkers and
for debugging. The main functionalities of the RouteNav app are
described below (see also Fig. 6).
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3.3.1 Direction to Target Goalpost. We offer a redundant variety
of modalities for communicating the direction towards the target
goalpost:

Where Am I: The Where Am I button produces a direction to the
next goalpost in speech form. Users can select (from the Setting
button) whether to use clockface directions (e.g., 2 o’clock), “simple”
directions (e.g., front-right), or degrees (with respect to the frontal
direction). Importantly, these directions refer to the past walking
direction of the user (Sec. 3.2.6). Users were informed that if they
stop and then rotate their body, they still need to remember their
past walking direction to make sense of the direction from the
app. In addition to the direction to the next goalpost, Where Am
Iprovides the following information: (1) the name of the current
tile; (2) the name of the next tile in the route; (3) the distance to
the next tile; (4) what direction to take at the end of the current
tile; (5) and how many tiles are left in the route till destination.
The distance to the next tile (3) is expressed only as more/less than
10 meters. Using higher resolution would not be advisable given
possible localization errors. After (2), important information about
the next tile is given if applicable, such as whether the tile is a ramp,
tunnel, or curb. The Where Am I button can be used at any time in
the route.

Route Compass: The Route Compass is a simple pointing mech-
anism that is automatically activated when the user is static (not
walking) and holds the phone approximately level to the ground.
The angle between the phone’s Y (longest) axis and the direction to
the next goalpost (Sec. 3.2.7) is measured as the user slowly rotates
the phone left and right. When this angle crosses 0°, an haptic tap (a
rapid and slight vibration) is generated. This mechanism is similar
to the “wand” modality considered by Azenkot et al. [7].
Sound/Vibration Backdrop: When a user is walking and the an-
gle between the estimated direction and the direction to the next
goalpost is within +£45°, a short whooshing sound (mail-sent.caf
in 10S) is generated, along with a short vibration, every other sec-
ond. If the angular difference becomes larger, the sound is changed
to a more unpleasant one (nfc-scan-failure.caf), and a short
vibration is repeated twice every other second. If the user stops,
both sound and vibration stop. Note that another possible interface
modality to convey direction to the target goalpost is via 3-D au-
dio (e.g., Microsoft Soundscape). We will consider this and other
sonification modalities (e.g. [3]) in future work.
Approaching/Entered at Tile: These unsolicited notifications are
produced (in speech form) when the walker is approaching the next
tile in the route, as well as when the walker’s position is mapped
to a new tile. Examples of these notifications are given in Fig. 7.
Each notification is only produced once per tile, and is preceded by
a chime sound to get the walker’s attention.

3.3.2  Route Preview. The Route Description List button generates a
list with the sequence of tiles from the current one to destination.
Items in the list can be accessed with standard right/left VoiceOver
swipes. Each tile in the sequence is listed with its name, its length,
any important characteristic (e.g., if it slopes down, if it is a tun-
nel or a crosswalk) as well as the recommended walking direction
through it. This direction is expressed in an allocentric frame (car-
dinal directions, e.g. “walk South”). Finally, the walking direction
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Figure 7: Examples of speech notifications generated when
the walker is approaching a new tile in the route (left), and
when the walker enters new tile (right).

recommended once at the end of the tile to enter the next tile is
provided in egocentric form (e.g., left, straight, or right).

3.3.3 Tunnel/Ramp Alert. When the walker is located in the prox-
imity of either tunneled ramp (shown as S1(N) or S1(S) in Tab. 3),
or of the walkway ramp shown as (S4), an alert message is gener-
ated, starting with a chime, followed by the words “Alert. RouteNav
thinks that you may be in a tunnel (ramp).” Then, a list with two
buttons (Yes or No) is presented, for the user to select from.

3.3.4 Points of Interest and Landmarks. By double tapping the
What’s Around Me button, an audio description is produced with
the POIs in the current tile, ordered along the expected traversal
direction of the tile, as well as distant landmarks.

4 EXPERIMENT
4.1 Population

We recruited 7 participants (2 female, 5 male) for our study, with
ages ranging from 59 to 74. All participants were blind, with at most
some residual light perception. The participants’ characteristics are
summarized in Tab. 1. P4, P5 and P6 used a dog guide, while the
others used a long cane for mobility. All participants had substan-
tial experience with independent travel, except for P1, who said
that he normally travels with his spouse. P2 was an accomplished
independent traveler in his young age, though now only travels
accompanied by his sighted partner. None of the participants had
experience traveling independently in the Palo Alto Transit Station.
P3, P4 and P5 had been there before, accompanied by sighted guides,
but said they had no relevant spatial memory of the layout of the
station.

All participants were iPhone users and were proficient with
VoiceOver (although P1 often experienced difficulties with double-
tapping during the test). Asked about what (if any) travel apps they
used, P3, P4 and P7 said they sometimes used Nearby Explorer from
APH, and P3, P5, P6 and P7 said they used GoodMaps. P4 also used
Microsoft Soundscape.

4.2 Modality

4.2.1 Routes. We identified three representative routes for our
tests (see Fig. 8):

Northbound to Southbound tracks (NB2SB). This route (130 m
long) starts from a point on the Northbound train platform, and
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D ‘ Age ‘ Gender ‘ Onset of blindness ‘ Independent traveler? ‘ Mobility aid

P1 74 M Since teen age Rarely travels alone Long cane
P2 74 M Since teen age Yes (when younger) Long cane
P3 60 M Since birth Yes Long cane
P4 65 F Since birth Yes Dog guide
P5 69 M Since 3 years of age Yes Dog guide
P6 59 F Since teen age Yes Dog guide
P7 70 M Since birth Yes Long cane

Table 1: Participants’ characteristics.

ends at a point (boarding area) of the Southbound track through
the underground passageway. An underground tunnelled ramp
entrance can be found after walking in the SE direction for about
15 m. The ramp (24 m long) has a gentle slope downwards, and ends
ata T junction. The route turns right to SW, and continues on a level
underground passageway that borders a very trafficked (and noisy)
highway underpass. After 30 m, there is a T junction; the route turns
right (NW) on an upward tunneled ramp that parallels the first one.
Upon exiting the ramp (at ground level), the route continues straight
for about 33 m on the Southbound track platform, bordering the
Transit Center building. Walkers need to pay attention not to trip
on light posts, benches and other obstacles, and not to walk into
the tracks.

Southbound tracks to bus stop (SB2Bus). This route (145 m
long) starts from a point in the Southbound train tracks, and leads
to a point in the bus stop area. After walking SE for about 16 m, one
needs to find a narrow passage between the SE end of the Transit
Center building and the underground tunnelled ramp entrance.
Upon turning right onto this passage, the walker may follow a paved
pathway that curves around the SE end of the building (flanked by
dirt patches). This connects to a raised passageway, flanked to the
left by a bushed area and to the right by the Transit Center building.
This passageway continues straight for 36 m; however, after 27 m
one needs to find to the left the entrance to a narrow downward
ramp, parallel to the passageway, that leads to the street level. At
the base of the ramp, walkers need to turn left onto a crosswalk and
traverse it. The crosswalk ends on an elongated traffic island; one
should turn right on this island, then traverse it walking NW. This
traffic island contains several concrete planters and a tactile strip.
After 25 m, the island ends onto a fence, with a narrow entrance onto
a crosswalk. Walkers need to find the entrance through the fence,
cross the crosswalk in the NW direction, then continue walking on
the bus stop island until they reach the boarding area (about 10 m
after the crosswalk).

Bus stop to Northbound tracks (Bus2NB). This is the longest
(and arguably most complex) route (225 m). It follows (in reverse)
the SB2Bus track from the bus stop to the entrance of the under-
ground tunneled ramp located near the Southbound tracks. From
there, one needs to enter the tunnel, and follow (in reverse) NB2SB
to a boarding point in the Northbound tracks.

4.2.2  Procedure. Each participant after P1 was provided a few days
in advance of the study with an audio description of the app and of
the experiment, narrated by an experimenter, and asked to listen
to it beforehand. Tests were conducted on weekends, to avoid the
commuter crowd. Each participant was tested individually. P2 and
P3, as well as P5 and P6, were tested on the same day, one after
the other. On test dates, participants (except for P5 and P6) were
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Northbound to Southbound tracks (NB2SB) - P5
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Bus stop to Northbound tracks (Bus2NB) - P1

Figure 8: Sample paths reconstructed for participants travers-
ing the three considered routes. Each route starts at the lo-
cation marked by a star. Note that the NB2SB and Bus2NB
routes include an underground connection. White line: the
most direct end-to-end path. Line-connected dots: GPS mea-
surements. The color of the dots represents the uncertainty
radius, from blue (< 5 m) to red (>12 m). Gray line: path re-
constructed from inertial sensors using RoNIN. Light blue
line: Path reconstruction from fusion of GPS and RoNIN via
particle filtering. Sample pictures of the participants travers-
ing the routes are shown, along with screenshots of the app
and graphical representations of the direction to the next
goalpost.

greeted at the parking lot to the North of the transit center. From
there, the experimenters walked with them to the starting point
of NB2SB. Once there, verbal and written consent (as approved
by our IRB) was obtained, after which participants were given a
demo of the RouteNav app. They were asked to experiment with
the different buttons, and to try the Route Compass functionality.
Participants were asked to adjust the speed of VoiceOver speech
as desired. They were provided with bone conduction Bluetooth
headphones (Shokz OpenRun) connected to the smartphone (an
iPhone 12) running RouteNav. These headphones do not occlude
the ear canal and are comfortable to wear. Participants were then
accompanied to the designated starting point for the first route.
The experimenter started the app, selected the destination, and
walked with the participant along the designated direction for a
few steps. This was necessary for the initial calibration described
in Sec. 3.2.3. After that, the experimenter handed over the iPhone
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to the participant, who was asked to reach the route destination
following the phone’s input.

During the route, participants were accompanied (at a safe dis-
tance) by two experimenters. We did our best to be minimally
invasive (so as not to involuntarily bias the participants’ judgment)
while at the same time ensuring the participants’ safety while walk-
ing. In three situations did we intervene by providing more infor-
mation than that produced by the app: (1) when a participant was at
imminent risk, such as when they were about to trip or bump into a
hazard, when a cyclist was passing by, or when a person sitting on
the floor along the route would not move; (2) when, based on the
experimenter’s judgment, the app was giving incorrect directions
for an extended period of time, in which case the experimenter
suggested walking in a certain direction, or asked the participant to
walk with them for a short while, until the app was again able to give
useful information (these situations are documented in Sec. 4.3.2);
(3) when a participant appeared to have missed or neglected some
important audio information produced the phone (in particular, the
Tunnel/Ramp Alert, which needs to be attended to). In this case,
the experimenter would bring this information to the participant’s
attention. This is also documented in Sec. 4.3.2. Occasionally, the
experimenter would remind a participant to check the Route Com-
pass or to double tap the Where Am I button, in order to find the
direction to the next tile. This typically happened at the beginning
of the study, until the participant became more familiar with the
app.

At the end of the first route, participants were asked to rest for
a few minutes, after which the next trial started with the same
modality. All participants except for P5 and P6 walked along the
three routes in this order: NB2SB; SB2Bus; Bus2NB. P5 and P6
arrived together on a Southbound train (though they performed the
study individually, one after the other). We decided to change the
order of routes for them so that they would not get a “preview” of
the route by walking to the beginning of NB2SB on the Northbound
track. The order of routes for them was: SB2Bus; Bus2NB; NB2SB.

At the end of the third route, we asked all participants after P1
to answer a short questionnaire, described in Sec. 4.4.

4.2.3 Interface Design Evolution. While the localization/tracking
module remained basically unchanged throughout the experiment,
feedback from the participants was incorporated in a series of
iterative improvements, as briefly described in the following.

P1 suggested that we should incorporate a continuous feedback
mechanism, confirming that one is walking in the correct direction.
This prompted us to add the sound/vibration backdrop feature. The
choice of the “wrong direction” sound was further modified after
feedback from P2. Sound/vibration backdrop is now one of the most
appreciated system features, based on the participants’ comments.
P1 also recommended that the Where Am Ibutton be given more
‘real estate” on the screen to make it easier to find. We noticed that
he would often miss the unsolicited speech notifications produced
by the app, which prompted us to add a preceding chime sound.

Important additions to the information produced by the system
were implemented incrementally from feedback from P1, P2, and
P3. P1 recommended that relevant information about the next tile
(whether the tile is a crosswalk, tunnel or ramp) be incorporated
in the tile-approaching and tile-entered unsolicited notifications
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(originally, this was only available on request from Where Am I).
This simple modification turned out to be very effective, because
it informs users about what to expect as they move on. P2 rec-
ommended including information about detectable curb changes,
which prompted us to add a “curbed ramps sloping down” notifica-
tion text as seen in Fig. 7 (though P7 later suggested that we change
this wording to simply mention the presence of a curb cut). P2
also recommended notifying the user about whether a ramp being
approached slopes up or down (this information is now provided
by the app). P3 suggested that the notification produced when ap-
proaching the walkway ramp (S4 in Tab. 3) should include which
side (left or right) one should expect to find the entrance to the
ramp. This proved to be another very helpful feature.

Figure 9: Path reconstructed for the Bus2NB route for P1 (left)
and P6 (right). (See caption of Fig. 8 for details.) Note that the
system failed to track P6 in the underground connection.

4.3 Observations

4.3.1 General Observations. All participants were able to complete
all routes, except for two localization/tracking failure cases de-
scribed below. Occasionally, an experimenter’s intervention was
necessary in a few challenging spots, as detailed in the next sec-
tion, Although the study was conducted on weekends, numerous
people were standing, walking or biking in the station, and several
unhoused persons were sitting and laying on the ground. The envi-
ronment was rather noisy, due to the presence of diesel-powered
incoming trains, as well as to intense car traffic in the highway
underpass near the underground passageway. In spite of this, par-
ticipants were able to hear the speech generated by the app through
the bone-conducting headphones. Traversal times are reported in
Tab. 2.

The system experienced major failures, in terms of user local-
ization/tracking, in two cases. For P7, at the end of the NB2SB
route, the location estimated for the participant moved from the
Southbound platform (where the participant was located) across
the rails to the Northbound platform. This was caused by a large,
sustained GPS error coupled with low uncertainty radius (see Fig. 4)
that eventually pushed all particles (after resampling) to the wrong
side of the tracks. Since this happened when the participant had
just arrived at the terminal tile, we simply terminated the trial at
that point. For P6 in the Bus2NB route, while in the underground
passageway, the participant’s path was incorrectly tracked (due
to RoNIN undershooting), and the system was no longer able to
recover the path (see Fig. 9, right). Since directions from the system
were no longer reliable, we decided to walk with the participant
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through the rest of the route until destination (Northbound plat-
form).

All participants except for P4 were able to use the Route Compass
(P4 told us that she could not feel the haptic tap). In fact, we noticed
that the Route Compass was generally used more often than the
Where Am I button. Although participants were informed that they
could keep the phone in their pocket, if they wanted to, all walked
holding the phone in their free hand. This was most likely due
to the fact that the two most often used interface functionalities
(Where Am I and Route Compass) required either tapping on the
phone’s screen, or holding the phone horizontally. In future work,
we will explore the possibility of using a smartwatch for both
functionalities, thus relieving the user from having to hold the
phone in one hand.

Only P1 made occasional use of the What’s around me button. To
make sure that participants were at least aware of this functionality,
we asked them to use it at least once, when on the traffic island
at the SB2Bus route. The traffic island and bus stops contained a
tactile strip on the ground, oriented along the direction of the route,
and the description of the tile produced by the app did mention it.
To our surprise, only P1 and P2 followed the tactile strips, and even
then only for a very short extent.

Using a dog guide vs. using a long cane clearly made a difference
in the way participants moved along the route. In general, blind
travelers walk faster with a dog guide than when using a cane.
We noticed that participants with dogs were able to walk with
less veering, and the dog helped find the opening in the fence
(S7(S) and S7(N) in Tab. 3). At the same time, the dog users had
to attend to multiple tasks: maintaining their awareness of the
environment, making sense of the information from the app, and
giving commands to the dog. That was particularly taxing for P4,
whose dog was relatively undisciplined.

Indoor-outdoor transitions were handled smoothly by the sys-
tem. We noted, however, that when indoors (in the GPS-denied
tunneled ramps and underground passageway), the velocity vectors
produced by RoNIN had incorrect magnitude for a few participants.
As shown in Fig. 9 (thick grey line), this resulted in overshooting
(P1) or undershooting (P6).

P1 | P2 |P3|P4|P5 | P6|P7 | Median
NB2SB (130 m) 19 | 20 9 9 4 8 11 9
SB2Bus (145m) | 27 | 20 | 13 | 22 | 11 | 21 | 10 20
Bus2NB (225m) | 47 | 28 | 13 | 13 | 6 | — | 10 13

Table 2: Traversal times (in minutes) for all participants and
all routes. As explained in Sec. 4.3.1, traversal of Bus2NB was
interrupted for P6 due to a failure of the localization system.

4.3.2  Challenging Spots. From observation of the participants nav-
igating the routes, we identified a number of “challenging spots”,
which are described below and shown in Tab. 3. The same table
summarizes the performance of our participants in these spots.
When participants negotiated a challenging spot successfully by
themselves, we marked this as /. We used the symbol o to mark a
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Table 3: Participants’ performances in the challenging spots
shown in the images above (with the route overimposed as an
orange line), and described in detail in Sec. 4.3.2. +/: Spot suc-
cessfully negotiated, possibly by finding an alternate route
to bypass the spot (cases marked as (v/)). o: The participant
asked questions about the information provided by the app,
or they were prompted by the experimenter to pay atten-
tion to something that was communicated by the app. o: The
experimenter gave spatial directions to the participant, or
walked with them away from the challenging spot.

case in which a participant asked questions about the information
provided by the app, or if they were prompted by the experimenter
to pay attention to something that was communicated by the app.
Conceivably, better training or experience with the system could
remove the need for input from the experimenter in these cases. In
some cases, the experimenter gave spatial directions to the partici-
pant, or walked with them away from the challenging spot, because
information from the system was unreliable. These “unrecoverable”
situations are marked as .

S1(N,S): North/South Tunnel Entrance (NB2SB, Bus2NB). The
tunneled ramps have a width of about 2.5 m, with empty walkable
space around. Producing reliable directions helping a blind traveler
to find the tunnel entrance is challenging for two reasons: (1) a
small directional error may lead one to miss the tunnel entry, and
start walking to its side instead; (2) even if one correctly enters
the tunnel, the particle filter may locate them outside of it. This is
because particles are likely to cluster in two different sets (one inside
and one outside the tunnel), with unpredictable results. To mitigate
the risk of directional errors, walkers were informed in advance (by
the unsolicited notifications, or when they double tapped the Where
Am Ibutton) whether the next tile contained a tunnel (a feature that,
as mentioned earlier, was originally suggested by P1). At least two
participants (P4 and P6) were able to identify the presence of the
expected tunnel entrance through auditory clues. (Note in passing
that the dog guide accompanying P6 had a certain reluctance to
enter the tunnel.) The risk of the system incorrectly locating a user
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outside the tunnel when they were actually inside (and vice-versa)
was substantially mitigated by the “user as a sensor” input alert,
which asked users to confirm whether they actually were inside a
tunnel. As shown in Tab. 3, all participants except for P2 were able
to find the entrance of both tunnels.

S2(N,S): North/South Underground Passageway T-Junctions
(NB2SB, Bus2NB). The NB2SB and Bus2NB routes required par-
ticipants to use the underground passageway to move from the
North to the South side of the station, and vice-versa. When walk-
ing in the passageways, participants needed to find the junction to
the upward tunneled ramp taking them to ground level, and turn
left (S2(N)) or right (S2(S)) onto it. Note that when walking under-
ground, GPS is completely unreliable, hence the localization system
only relies on RoNIN and particle filtering. Unfortunately, RoNIN
produced incorrect velocity values for some participants, resulting
in incorrect localization and thus unreliable directions. This was
especially the case for the two participants with dog guides (P4 and
P6), who walked very fast with their dogs, as well as for P7. In the
case of P6, the system completely failed to track her path in the
passageway, as shown in Fig. 9.

$3: Turning around the Transit Center Building End (SB2Bus).
In this spot, participants found themselves in an open space, with
poor GPS reception. Particle filtering was only partially effective,
due to the absence of nearby walls (particles can just disperse in
open space). This occasionally led to poor localization and con-
sequently incorrect directions, requiring intervention from the
experimenter for P4, P5 and P6. Note that in the case of P5, the
experimenter only gave a verbal recommendation to keep to the
right in order to avoid entering the nearby road.

$4: Finding the downward ramp from the raised walkway
(SB2Bus). This was the most challenging situation, so much so
that only two participants were able to successfully negotiate it
without any input from the experimenters. The difficulty here is
that the ramp is parallel to the walkway, with a narrow entrance to
the left. This is not dissimilar to the case of tunnel entrance (S1),
in that the localization system had great difficulty understanding
whether the user was walking on the walkway rather than on the
ramp (and vice-versa). Here too, the “user as a sensor” input alert
message and early notification of the presence of the ramp were
helpful. For three participants (P1, P3 and P4), after they overshot
the ramp entrance, the experimenter simply reminded them that
the notifications from the system included the presence of a ramp
to be taken. These participants were then able to find the entrance
to the ramp by themselves.

$5: Entering the traffic island from the bottom of the ramp
(SB2Bus). P1 crossed the crosswalk diagonally, and started walking
on the road, prompting the experimenter to direct him to walk over
the curb onto the traffic island. P2, while negotiating one of the
large concrete planters, was about to step down the curb onto the
road, at which point he was stopped by the experimenter. After this
occurrence, we added text to the tile descriptions produced by the
system that advised participants against walking down the curb
(curb cuts were located at the correct entry points of this traffic
island).

S6: Entering the upward ramp from the traffic island (Bus2NB).

Two participants (P2 and P4) missed the entrance to the ramp. This
was due to the fact that, once in the vicinity of the ramp entrance,
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they were directed towards SE (parallel to the ramp) due to a minor
error in localization (the system assumed that they were already
walking on the ramp). Hence, the two participants started walking
on the road instead, and were asked by the experimenter to walk
back and find the ramp entrance.

S7(N,S): Finding the opening to the fence walking from North
(Bus2NB) or from South (SB2Bus). The NW edge of the traffic
island has a fence with a narrow opening. All participants were
able to find the opening when walking in the SB2Bus route. Two
participants (P1 and P7), when walking in the Bus2SB route, missed
the opening and walked on the road, trailing the traffic island on
its SW edge. Both participants were able to find a way (following
directions from the app) to walk back on the traffic island and
proceed. Though not desirable, we found this to be an acceptable
strategy, and marked it as (+/).

4.4 Final Questionnaire

The questions asked at the end of the study, along with a summary
of the replies, are listed below.

RouteNav divides a route into “tiles”. Do you think that this helped
you in your navigation? Participants had mixed opinions on the
importance of tiles. P6 thought it was a great idea because it “deals
with the imprecision of turns”. P7 said “Absolutely. Got to have it.
Don’t know any other way you could do it. You’ve got to break the
route up. Nobody could ingest the whole route at one time.” P4 said
“Immensely. Because I knew I was on route.” On the other hand, P3
and P5 remarked that, while useful to understand one’s progress
along the route, tiles did not convey more information than regular
waypoints.

The “What’s around me” button gives information about landmarks in
a tile. Do you think that this information is useful? P2 mentioned that
he was interested in knowing information about hazards around
himself. P3 found it useful, though he remarked that he would
only use it once he was more familiar with the app, as he was still
getting used to parsing information from the app while using the
cane. P4, P5, P6 and P7 suggested having different verbosity levels
for this information. P7 also suggested that more information about
perceivable features (such as “listen for the tunnel entrance” or
“trail the wall with the cane”) could be added.

Do you think that the app gave you correct walking directions? Most
participants thought it did “most” or “90% of the times”. P2 thought
so, except when the direction was “across a wall” (because the
next goalpost was behind a corner). P6 (whom the system failed
to track under the tunnel) answered “No”. It appears that several
participants expected the system to not always be reliable, without
this being a major concern. This is consistent with the findings of
the survey reported in [1].

Do you think that the app knew where you were at all times? Here
too, participants (except for P6) thought that localization was good
most of the time, though P2 said he wanted better localization, and
P3 would have liked to know exactly when to turn (but understood
that this would be difficult in practice.) Likewise, P4 would have
liked more precise information on where exactly wall corners were
located.

Did the “correct direction” audio and tactile cues help you stay on the
route? All participants were enthusiastic about the sound/vibration



ASSETS °23, October 22-25, 2023, New York, NY, USA

backdrop (though P6 didn’t notice the vibration, but only the sound).
Several commented that it gave them reassurance that they were
on the correct route. P3 remarked that a few times, due to traffic
noise, he could not hear the sound, but could still feel the vibration.
P5 and P7 commented that some may find the sound overwhelming,
in which case there should be a setting to turn the sound off. A
few participants also commented here that they liked the Route
Compass (which uses a haptic tap to indicate the direction to the
next goalpost).

Were you able to follow and understand the verbal notifications and
audio descriptions? Did they impede you when navigating around
the station? What wording or pieces of information were confusing,
if any? All participants said that this information helped and that
it was not overwhelming (though some again mentioned the need
for a verbosity level.) P7 mentioned that he would not want to
have to tap a button all the time, so he welcomed the unsolicited
notifications. P5 said that he was not yet “fluent with the language”
of the app, but felt that with some more experience he would be
able to process all of the information produced. A similar feeling
was expressed by P3 and by P4. P4 said that while there was a lot
of information, the information was useful, and she would listen to
the message from the Where Am I button multiple times until she
could process it all.

5 DISCUSSION

RouteNav was designed to help blind travelers navigate challenging
indoor/outdoor scenarios, where GPS can have very poor quality
or be unavailable, and walkers need to traverse complex routes that
require negotiating ramps, tunnels, T-junctions or even openings
through fences. No additional infrastructure that could facilitate
localization was considered, because this infrastructure may not
have been installed, or may malfunction. RouteNav does not use
visual information from the smartphone’s camera, which means
that users can hold the phone as best suits them (e.g., in their
pocket), rather than aiming so as to obtain a clear view of the
environment. Instead, we used state-of-the-art inertial tracking
algorithms, combined with particle filtering to fuse this data with
GPS while leveraging prior spatial knowledge of the location.

RouteNav’s localization module, which fuses data from GPS and
the phone’s inertial sensors, while also using knowledge of the
location of walls and other no-go areas, can to some extent correct
GPS errors, and enables tracking even in GPS-denied areas such
as the underground passageway (see Fig. 8). Still, due to the oc-
casionally poor quality of GPS signal, as well as to the nature of
dead-reckoning systems such as RoNIN, localization was inaccurate
at certain locations (with two reported cases of complete tracking
failure; see Sec. 4.3.1). It is conceivable that more refined algorithms
or better sensors could produce better localization. However, we
believe that one should never count on accurate localization ev-
erywhere. This would be the case even if additional infrastructure
were available (e.g., a BLE beacon may run out of power) or when
using visual recognition (e.g., a fixture could have been moved after
a visual survey, changing the visual aspect of the scene; or, the
presence of a crowd could impede clear view).

We believe that mitigation of poor localization accuracy neces-
sarily hinges on a well-designed user interface. More precisely: the
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interface (1) should not assume perfect knowledge of the user’s
location, and (2) should help users make informed decisions about
where to move next. It is critical that system designers do not view
users of a wayfinding system as “passive agents”, simply reacting
to the system’s directions. Instead, information from the system
needs to be mediated by the user’s own perception and judgment.
A good interface is one that supports this process.

Multiple provisions of RouteNav were designed to deal with poor
localization accuracy. The “switching goalpost” strategy (Sec. 3.1.3)
helps reduce directional angular errors by ensuring that the target
goalpost is always beyond a certain threshold distance. The “user
as a sensor” tunnel/ramp alert notifications are very effective at
breaking the ambiguity caused by multimodal particle distributions.
It is also important to note that users of RouteNav are never given
a “turn here” or similar (e.g., “ turn in 1 meter”) direction: instead,
they are informed about the direction to the next goalpost through
multiple modalities, solicited or unsolicited, as explained in Sec. 3.3.
This choice was informed by two observations. First, large por-
tions of the walkable area were located in relatively open spaces.
“Turn here” directions, while appropriate, for example, in buildings
characterized by corridor networks, would be less effective here.
Second, issuing a “turn here” direction is only meaningful if the
user is assumed to be precisely localized. A blind walker follow-
ing this direction would expect to find an opening; if instead they
hit a wall with their cane (because the notification was given too
early or too late), they would then have to search left and right to
figure out where the opening is. This is amplified by the difficulty
experienced by some blind walkers to precisely follow prescribed
turns [5]. Importantly, these occurrences may reduce confidence in
the navigation system.

While providing directions to the target goalpost is appropriate
in most cases, there are situations that require active “collaboration”
for successful negotiation. Consider for example the case of Fig. 3,
bottom panel. In this case, the user is approaching a junction where
they need to turn left. When the user is close enough to the junction,
the further goalpost of the next tile is chosen as the target. At this
point, the direction to the target goalpost goes through a wall,
until the user clears the corner. The participants of our study were
informed of these possible situations, and of the fact that they would
need to “work with the system” while finding a way to turn the
corner by trailing the wall. By and large, the participants were able
to deal with this nuisance well (though P2, as mentioned in Sec. 4.4,
explicitly complained about these occurrences.)

Another provision of RouteNav that helps dealing with location
inaccuracies is the paradigm of “tile navigation”. At each point
in time, the user’s estimated location is mapped to a discrete tile.
Routing decisions (choosing the next tile), directional information
(direction to the target goalpost in the next tile), and contextual
information (whether the tile is a crosswalk, ramp, or tunnel, along
with points of interest), are all based on the tile the user is assumed
to be located in. To mitigate occasional localization errors, tile sizes
are chosen to be larger than the expected radius of localization
uncertainty, and tile assignment is robustified through hysteresis
(Sec. 3.2.5). Our current approach to tile definition, which follows
the basic criteria described in Sec. 3.1.1, is admittedly ad-hoc. We
plan to study more systematic principles for tile definition in future
work.
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In the current implementation of RouteNav, users must be able
to specify their starting location and initial walking direction. This
is necessary for initial calibration, as explained in Sec. 3.2.3. In
practice, one could use clearly identifiable features for this purpose.
For example, users may be asked to find the main entrance to a
building, then, once entered, walk straight for a few steps. Other
transition features (escalators, elevator) could be leveraged for sys-
tem initialization (e.g., walk straight for a few steps at the bottom
of the escalator; turn right and walk for a few steps when exiting
the elevator).

Observations from our study brought to light the importance of
contextual information provided to users about the area near their
specific location (i.e., the tile they are assigned to), and especially
about the areas they will traverse next (the next tiles in the route).
After feedback from P1, P2 and P3 (see Sec. 4.2.3), we included
verbal information in both solicited and unsolicited notifications
pertaining to the presence of a tunnel, ramp, or crosswalk they
would encounter, and indications of how to negotiate them (the
ramp entrance will be to the left, you will need to walk through
the crosswalk or enter the tunnel). The fact that most participants
were able to negotiate the most challenging features (see Tab. 3)
after hearing these notifications, and in spite of poor localization,
shows that participants relied on their own sensorial and cognitive
abilities, leveraging the directions from the phone while assessing
how much to trust them. This suggests that generation of verbal
descriptions of local spatial contexts (beyond the simple features
used in RouteNav) could tremendously improve the usability of
future wayfinding systems. We believe that this could be an exciting
new research direction, which could leverage recent progress on
embodied Al for navigation [62, 63], as well as “narrative maps”
methodologies developed by experienced Orientation & Mobility
professionals.

An important question is whether a system like RouteNav could
be used in the “real world”. As shown in Tab. 3, for each participant
there was at least one “challenging spot” where intervention from
the experimenter was necessary (if only to remind the participant
to pay attention to the notifications produced by the app). Would
the participants have been able to reach the destination, had the
experimenter not been there, ready to help? It’s fair to say that,
with more time, at least some of the participants would eventually
have succeeded in negotiating those challenging situations (e.g.,
finding the entrance to a tunnel, correcting their own path if they
found themselves entering a road). In other cases (e.g., when the
system failed with P6, Fig. 9), help from a sighted bystander would
be needed. Still, we believe that RouteNav can offer substantially
better guidance than existing systems that do not require instal-
lation of special infrastructure such as BLE beacons, or extensive
visual surveys to enable vision-based localization. RouteNav’s lo-
calization is far more accurate than what is available with Apple or
Google APIs, thanks to the particle filter, which leverages spatial
priors, and to the fusion with inertial data processed by RoNIN,
which enables guidance even in GPS-denied areas. Local contextual
information provided with each tile, an important feature of Route-
Nav, is simply not available in other existing systems. Importantly,
the cost and effort of adding this information (specifically, defining
tiles, annotated with features and points of interest; mapping im-
penetrable walls and no-go areas; and mapping GPS-denied zones)
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is modest and, in our opinion, does not hamper scalability of this
approach. In the case considered for this study, we were able to
map tiles, walls and no-go areas from aerial images available in
Google Maps, while GPS-denied zones were defined based on a
local survey (comparing locations produced by GPS with actual
ones). This is substantially less onerous than conducting a complete
fingerprinting survey to record BLE or Wi-Fi RSSI fingerprints, or
a visual survey to obtain a ground-level accurate 3-D representa-
tion of the whole hub. Of course, if other localization systems are
available in the same area, RouteNav could be easily adapted to
leverage this information. For example, if visual-based localization
were available, users navigating the area could keep the phone in
their pocket and be tracked by RouteNav, while occasionally pulling
out the phone to take a picture of the environment and get a new
“fix” from visual localization when necessary.

6 CONCLUSIONS

We introduced RouteNav, a wayfinding app designed to be used by
blind travelers navigating indoor-outdoor transit hubs. Compared
to other similar system, RouteNav does not require the presence of
specialized infrastructure (e.g. BLE beacons). RouteNav uses data
from the inertial sensors of the smartphone, which is processed
using RoNIN, a state of the art dead-reckoning machine learning
algorithm. Spatial data is fused with information from GPS (when
available and reliable), and the user’s location is tracked using parti-
cle filtering. Navigation in RouteNav is structured via routes of tiles
with switching goalposts, where descriptions of the tiles (and of the
point of interest contained within) are provided to walkers as they
progress along the route. The user interface, designed over multiple
iterations guided by the input from our participants, provides di-
rections and local information through redundant modalities. User
studied were conducted in realistic situations with 7 blind partic-
ipants, where each participant was tasked with navigating three
routes that included taking an underground passageway, walking
on ramps, crossing crosswalks, and finding entrances in fences. All
participants were able to complete the routes (except for one case of
tracking failure), though intervention from the experimenter were
often needed in a few “challenging spots” along the routes.
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