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ABSTRACT OF THE DISSERTATION

Data-Driven Analysis of Power Distribution Synchrophasors with
Applications to Situational Awareness, Load Modeling, and Reliability

by

Alireza Shahsavari

Doctor of Philosophy, Graduate Program in Electrical Engineering
University of California, Riverside, September 2019

Dr. Hamed Mohsenian-Rad, Chairperson

The recent development of distribution-level phasor measurement units, a.k.a.

micro-PMUs, has been an important step towards achieving situational awareness in power

distribution networks. The challenge however is to transform the large amount of data that

is generated by micro-PMUs to actionable information and then match the information to

use-cases with practical value to system operators. This open problem is addressed in this

thesis. First, we introduce novel data-driven event detection techniques to pick out valua-

ble portion of data from extremely large raw micro-PMU data. Subsequently, data-driven

event classifier are developed to effectively classify power quality events. Importantly, we

use field expert knowledge and utility records to conduct an extensive data-driven event

labeling. Moreover, certain aspects from event detection analysis are adopted as additional

features to be fed into the classifier model. In this regard, a multi-class support vector

machine (multi-SVM) classifier is trained and tested over 15 days of real-world data from

two micro-PMUs on a distribution feeder in Riverside, CA. In total, we analyze 1.2 billion

measurement points, and 10,700 events. The effectiveness of the developed event classifier

ix



is compared with prevalent multi-class classification methods, including k-nearest neighbor

method as well as decision-tree method. Importantly, five real-world use-cases are presented

for the proposed data analytics tools, including:

• Transient Load Modeling for Application in Frequency Regulation Market;

• Static Load Modeling;

• Remote Asset Monitoring;

• Protection System Diagnosis;

• Lightning Initiated Contingency Analysis.
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Chapter 1

Introduction

The proliferation in distributed energy resources (DERs), electric vehicles, and

controllable loads has introduced new and unpredictable sources of disturbance in distribu-

tion networks. This calls for developing new monitoring systems that can support achieving

situational awareness at distribution-level; thus, allowing the distribution system operator

to make the best operational decisions in response to such disturbances.

Traditionally, there have been three major challenges in achieving situational awa-

reness in power distribution systems. First is the lack of high resolution measurements.

Metering in distribution systems is often limited to supervisory control and data acquisi-

tion (SCADA) at substations with minutely reporting intervals. As for smart meters, their

report measurements once every 15 minutes or hourly. Second is the lack of accurate and

up-to-date models for most practical distribution circuits. Third, due to the lower voltage

and the larger number and variety of utility and customer equipment, distribution systems

are subject to a huge number of events on a daily basis.
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The first challenge above has recently been resolved by the advent of micro-PMUs

[1, 2]. A typical micro-PMU is connected to single- or three-phase distribution circuits to

measure GPS time-referenced magnitudes and phase angles of voltage and current phasors

at 120 readings per second. This is 108,000 times faster than the reporting rate of a typical

smart meter. Since 2015, several micro-PMUs have been installed at pilot test sites in

the state of California, including some in the city of Riverside [1]. The data generated by

micro-PMUs are a prominent example of big data in power systems. Each micro-PMUs

generates 124,416,600 readings per day. Therefore, micro-PMUs installed on a handful of

utility distribution feeders can generate terabytes of data on daily basis. Because micro-

PMUs stream their measurements continuously, the data must be collected, cleansed, and

processed, all in real time [1]. The early studies on micro-PMUs focused on innovative case

studies, e.g., in [1, 3–13].

This thesis aims to develop a data-driven package for real-world micro-PMU data

to transfer the terabytes of micro-PMU data to actionable use-cases for electric utilities.

To such aim, we propose a novel model-free situational awareness framework for power

distribution systems to turn micro-PMU data in to actionable information for tangible use-

cases. The proposed distribution-level situational awareness is built on novel data-driven

event detection techniques as well as novel data-driven event classification techniques.

1.1 Related Works

This section presents the related work on event detection and event classification

using micro-PMU data.
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1.1.1 Literature Review on Event Detection

In [14], a model-based event detection method is proposed to detect changes in

the admittance matrix of the distribution grid using micro-PMUs data. In [15], a model-

based anomaly detection method is developed to detect permanent faults in distribution

lines, which requires full observability in all buses. However, model-based techniques are

often prone to failure due to lack of model accuracy, particularly in case of detecting power

quality events. Detecting partially-labeled events in micro-PMU data is proposed in [16–19].

However, given the complexity of distribution systems, it is difficult for utilities to pre-

determine the variety of distribution-level events [20]. Thus, relying on expert knowledge

and labeling events at event detection phase may inevitably result in overlooking some

events. To resolve this issue, we propose a model-free event detection approach to capture

unlabeled data.

1.1.2 Literature Review on Event Classification

In the context of event classification in power distribution systems, prior studies

have classified the various causes of fault events [21–24], and power quality events [25–28].

However, broadly speaking, the current literature is still limited when it comes to studying

large-scale real-world micro-PMU data sets; therefore, the challenges that may arise in

practical event classification problems are yet to be understood and addressed. Followed by

proliferation of deploying micro-PMUs at distribution-level, a few studies have been con-

ducted to fill the gap in literature. In [16], events are classified for partially labeled events.

In Finally, in [29], classifiers are trained to identify malfunctioned capacitor bank switching
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and malfunctioned on-load tap-changer switching events using data from hardware-in-the-

loop simulations. The transient signatures of these malfunctions are derived by simulating

different test systems and test scenarios, i.e., not directly from real-world data streams. In

contrast, the labeling in this study is done by using real-world data combined with field

knowledge from utility staff and utility event logs.

1.2 Motivations and Contributions

This thesis makes use of real-world micro-PMU data from a feeder in River-

side, CA, to address the second and the third challenges toward situational awareness in

distribution-level, that are listed in the introduction. Specifically, we propose a novel model-

free situational awareness framework for power distribution systems to turn micro-PMU

data in to actionable information for tangible use cases. The proposed distribution-level

situational awareness framework is shown in Fig. 1.1. This figure also depicts the under-

study distribution feeder in Riverside, CA. This feeder is monitored by two micro-PMUs.

The proposed situational awareness framework includes three functions, i.e., perception,

comprehension, and projection. The data perception conducts data collection from two

micro-PMUs as well as data cleansing such as synchronization and possible data missing.

Perception is the stage of collecting and cleansing the terabytes of data from the two micro-

PMUs. Comprehension is done by introducing novel data-driven event detection techniques

as well as novel data-driven event classification techniques. In this thesis, the event detection

is applied to non-linearly dependent data streams from micro-PMUs, including voltage mag-

nitude, current magnitude, active power, and reactive power. Event classification is done

4



230 kV/69 kV

The rest of sub-

transmission network

Substation A
12.47 kV/480 V

Micro-PMU 2

Micro-PMU 1
Substation B
69 kV/12.47 kV

Perception

T
ra

n
sm

is
si

o
n

 N
et

w
o

rk

(e)

Comprehension

Event Detection Event Classification

Training Data Feature Extraction AccuracyLearning Algorithm

ClassificationFeature ExtractionTesting Data

Layer I:

Event Zone

Layer II: 

Event Type

Projection

Transient Load Modeling

Remote Asset Monitoring

Static Load Modeling

Event Source Location Identification

Protection System Diagnosis

Z1

Z2

Z3

Z5
Z6

Z7

Z8

Lightning Initiated Contingency 

Figure 1.1: The real-world distribution feeder that is studied in this study.

by extracting the inherent features of detected events, and by constructing an algorithm

that can learn from and make predictions of various events [30,31].

The main contributions in this thesis can be summarized as follows:

1. A novel situational awareness framework is introduced for power distribution systems

using micro-PMU data, that is model-free; it works by going through a sequence of

event detection, event classification, and event scrutinization efforts to transform the

large amount of measurement data from micro-PMUs to information that are useful

for distribution system operators.

2. The approach in this study makes use of field expert knowledge and utility records

in order to conduct an extensive data-driven event labeling for micro-PMU data. The

detected events are labeled according to event zone and event type. As for the event

detection phase prior to event labeling, our approach is comprehensive; it involves

moving windows to help compensate the lack of information about the start time of
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each event. It also involves dynamic window sizes to help compensate the lack of

information about the duration of each event.

3. Different feature selection approaches and different classification methods are exami-

ned and compared, including multi-SVM, k-nearest neighbor, and decision-tree, with

considering certain aspects of events from micro-PMUs, e.g., uneven datasets and

features of multi-stream signals. It is shown that the use of the proposed detection

features, such as detection window and detection indicator, is critical, regardless of

the method of classification. It is also observed that multi-SVM is a better classifier

compared to k-NN and DT in this particular application domain, whether or not we

use the detection features.

4. Six important real-world use-cases are proposed and investigated. The main contri-

butions for the developed use-cases can be summarized as follows:

• Transient Load Modeling for Application in Frequency Regulation

Market;

(a) A novel data-driven approach is developed to use experimental micro-PMU

data, on three phases, to analyze transient behaviors of different regulation

down load resources.

(b) A new method is developed to model the aggregate load transient profile,

in form of an aggregate surge current profile, that is induced on a distri-

bution feeder once a group of load resources responds to a regulation down

event. This is done by applying unsupervised learning methods, and taking
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into account factors such as sensing delay, communications delay, and load

response delay.

(c) A comprehensive distribution grid reliability analysis is conducted for the

under-study distribution system, in presence of regulation down load resour-

ces, by taking into account the models and different characteristics of the

main feeder’s protection system as well as each lateral’s protection system.

Based on whether or not a recloser device is used in the protection system,

both momentary and permanent reliability indexes are analyzed.

(d) The above reliability analysis is combined with an analysis on performance

score calculation in performance-based regulation markets. Accordingly, a

methodology is derived to investigate the potential trade-off between distri-

bution grid reliability and regulation market efficiency.

(e) It is shown that the surge current induced by regulation down load resources

can have severe adverse effect on the protection system, and thus on the reli-

ability of distribution networks. One may attempt to mitigate such adverse

effect by adding sufficiently large and randomly selected intentional delays to

the response time of the regulation down load resources. However, this has

to be done carefully, because while reshaping the load resources’ aggregate

surge current may help to avoid jeopardizing reliability, it should not be to

the extent that it jeopardizes their performance in offering regulation down

service. In practice, there may or may not exist a safe choice for the amount

of added random delays to break the trade-off. The careful construction and
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analysis of the reliability-efficiency curves would be critical.

• Static Load Modeling;

(a) Instead of or in addition to using up-stream voltage events as the enabler

for load modeling, which is commonly used in the literature, we make use of

load switching events across the distribution feeder itself. In principle, once

a load is switched, the switching event changes the voltage in the rest of the

loads, which causes variation in their active power and reactive power usage;

thus allowing us to estimate load parameters of the rest of the individual

loads.

(b) The proposed method can estimate load modeling parameters of individual

loads using measurements only at the feeder-head, i.e., at the distribution

substation. No measurement is needed at individual loads.

(c) We provide a theoretical foundation to determine the conditions on the ex-

tent of measurements needed to successfully achieve the individual load mo-

dels.

(d) The proposed individual load modeling can be done sequentially to obtain the

load models for a subset of loads as more measurements become gradually

available. Moreover, we proposed a variation of our method by using a

forgetting factor so as to support estimating the parameters for time-varying

individual loads.

(e) By solving a non-liner least-squares problem, it is shown that the proposed

methodology can be extended to utilize different types of redundancy in
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measurements in order to improve load modeling accuracy and robustness.

(f) We develop a residue-based bad data detection and identification method to

identify and drop load configuration measurements with erroneous switching

status; thus to ensure the accuracy of the load models. This also helps with

the cases with imperfect knowledge of line impedances, switch statuses, and

other system parameters.

• Remote Asset Monitoring;

(a) We propose a novel data-driven approach to use experimental distribution-

level voltage and current synchrophasor data, on three phases, to identify

the operational parameters of the switched capacitor bank with no need to

install separate asset sensors.

(b) We conduct the transient and dynamic analysis to identify malfunction in ca-

pacitor bank switching events. This is a novel contribution because it studies

fast-scale analysis of capacitor bank switching events, for both impact, per-

formance verification and parameterization at distribution level using micro-

PMUs.

(c) We analyze the voltage and current synchrophasor data that is collected from

a real distribution system in Riverside, CA during two weeks. The steady-

state analysis is conducted to identify unbalanced or underrating operation

of the three-phase capacitor bank.

• Protection System Diagnosis;

(a) We proposes a novel data-driven experimental analysis on a single-phase-to-
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neutral fault to identify the operation of protection devices in fast-time scale.

Data from five micro-PMUs on a real-life distribution and sub-transmission

network is analyzed with the focus on an animal-caused fault on one feeder.

(b) We identify the fault time-line using feeder-level as well as customer-level

micro-PMUs. In this regard, any potential fuse-recloser miscoordination

could be detected using experimental data.

(c) We investigate the response of the PV resources to the fault to explore any

miscoordination between feeder protection scheme and inverter protection

systems, i.e., its built-in anti-islanding schemes.

(d) We investigate the effect of the fault on outlying areas covering feeder-level

and customer-level impacts.

• Lightning Initiated Contingency Analysis.

(a) We propose a novel data-driven approach to use experimental distribution-

level synchrophasor data, i.e., voltage and current measurements, on three

phases, to analyze transient behaviors of flashovers caused by lightning stri-

kes and the corresponding responses of the system to this phenomenon.

(b) The synchrophasor data during three actual lightning strikes in a real-world

distribution system in Riverside, CA are studied to identify the transient

behavior of short-circuit accompanied lightning-initiated flashover.

(c) We investigate the response of 7.5 MW PV farm to the lightning-initiated

flashover.
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Chapter 2

Data Analytic Package for

Distribution Synchrophasors

2.1 Introduction

In this chapter, we introduce the data-driven event detection techniques as well

as data-driven event classification techniques for real-world micro-PMU data to develop a

model-free situational awareness for power distribution systems.

2.2 Data-Driven Event Detection

This section proposes two data-driven event detection techniques to pick out va-

luable portion of data from extremely large raw micro-PMU data.
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2.2.1 Method I: Absolute Deviation Around Median

Let Di := [d1, ..., dn]T denote a sequence of measurements from a micro-PMU,

such as current magnitude on one phase, where n is the number of observation samples in

the sequence. Subscript i is the index of the data sequence within the overall micro-PMU

data stream. We define MADi as the median absolute deviation (MAD) in data sequence

Di as follows:

MADi = γ ·M
[
|Di −M [Di]|

]
, (2.1)

where M [·] and |·| denote median and absolute values. A typical value for coefficient γ is

1.4826 [32]. In this study, we detect an event within data sequence Di if there exists a data

point k = 1, . . . , n for which any of the following holds:

dk 6M [Di]− ζ−MADi

M [Di] + ζ+MADi 6 dk,

(2.2)

where ζ− and ζ+ denote the threshold to detect overshoot and undershoot in the data

sequence, respectively. Here, M [Di] − ξ−MADi and M [Di] + ξ+MADi denote the lower-

bound and the upper-bound margins for data sequence Di, respectively. We define an

indicator function I{·} such that I{Di} = 1, if the condition in (2.2) holds for data sequence

Di; and I{Di} = 0 otherwise. Note that, the above approach to detect an event in a micro-

PMU data sequence is a statistical anomaly detection technique which uses the absolute

deviation around median test. Other statistical anomaly detection methods could also be

used, such as the extreme studentized deviate test, or the standard deviation around mean
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Figure 2.1: Effect of moving window and dynamic window size on event detection: (a)
static window size without moving window: one event is detected at t3; (b) static window
size with moving window: another event is detected at t1; (c) dynamic window size with
moving window: all three events are detected.

value test, c.f. [32, 33].

The choice of parameters ζ− and ζ+ and the size of the data sequence window n

have impact on the performance of the detection method. While ζ− and ζ+ are often selected

empirically, choosing the right window size n is very challenging. In fact, we observed that

it may not be possible to detect all events based on only one value for parameter n.

In order to overcome the above challenges, we propose to use a dynamic window

size as well as a moving window such that we can detect as many events as possible. On

one hand, the dynamic window size can help to compensate the lack of information about

the duration of each event. On the other hand, the moving window can help to compensate

the lack of information about the start time of each event.

The impact of applying dynamic window sizes and moving windows is shown in

Fig. 2.1. Here, the entire data stream takes 100 seconds. Three major events can be

visually detected, with start time stamps t1, t2, and t3. We can see that different events

have different natures and different lengths. The first event is long lasting. It can be
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detected either at its step-up edge or at its step-down edge; or both. The second event

includes some transient oscillations. The third event is a momentary spike.

Fig. 2.1(a) shows the case where the window size is fixed at n = 600 micro-PMU

samples, i.e., five seconds. Therefore, in the 100 seconds of data shown in this figure, there

exist 20 = 100/5 upper-bound and lower-bound margins of the form in (2.2). Only the third

event at time t3 is detected in this case. Fig. 2.1(b) shows the case where there is a second

window of the same size, a moving window, that is shifted by 300 samples, i.e., half of the

window size. Therefore, besides those 20 upper-bound and lower-bound margins that we

saw in Fig. 2.1(a), there are additional 20 upper-bound and lower-bound margins in this

figure. Accordingly, for each micro-PMU sample, there exist two upper-bound margins and

two lower-bound margins in Fig. 2.1(b). The new upper-bound and lower-bound margins

in Fig. 2.1(b) can detect the first event at time t1. Fig. 2.1(c) shows the windows of

n = 120, 360, 600, 840, 1080 samples for their sizes, where each window is also moved by

half of its own size. The window sizes are 1, 3, 5, 7, and 9 seconds, respectively. Note

that, for each micro-PMU sample in this figure, there exist 10 upper-bound margins and 10

lower-bound margins. As it can be seen from this figure, by applying both moving windows

and dynamic window sizes, we can detect all three events.

Both dynamic window sizes and moving windows are necessary to assure detecting

all events. This point is illustrated in Fig. 2.2(a). The percentage of correctly identified

events versus the window size are shown in this figure; for both static and moving win-

dow types. The micro-PMU data stream in this example takes one day and includes 564

events. We can see that the use of moving window is always more effective than the use

14



 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20  

Detection Window Size (sec)

0

20

40

60

80

100

D
et

ec
te

d
 E

v
en

ts
 (

%
)

(a)

Static Window

Moving Window

 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20  

Detection Window Size (sec)

0

1

2

3

4

5

C
o

m
p

u
ta

ti
o

n
 T

im
e 

(s
ec

) 

(b)

Figure 2.2: (a) The percentage of detected events; (b) Computation time.

of a static window. No single window size can detect all events. However, collectively, a

combination of different window sizes and moving windows can detect all 564 events. Also,

Fig. 2.2(b) shows the computation time corresponding to static windows and moving win-

dows for different window sizes. As it can be seen in this figure, in each window size, the

computation time of the moving windows is twice of the static window. Also, as expected,

the computation time decreases as the detection method is applied to wider window sizes.
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2.2.2 Method II: Residual Test on Non-Linear Estimation

Let Vi := [|v1|, . . . , |vn|]T and Ii := [|i1|, . . . , |in|]T denote sequences of voltage

magnitude and current magnitude from a micro-PMU, respectively. From Circuit Theory,

we know that in steady-state the relation between |vk| and |ik| at data point k = 1, . . . , n

is as:

sk = |vk| · |ik|, (2.3)

where sk denotes apparent power at downstream of micro-PMU. During the transient of

events, the (2.3) includes higher order harmonics beside the fundamental harmonic.

Let assume that there exists no major event in a window with n data points. Thus,

we can assure that the downstream load of micro-PMU is almost constant in n data points.

A non-linear estimator can be designed to estimate Ii by solving the following optimization

problem:

minimize
B

∥∥∥Ĩi − Ii∥∥∥
2
, (2.4)

where Ĩi := [|ĩ1|, . . . , |ĩn|]T is the estimated current magnitude in data sequence i, as:

Ĩi = b1 +
b2
Vi
. (2.5)

where B := [b1, b2]T is the regression coefficient vector. If there exists an event in data

sequence i = 1, . . . , n, e.g., such as load switching event, during transient of the event, (2.3)

does not hold. While, it holds for pre-event and post-event. Consequently, the non-linear

estimator, that is designed only fundamental frequency, fails to estimate the |ik| during

transient period of event. Thus, the residues corresponding to event data points are larger

16



   
108

113

118

123

128

132

C
u
rr

en
t 

(A
)

(a)

True

Estimated

 
7160

7170

7180

7190

7200

V
o
lt

ag
e 

(V
)

(b)

 t
1

t
2

t
3

 
-0.05

0

0.05

0.1

0.15

R
es

id
u

al

(c)

Figure 2.3: Event detection by estimating current magnitude: (a) current magnitude; (b)
voltage magnitude; (c) residual.

than those during pre-event and post-event.

Fig. 2.3(a) shows the true current magnitude and estimated current magnitude of

micro-PMU 1 during 50 seconds. Here, the non-linear estimation is conducted every second,

i.e., n = 120 micro-PMU data points. The data sequence includes three major events at

t1, t2, and t3. From Fig. 2.3(a) and (b), it seems that all three events are load turning

on events. From Fig. 2.3(a), we can see that the non-linear estimator fails in estimating

current magnitude during these major events. Fig. 2.3(c) shows the residues in estimating

current magnitude. As it can be seen, the residues at t1, t2, and t3 are the largest residuals.

Also, Fig. 2.4(a) shows the true and estimated voltage magnitude of micro-PMU

1 during 50 seconds. The non-linear estimation is conducted every second to estimate the

17



voltage magnitude. The data sequence includes two major events at t1 and t2, the former

event is initiated from load switching, while latter one is a voltage step-down event which

may be initiated from operating a voltage regulator in upstream-level, see Figs. 2.4(a)

and (b). From Fig. 2.4(b), we can see that the non-linear estimator fails in estimating

voltage magnitude during these events. Fig. 2.3(c) shows the residues in estimating voltage

magnitude. As it can be seen, the events at t1 and t2 can be detected from residue test.

In Figs. 2.3 and 2.4, we detect events by considering a fixed threshold on residues

or by applying largest normalized residual test. One may ask, what is the advantage of

considering a threshold on residues against applying a threshold on data stream? The

answer to this question is that the threshold on residues is fixed, while if we want to apply

a threshold on data sequence, it should be updated for each window to consider the steady

state changes. Also, the residual test based event detection method is not sensitive to the

estimation window size. For instance, in Fig. 2.3, we can obtain almost the same residues

by considering n = 1200 instead of n = 120.

2.3 Data-Driven Event Labeling and Feature Selection

Given the events that are captured by using the event detection method in Section

2.2, in this section, we aim to classify the events through conducting a comprehensive event

labeling and feature selection approach.
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Figure 2.4: Event detection by estimating voltage magnitude: (a) current magnitude; (b)
voltage magnitude; (c) residual.

2.3.1 Two-Layered Event Labeling

One can label power system events based on different aspects of their characteris-

tics. Here, we seek to label the events according to event zone and event type.

Layer 1 Labeling based on Event Zone

In this first layer of classification, each event can take one of the below labels:

• Class I. Events initiated from upstream of micro-PMU 1, i.e., at transmission-level or

another distribution feeder;

• Class II. Events initiated from downstream of micro-PMU 2, i.e., at customer location

that hosting micro-PMU 2;

• Class III. Events initiated from somewhere between the two micro-PMUs across the
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distribution feeder of interest.

An example for a Class I event is shown in Fig. 2.5. Class I events often appear as

sustained steps or temporary fluctuations in voltage magnitudes at both feeder-level, seen by

micro-PMU 1, and customer-level, seen by micro-PMU 2. However, they do not cause any

major change in the current magnitudes. Thus, Class I events create signatures on reactive

power measurements but not on active power measurements. Class I events could be due

to transformer, capacitor bank, generator, or load switching at sub-transmission or trans-

mission networks. They could also be due to momentary faults on another neighbouring

distribution feeder, e.g., see [1].

An example for a Class II event is shown in Fig. 2.6. Class II events often appear as

sustained steps or temporary fluctuations in voltage magnitude, current magnitude, active

power, and reactive power at customer level, seen by micro-PMU 2. Depending on the

size of the event, the event signature is noticeable also in the measurements at the feeder

level, seen by micro-PMU 1. Class II events could be due to load switching, such as motor

and HVAC loads, DER switching, such as PVs and batteries, among other customer-level

causes.

An example for a Class III event is shown in Fig. 2.7. Class III events often

appear as sustained steps or temporary fluctuations in voltage magnitude, current magni-

tude, active power, and reactive power at feeder-level, seen by micro-PMU 1. They may

also affect the voltage magnitude at customer-level, seen by micro-PMU 2. However, they

do not have a major impact on current magnitude, active power, and reactive power at

20



0 0.5 1 1.5 2

C
u
rr

en
t 

(A
)

90

95

100

105

110

115

120
(a)

Phase A
Phase B
Phase C

0 0.5 1 1.5 2

V
o
lt

ag
e 

(V
)

7100

7120

7140

7160

7180

7200
(b)

0 0.5 1 1.5 2

A
ct

iv
e 

P
o

w
er

 (
k
W

)

620

640

660

680

700

720

740
(c)

0 0.5 1 1.5 2

R
ea

ct
iv

e 
P

o
w

er
 (

k
V

A
R

)

300

320

340

360

380
(d)

Time (s)

0 0.5 1 1.5 2

C
u
rr

en
t 

(A
)

60

70

80

90

(e)

Time (s)

0 0.5 1 1.5 2

V
o

lt
ag

e 
(V

)

284

285

286

287

288

289
(f)

Time (s)

0 0.5 1 1.5 2

A
ct

iv
e 

P
o
w

er
 (

k
W

)

0

5

10

15
(g)

Time (s)

0 0.5 1 1.5 2

R
ea

ct
iv

e 
P

o
w

er
 (

k
V

A
R

)

10

15

20

25

30
(h)

Figure 2.5: An example Class I event: (a) and (e): current; (b) and (f): voltage; (c) and
(g): active power; (d) and (h): reactive power. First row corresponds to the measurements
from micro-PMU 1. Second row corresponds to the measurements from micro-PMU 2.

customer-level. Class III events can be due to a wide verity of causes, such as distribution-

level transformer and capacitor bank switching, lateral fuse blowing, primary protection

operation, load switching, DER switching, etc.

Layer 2 Labeling based on Event Type

Each event can be further labeled based on its type. This can be done for all events,

whether they are in Classes I, II, or III. However, labeling the type of Class I events is not of

interest; because distribution-level PMUs are not intended to investigate transmission-level

events. Labeling the type of Class II events is not of great interest either; because the

customer that hosts micro-PMU 2 is being monitored directly. In fact, it is only Class III

events that are of interest to be further classified; because those are the events that occur

across the distribution feeder. Thus, in this section, we define a second layer for labeling
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Figure 2.6: An example Class II event: (a) (h) are defined the same way as in Fig. 2.5.

Class III events, as follows:

• Class III.A. Capacitor bank switching; e.g., see Fig. 2.7;

• Class III.B. Distribution-level oscillation, e.g., see Fig. 2.8;

• Class III.C. Other events, e.g., see Fig. 2.9.

The above distinction is based on the fact that capacitor bank switching is an

important event in distribution systems and the subject of several studies [1,34]. Oscillation

events too are important. There is currently a limited understanding of the oscillation events

within distribution systems [2].

Of course, one can define additional labels if one can identify other types of Class

III events by observing the available micro-PMU data. For example, the other event in

Fig. 2.9 is in fact a load switch on event that occurred somewhere along the feeder between

micro-PMU 1 and micro-PMU 2. The foundation of the event classification methodology

that is presented in this study would remain the same.
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Figure 2.7: An example Class III event, i.e., Class III.A: (a) (h) are defined the same way
as in Fig. 2.5

2.3.2 Feature Selection

A crucial task in any classification problem that involves Machine Learning is to

choose adequate quantifiable features that can help distinguish classes. In this study, we

propose the features in Table 2.1, which consists of three broad categories:

• Single-Stream Features: These are quantifiable properties that are derived from

single data streams Di ∈ {I, V, P,Q}. They could be obtained by applying the mean,

standard deviation, median, difference, or other operators to each of such single data

streams within the detected window. In this study, we use standard deviation and

absolute difference. Note that, notations d1 and dn denote the first and the last data

samples in Di.

• Multi-Stream Features: These are quantities that are defined for various combi-

nations of two synchronized data sequences Di, Dj ∈ {I, V, P,Q}, whether from the

same micro-PMU or two micro-PMUs. Different operators could be applied to the
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Figure 2.8: An example Class III event, i.e., Class III.B: (a) (h) are defined the same way
as in Fig. 2.5

Table 2.1: Proposed features for classification

Feature Feature Description Number

Single-stream
Statistics std(Di) 8
Difference |dn − d1| 8

Multi-stream Correlation corr(Di, Dj) 28

Detection
Detection Window ω 1
Detection Indicator I{Di} 8

data streams. Here, we use the correlation between any two of the eight available

data sequences to construct the multi-stream features.

• Detection Features: The way that an event is detected can itself carry useful infor-

mation to classify the event. We use the following detection features for classification:

1) the smallest window at which the event was detected, denoted by ω; and 2) the

binary detection indicators I{Di} for Di ∈ {I, V, P,Q}, for both micro-PMUs.

Note that, the events that are listed in Table 2.1 have significantly different magni-

tudes. Therefore, we propose to apply Z-score normalization, where for each initial feature

x, we replace it with a new feature z = (x − µ)/σ, where µ and σ denote mean value and
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Figure 2.9: An example Class III event, i.e., Class III.C: (a) (h) are defined the same way
as in Fig. 2.5

standard deviation, respectively [35].

2.4 Data-Driven Event Classification

We now use the event labeling and feature selection strategies in Section 2.3 to

train different types of event classifiers.

2.4.1 Binary-SVM Classifier

Consider m events that are detected by using the method in Section 2.2. We use

these events to train an SVM classifier. For each training event i = 1, . . . ,m, let Xi denote

the 53× 1 vector of extracted features, where 53 = 28 + 3× 8 + 1, as in Table 2.1. Also, let

yi denote the assigned label for event i.

When it comes to binary classification, there are only two types of labels. We

define yi ∈ {−1, 1}, where yi = −1 is the label for the first class; and yi = 1 is the label for
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the second class. Let W TX + b = 0 denote a separating hyperplane in the 53× 53 feature

space that separates the two classes, where W is a 53 × 1 coefficients vector, and b is the

intercept. The SVM training problem seeks to find the optimal hyperplane that has the

maximum total distance between the two classes across the training samples. If the training

samples are not linearly separable, we should add some slack variables so as to turn the

SVM into a soft margin SVM, which is formulated as:

minimize
W,b,ξ

1

2
‖W‖22 + λ

n∑
i=1

ξi (2.6a)

subject to yi
(
W TXi + b

)
≥ 1− ξi, i = 1, . . . ,m (2.6b)

ξi ≥ 0, i = 1, . . . ,m, (2.6c)

where ξi is a slack variable corresponding to training event i. If yi = −1, then constraint

(2.6b) requires that W TXi + b ≤ −1 + ξi; and if yi = 1, then constraint (2.6b) requires

that W TXi + b ≥ 1 − ξi; thus, making W TX + b = 0 a separating hyperplane with a soft

SVM margin of length 1 − ξi on both sides. Parameter λ is a tuning parameter. If the

extracted features of a training event results in a point that falls on the correct side of the

separating hyperplane with respect to the label of the event, then 0 ≤ ξi < 1; otherwise

ξi ≥ 1, c.f. [36–39].

2.4.2 Multi-SVM Classifier

A multi-class classification problem can be decomposed into several binary clas-

sification problems. This can be done by using methods such as one-against-one (OvO),

one-against-all (OvA), directed acyclic graph SVM (DAGSVM), and binary tree of SVM
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(BTSVM) [36, 37]. In this study, we use OvA decomposition. We construct c binary SVM

problems, where c is the number of classes. Each binary SVM problem obtains a separating

hyperplane to separate one of the c classes from the rest of the c− 1 classes. This process

results in obtaining c different separating hyperplanes, denoted by W T
l X + bl = 0 where

l = 1, . . . , c. We have c = 3 for both Layer 1 and Layer 2 classification; see Section 2.3.1.

In total, six sets of separating hyperplanes are trained; three sets for each layer. Once the

training process is complete, the decision on class prediction for testing event i is made

as [36]:

yi = arg max
l=1,...,c

(
W T
l Xi + bl

)
. (2.7)

In (2.7), we say that event i is predicted to belong in class l, which has the largest

value of the decision function.

An alternative training separating hyperplanes in the form of W T
l X + bl is to use

non-linear classifiers, such as separating quadratic planes [40]. However, our experimental

results based on real-world data have shown that there is no advantage in using nonlinear

classifiers which are computationally more complex. What matters the most is to choose

the right classification features, i.e., as in Table 2.1, as we will further discuss in the next

section.

2.4.3 k-NN and Decision-Tree Classifiers

There are other classifiers that one can consider for this study. One example is

the k-nearest neighbors (k-NN) classifier [41]. Another example is the decision-tree (DT)

classifier [42]. The k-NN method classifies an unknown sample based on the known labels
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of its k-closet, e.g., in the Euclidean sense, neighbors [41]. As for the DT classifier, a

decision tree is constructed by creating branches as conjunctions of features as well as

leaves as class labels. Then, a test data sample is classified based on branches conjunctions

[42]. These additional methods are not discussed here in details due to space limitation.

However, detailed performance comparisons are provided across these methods later in the

next section.

2.4.4 Metrics to Compare Different Classifiers

First, consider the binary classifiers as in Section 2.4.1. The correctness of each

classifier can be evaluated by computing the following four quantities: True Positive (TP),

which is the number of events that are correctly classified to be inside of the target class;

True Negative (TN), which is the number of events that are correctly classified to be outside

of the target class; False Positive (FP), which is the number of events that are incorrectly

classified to be inside of the target class; and False Negative (FN), which is the number

of events that are incorrectly classified to be outside of the target class. Accordingly, for

each binary classifier, we can calculate the following five standard performance evaluation

metrics [43]:

TPR =
TP

TP + FN
, (2.8)

FPR =
FP

FP + TN
, (2.9)

PPV =
TP

TP + FP
, (2.10)

FOR =
FN

FN + TN
, (2.11)

28



MCC=
TP × TN − FP × FN√

(TP+FP )(TP+FN)(TN+FP )(TN+FN)
, (2.12)

where TPR, FPR, PPV , FOR, and MCC stand for the true positive rate, false positive

rate, positive predictive values, false omission rate, and Matthews correlation coefficient,

respectively. It should be noted that, in some machine learning literature, such as in [43],

TPR, PPV , and FPR are also known as recall, precision, and fall-out metrices, respectively.

The overall accuracy of a binary classifier can be assessed also by using the following metric:

F1Score =
(TPR−1 + PPV −1

2

)−1
. (2.13)

Next, consider the multi-class classifier, as in Section 2.4.2. The recall, precision,

and F1score for multi-class classifier can be calculated by using either Macro-averaging or

Micro-averaging [43]. Macro-averaging simply normalizes the sum of all metrics. Thus,

Macro-averaging does not consider the number of events in each class. Micro-averaging

however computes the metrics from sum of TP, TN, FP, and FN values of all classes.

Thus, Micro-averaging takes the frequency of classes into consideration. Accordingly, one

can prove that if Micro-averaging is used, then recall, precision, and F1Score, all become

equal, as follows:

Recall =

∑c
l=1 TPl∑c

l=1

(
TPl + FNl

) . (2.14)

2.5 Case Studies

The proposed event detection and event classification methods are applied to data

from the two micro-PMUs in Fig. 1.1, during 15 days in July 2016. In total, we analyzed
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1.2 billion measurement points.

2.5.1 Event Detection in micro-PMU Data Sequence

This section examines the effectiveness of the proposed event-detection methods

introduced in Section 2.2, using one day data of current magnitude from micro-PMU 1.

Also, we study the effect of the moving window and dynamic window sizes. To such aim,

Method I is applied to the following cases:

• Case I. Static window size without moving window;

• Case II. Static window size with moving window;

• Case III. Dynamic window size without moving window;

• Case IV. Dynamic window size with moving window.

In order to compare the above case-studies, the detected events in each case study are

compared with those that are detected in Case IV, which includes 564 events. Table 2.2

reports the number of the detected events in Case I and Case II with considering 10 static

window sizes. For instance, considering n = 120 micro-PMU data points, the moving

window results in detecting 179 more events. From this table, we can conclude that most of

the events are detected in smaller windows. Also, Table 2.3 shows the number of additional

events that are detected in each window size in Cases III and IV. From this table we can

conclude that considering moving window results in detecting more events in each dynamic

windows.
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Table 2.2: Number of detected events in Case I and Case II.

n 120 240 360 480 600 720 840 960 1080 1200

Case I 302 200 197 153 125 125 106 101 95 88

Case II 481 303 271 223 206 190 172 151 150 123

Table 2.3: Number of detected events in Case III and Case IV.

n 120 240 360 480 600 720 840 960 1080 1200

Case III 302 +64 +29 +13 +4 +3 0 0 +1 0

Case IV 481 +50 +19 +5 +5 +4 0 0 0 0

We also compare the effectiveness of the Method I with Method II, considering

dynamic window sizes and moving windows. The performance indexes for both detection

methods are reported in Table 2.4. The obtained results shows Method II outperforms the

Method I.

2.5.2 Classifier Design: A Preliminary Illustrative Example

The proposed event detection and event classification methods are applied to data

from the two micro-PMUs in Fig. 1.1, during 15 days in July 2016. In total, we analyzed 1.2

billion measurement points, and 10,700 events. Only 1% of the measurements demonstrated

any considerable event. Among the events detected, 1802, 2228, and 6670 events are labeled

in Class I, Class II, and Class III, respectively. Among the 6670 Class III events, 27 events

are labeled as Class A and 43 events are labeled as Class B. The training dataset includes

4.09% and 4.06% of all Layer I and Layer II data, respectively.

In this section, a multi-SVM classifier is designed to separate the events in Layer I.

Table 2.4: Event detection performance indexes for Methods I and II.

Method TP FP FN PPV TPR F1 Score

Method I 541 23 8 0.96 0.985 0.97

Method II 546 6 3 0.99 0.99 0.99
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Figure 2.10: Target classes in two dimensional feature space and separating lines: (a)
training data points; (b) test data points

Recall from Sections 2.3 and 2.4 that the resulting three separating hyperplanes are in the

53× 53 feature space that cannot be visualized. Therefore, in order to develop an example

that is easy to illustrate, we use only the two and three most dominant features, out of 53,

so as to visualize the separating hyperplanes in 2×2 and 3×3 spaces, as shown in Figs. 2.10

and 2.12, respectively. Fig. 2.10(a) shows the training data points in 2 × 2 feature space

as well as three separating lines obtained from three binary SVMs. Each separating line is

somehow designed to separate events of one class from the rest of the events. The confusion

matrix corresponding to training dataset is shown in Fig. 2.11(a). Here, the accuracy of

training is 90.6%. Next, the separating hyperplanes are applied to the test dataset, and

decision on class prediction is made using (2.7). Fig. 2.10(b) shows the test dataset in 2×2

feature space and separating lines. The overall classifier testing accuracy is 74.96%. Fig.

2.11(b) shows the confusion matrix for test dataset.

Fig. 2.12(a) shows the training data points in 3× 3 feature space as well as three

separating lines obtained from three binary SVMs. In this figure, x1 is the correlation
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Figure 2.11: Confusion matrices obtained by classifier: (a) training data considering two
dominant features; (b) test data considering two dominant features.

coefficients between reactive power of the two micro-PMUs, x2 is the standard deviation of

the current magnitude of micro-PMU 1, and x3 is the standard deviation of active power

at micro-PMU 2. The total number of training events is 438. We can see that the events

are properly separated across the three classes. For instance, Hyperplane I separates events

corresponding to Class I from the rest of the events. The overall classifier training accuracy

is 91%. Next, the above separating hyperplanes are applied to the test dataset, and the

decision on class prediction is made using (2.7). Fig. 2.13 shows the predicted classes across

10262 test events. The overall classifier testing accuracy is 89%. Thus, several events in

this preliminary example are not predicted in the right classes, mainly due to not using all

53 features.

2.5.3 Classification Results and Impact of Detection Features

In order to demonstrate the importance of features, in this section, we separately

examine the following two cases:
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Figure 2.12: Target classes and separating hyperplanes of Layer I in a 3× 3 feature space.
The circles indicate training data points.

• Case 1: Classification without detection features.

• Case 2: Classification with detection features.

Interestingly, the overall multi-SVM classifier training accuracy is 100% in both

cases; not shown here. However, when it comes to using the classifiers to identify the

classes for test events, the performance is considerably better for Case 2 than Case 1. The

confusion matrices for the multi-SVM, k-NN, and DT classifiers are shown in Fig. 2.14,

for both Case 1 and Case 2. Parameter k for the k-NN classifier is set to 3 based on an

exhaustive search. All results are based on the data for test events. Each confusion matrix

shows the recall metric in percentage for binary-classifiers as well as overall classification

recall using Micro-averaging.

Tables 2.5 to 2.7 show the performance metrics in percentage for binary classifiers

in Layer I. We can make two important observations from Fig. 2.14 and Tables 2.5 to 2.7.

First, the performance is always better in Case 2 compared to Case 1. In other words,
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Figure 2.13: Predicted classes of Layer I obtained by the use of the separating hyperplanes
in Fig. 2.12. The circles indicate test data points.

Table 2.5: Performance metric in percentage corresponding to the first binary-classifiers in
Layer I classification.

Classifier Case TPR FPR PPV FOR MCC F1Score

SVM
1 95.23 0.66 96.63 0.95 95.12 95.93
2 100 0.09 99.53 0 99.72 99.76

k-NN
1 97.23 1.31 93.73 0.54 94.59 95.49
2 99.24 0.50 97.54 0.15 98.06 98.38

DT
1 74.60 0.55 96.46 4.89 52.35 84.14
2 100 0.02 99.88 0 99.93 99.94

the use of detection features is indeed critical, regardless of the method of classification.

Second, the multi-SVM classifier outperforms the k-NN classifier and the DT classifier in

both cases. In other words, the multi-SVM classifier is a better choice in this study, whether

or not we use the detection features.

Based on the above results, for the rest of this study, we always include the de-

tection features, i.e., we use Case 2. It should be noted that the training accuracy of

multi-SVM classifier is 100% in both cases. The results however are not shown here due to
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Figure 2.14: Confusion matrix for test data of Layer I classification, i.e., with respect to
event zone, obtained by various classifiers: (a) multi-SVM classifier, Case 1 ; (b) multi-SVM
classifier, Case 2 ; (c) k-NN classifier, Case 1 ; (d) k-NN classifier, Case 2 ; (e) DT classifier,
Case 1 ; (f) DT classifier, Case 2.
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Table 2.6: Performance metric in percentage corresponding to the second binary-classifiers
in Layer I classification.

Classifier Case TPR FPR PPV FOR MCC F1Score

SVM
1 97.52 0.64 97.57 0.65 96.90 97.54
2 99.71 0.02 99.90 0.07 99.76 99.81

k-NN
1 96.31 0.59 97.72 0.96 96.23 97.01
2 98.55 0.27 98.96 0.38 98.43 98.76

DT
1 88.65 0.39 98.34 2.91 91.77 93.24
2 97.61 0.01 99.95 0.62 98.46 98.77

Table 2.7: Performance metric in percentage corresponding to the third binary-classifiers
in Layer I classification.

Classifier Case TPR FPR PPV FOR MCC F1Score

SVM
1 99.15 2.07 98.75 1.40 97.21 98.95
2 99.92 0.02 99.98 0.12 99.87 99.95

k-NN
1 98.45 1.65 98.99 2.53 96.62 98.72
2 99.40 0.44 99.73 0.97 98.86 99.56

DT
1 98.98 17.24 90.48 1.99 85.05 94.54
2 99.96 1.29 99.22 0.05 98.92 99.59

space limitation.

2.5.4 Classification Results for Second Layer

Unlike in Sections 2.5.2 and 2.5.3, where our focus was on Layer I classification,

i.e., with respect to event zone, in this section, we examine the performance for Layer II

classification, i.e., with respect to event type. The Layer II events that we observed in

the real-world micro-PMU data demonstrated a very uneven distribution across different

classes. Only 2 and 4 events out of 271 Class III training events belong to Class III.A and

Class III.B, respectively. Also, only 0.4% and 0.6% of events in the test dataset are in Class

III.A and Class III.B, respectively.

Figs. 2.15(a) and (b) show the confusion matrices corresponding to the training

data and the test data for Layer II, respectively. The recall metric for the binary-classifiers
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Figure 2.15: Confusion matrix for Layer II classification, i.e., with respect to classifying
event type: (a) multi-SVM classifier, training data; (b) multi-SVM classifier, test data; (c)
k-NN classifier, test data; (d) DT classifier, test data.

and multi-class classifier are presented in confusion matrices. Similarly, Figs. 2.15(c) and

(d) show the confusion matrices of the k-NN classifier and DT classifier for Layer II events.

Due to space limitation, the confusion matrices are shown only for the test data. Parameter

k for the k-NN classifier is set to 3.

The above results verify the performance of the proposed classifiers in separating

uneven datasets. Also, Tables 2.8 to 2.10 report the performance metrics corresponding to

binary-classifiers of Layer II. From these results, we can conclude that the performance of

the k-NN classifier is slightly better than the multi-SVM classifier in this particular case;

although, there is a caveat about the k-NN classifier, which we will explain in the next
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Table 2.8: Performance metric in percentage corresponding to the first binary-classifiers in
Layer II classification.

Classifier TPR FPR PPV FOR MCC F1Score

SVM 100 0.11 78.12 0 88.33 87.71

k-NN 100 0.04 89.28 0 94.46 94.33

DT 0 0 N/A 0.39 N/A N/A

Table 2.9: Performance metric in percentage corresponding to the second binary-classifiers
in Layer II classification.

Classifier TPR FPR PPV FOR MCC F1Score

SVM 94.87 0.11 84.09 0.03 89.25 89.15

k-NN 97.43 0.07 88.37 0.01 92.74 92.68

DT 100 72.32 45.88 0 67.49 62.90

paragraph. As for the DT classifier, we can see in the last rows of Tables 2.8 to 2.10 that

it fails to classify the events in Class III.A. Such events are incorrectly classified as Class

III-B events.

We saw in the previous paragraph that the k-NN method can perform slightly

better than the multi-SVM method. However, there is a catch, such performance is highly

sensitive to the choice of parameter k. What was shown earlier was in fact the best pos-

sible result for the k-NN method. To see this, the impact of parameter k on the overall

classification performance as well as the performance in classifying Class III.B are shown

in Fig. 2.16(a) and (b), respectively. As it can be seen for both cases, the minimum error

is achieved by setting k = 3. The results are poor in other choices of k. In particular, the

Table 2.10: Performance metric in percentage corresponding to the third binary-classifiers
in Layer II classification.

Classifier TPR FPR PPV FOR MCC F1Score

SVM 99.77 3.12 99.96 18.42 88.77 99.87

k-NN 99.88 0 100 9.85 94.89 99.94

DT 99.62 4.68 99.95 28.23 82.51 99.78
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Figure 2.16: Error for the k-NN versus parameter k, in classifying Layer II events: (a)
overall classification, (b) classifying Class III.B.

error in classifying Class III.B can be very high if parameter k is not carefully selected; thus,

the results for the k-NN method are not as robust as those for the multi-SVM method.

2.6 Conclusions

This chapter develops new methods to resolve Big-Data challenges in transforming

unprocessed data of distribution-level PMUs to bytes of informative data through data-

driven event detection techniques as well as data-driven event classification techniques.

Two model-free event detection methods have been proposed to pick out events from an

ongoing stream of micro-PMU data. We investigate the importance of moving windows and

dynamic window sizes in the event detection. Also, the effectiveness of the proposed event

detection methods are compared on real-world data from two micro-PMUs on a distribution

feeder in Riverside, CA. Subsequently, a novel data-driven event labeling technique was

combined with different methods of classification to classify the detected events at two

layers. Interestingly, we concluded that adopting classification features from the detection

process can considerably improve the overall classification accuracy.
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Chapter 3

Transient Load Modeling for

Application in Frequency

Regulation Market

3.1 Introduction

Frequency regulation is a required ancillary service in power system operation in

order to maintain the grid nominal frequency, e.g., at 60 Hz in North America, by balancing

power generation and power consumption on a second-by-second basis. Regulation up

service is concerned with increasing generation or decreasing consumption when frequency

drops below a certain threshold. Regulation down service is concerned with decreasing

generation or increasing consumption when frequency exceeds above a certain threshold,

c.f. [44].
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System frequency in power systems is maintained with a careful balance of load

and generation, mostly by adjusting the output level of generation resources. However,

there is now a growing trend in practice to encourage offering frequency regulation also by

controllable loads [45–47].

3.2 Related Works

Examples of controllable loads that are considered to offer frequency regulation

include air-conditioning units [45, 48–51] and electric vehicles [52–56]. Also, examples of

independent system operators (ISOs) that allow load participation in regulation market

include the California ISO [57] and PJM [58]. In practice, load resources participate in

regulation market through aggregators [45].

Besides the literature on load-assisted frequency regulation, this study is also rela-

ted to the broad literature on distribution system reliability. While the majority of studies

in this field addressed contingencies that are triggered by non-electric causes, such as a

downed power line [59–63, 63, 64] our analysis is more comparable to the smaller group of

papers, e.g., in [65, pp. 40-45], that addressed contingencies that are triggered by electric

causes. In our case, the contingency is due to the aggregate surge current induced by a

regulation down event.

3.3 Motivations and Contributions

While the system-wide benefits of using load resources for frequency regulation are

studied well, e.g., see [45–47], the current literature often overlooks the potential impact on
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power distribution feeders, due to the lack of available monitoring and accurate distribution

system models. Note that, based on the hierarchical structure of the power grid, any system-

wide service that is offered by load resources is physically mediated by distribution feeders.

Therefore, it is of critical to examine whether and to what extent the use of load resources

could have an adverse effect on the operation of distribution systems. To the best of our

knowledge this problem is not addressed yet.

Addressing the above open problem is the focus of this chapter. Specifically, we

consider the regulation down service, which requires decreasing generation or increasing

consumption when frequency exceeds a threshold [66]. We seek to understand the impact

of offering regulation down service by load resources on distribution grid reliability. To

obtain realistic results, a real-world distribution feeder is considered in Riverside, CA, where

distribution-level phasor measurements units, i.e., micro-PMUs, are used to collect high

resolution, time synchronized voltage and current data at 120 readings per second. The

contributions in this study can be summarized as follows:

1. A novel data-driven approach is developed to use experimental micro-PMU data,

on three phases, to analyze transient behaviors of different regulation down load

resources.

2. A new method is developed to model the aggregate load transient profile, in form

of an aggregate surge current profile, that is induced on a distribution feeder once a

group of load resources responds to a regulation down event. This is done by applying

pattern recognition methods, and taking into account factors such as sensing delay,

communications delay, and load response delay,
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3. A comprehensive distribution grid reliability analysis is conducted for the under-study

distribution system, in presence of regulation down load resources, by taking into

account the models and different characteristics of the main feeder’s protection system

as well as each lateral’s protection system. Based on whether or not a recloser device

is used in the protection system, both momentary and permanent reliability indexes

are analyzed.

4. The above reliability analysis is combined with an analysis on performance score

calculation in performance-based regulation markets. Accordingly, a methodology is

derived to investigate the potential trade-off between distribution grid reliability and

regulation market efficiency.

5. It is shown that the surge current induced by regulation down load resources can

have severe adverse effect on the protection system, and thus on the reliability of

distribution networks. One may attempt to mitigate such adverse effect by adding

sufficiently large and randomly selected intentional delays to the response time of the

regulation down load resources. However, this has to be done carefully, because while

reshaping the load resources’ aggregate surge current may help to avoid jeopardizing

reliability, it should not be to the extent that it jeopardizes their performance in

offering regulation down service. In practice, there may or may not exist a safe

choice for the amount of added random delays to break the trade-off. The careful

construction and analysis of the reliability-efficiency curves would be critical.

44



3.4 Regulation down Service and Load Resources

Frequency regulation is the mechanism of balancing power generation and power

consumption in real time to maintain the stability and reliability of the power system. It can

be provided by on-line generation, storage, or load resources. Frequency regulation services

are either regulation up or regulation down. If generation is less than consumption, then

frequency drops and regulation up service is needed. If generation is greater than demand,

then frequency increases and regulation down service is needed.

The focus in this study is on regulation down service, which is needed during

regulation down events. A regulation down event occurs when the frequency exceeds its

nominal value, e.g., 60 Hz in the U.S. Regulation down service is provided by a generator,

when it decreases its generation, or by a load resource, often through an aggregator, when

it increases its consumption during the requested time frame [51].

It is worth pointing out that the impact of regulation up service is not considered in

this study. Offering regulation up service at distribution level may potentially cause issues

with power quality. However, it often does not involve surge currents and it is unlikely to

raise any major reliability issue.

Many independent system operators (ISOs) have recently adopted mechanisms to

allow load resources to offer regulation services. For example, the California ISO (CAISO)

has a program for Non-Generator Resources (NGRs) with Regulation Energy Management

(REM) to enable resources with limited energy capacities to competitively bid in the re-

gulation market [51]. The PJM inter-connection has also introduced the RegD and RegA

regulation signals to encourage fast responding loads, generators, and storage units to pro-
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vide regulation services [51,53].

Both CAISO and PJM run performance-based regulation markets, where the pay-

ments to regulation resources are calculated based on how fast and accurately they respond

to regulation signals. Specifically, the payments to regulation resources are adjusted ba-

sed on their performance accuracy score, a.k.a., energy precision score, which is a number

between 0 and 1. A higher score indicates better regulation performance and leads to a

higher payment. If the performance accuracy score of a regulation resource drops below a

certain threshold, e.g., 0.5 in the CAISO regulation market, then the resource is ultimately

disqualified to provide regulation services [66].

We denote the performance score as PS. It is calculated once for each market

interval. Mathematically, we can write [66]:

PS =

[
1−

∑T
σ=1 | s[σ]− y[σ] |∑T

σ=1 s[σ]

]+

, (3.1)

where s[σ] denotes the regulation set point at each performance accuracy evaluation time

slot σ and y[σ] denotes the mechanical output of the regulation resource at that time slot.

The length of the time slots may vary depending on the ISO market. For example, CAISO

examines performance accuracy once every four seconds [66]. PJM examines performance

accuracy once every two seconds for fast resources and once every ten seconds for slow

resources [67]. Note that, [x]+ = max{0, x} and T is the total number of time slots within

the market interval. The fraction in (3.1) is a normalized measure of performance inaccuracy

in following the regulation set points, where | s[σ] − y[σ] | is the error in following the

regulation set point.
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Note that, the focus in this study is not on determining or coordinating the fre-

quency regulation threshold parameters for load resources. Instead, the focus is on the

moment (and a few seconds after) when a frequency event is triggered, with a preset thres-

hold parameter. In other words, what happens after such event is triggered, with the

load resources and consequently also with the distribution feeders, is of our concern in this

chapter.

3.5 Data-Driven Load Transient Models

The impact of flexible load resources providing regulation down service on distri-

bution system reliability can be studied under both steady-state and transient frameworks.

In the steady-sate, the load resources must satisfy load flow constraints. This is addressed,

e.g., in [68]. What is less understood is the potential adverse impact on power distribution

transients, and consequently network reliability. To address this open problem, one shall

investigate the transient behavior of load resources at the moment that they are called

upon, i.e., when a regulation down event occurs. One option is to derive a mathematical

dynamic model for each load. This would require accurate knowledge about all loads, which

is difficult because these resources are owned and operated by customers. With hundreds of

feeders serving hundreds of thousands of customers, the human and computational resources

that are needed to build the modeling framework to represent every load would significantly

outwith that of the average utility. Alternatively, in this section, we develop a data-driven

model for load transients using data from distribution-level phasor measurement units.
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3.5.1 Individual Load Transient Signatures

Distribution-level phasor measurement units, a.k.a., micro-PMUs, are new po-

wer system sensors that are deployed on distribution feeders to provide precise GPS-

synchronized reading of voltage and current phasors. In this section, we use the experi-

mental data from two micro-PMUs that are installed at the secondary side of two pad-

mounted 12.47 kV to 480 V transformers in Riverside, CA. The sampling rate is 120 Hz,

i.e., one sample every 8.333 msec [1,3]. This high sampling rate, and the fact that we have

access to voltage and current data, allow us capture the load transient within a data-driven

framework.

Four fundamental measurements on three phases are derived from each micro-

PMU: voltage magnitude, voltage phase angle, current magnitude, and current phase angle.

In this study, we use the current magnitude to understand the dynamics of the current

surge when a major load device, such as an air-conditioner, is hypothetically called upon at

a regulation down event. This is because, as we will explain in Section 3.6, most practical

distribution protection relays and fuses are sensitive to spikes in the current magnitude.

The central idea in our data-driven load transient modeling approach is to examine

the current magnitude data during one week, July, 1 to July 7, 2016, to identify and analyze

all major current surge signatures. To such aim, we examined the maximum magnitude of

the current synchrophasors during each spike event, and compared it with the average

magnitude across a time window of raw synchrophasor data, before and after the spike. If

the ratio was above a certain threshold, across all three phases, then the spike signature

would be captured.
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In total, we analyzed 120× 60× 60× 24× 3× 7 = 217, 728, 000 current magnitude

readings per micro-PMU. Accordingly, we identified 1,803 current surge signatures with

at least 40% momentary spikes in the current magnitude across all three phases. Each

current spike takes from only a few milliseconds to a several hundred milliseconds. A closer

look at the collected data revealed that these signatures can be clustered into a few groups

with similar-shaped signatures in each group. Clustering was done using the fuzzy C-means

clustering method from pattern recognition, c.f. [69], where C indicates the number of

clusters, fixed apriori based on the following features:

• Peak to mean magnitude value;

• Start to peak time, i.e., rise time;

• Start to end time, i.e., Settling time.

The clustering problem is solved by considering five clusters, which resulted in 99.13%

average dependency to centres, which indicates that the signatures in each cluster are indeed

repetitions or slight variations of each other. Thus, we identified five load clusters, that are

responsible for the majority of the current surges seen by the micro-PMUs. They are shown

in Fig. 3.1. All five signatures are believed to belong to building Heating Ventilation and

Air-Conditioning (HVAC) loads. Accordingly, their corresponding five load units are proper

candidates to be recruited as frequency regulation load resources, see [51].
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Figure 3.1: The five current surge signatures that represent the five load types with signi-
ficant current surges that are identified through analysis of micro-PMUs data.

3.5.2 Aggregate Load Transient Profiles

Suppose there are N regulation down load resources of M different load types

across a distribution feeder. In a typical distribution feeder in today’s power systems,

where the penetration of DERs is still relatively small, the instantaneous current that goes

through the protection relay at the feeder head is the summation of the instantaneous

current that is drawn by each load. Therefore, we can use the setup in Fig. 3.2 to calculate

the transient current that goes through the feeder’s protection system at and a few moments

after a regulation down event occurs. In this figure, without loss of generality, we assume

that N > 5 and the load resources are of the M = 5 types in Fig. 3.1. The transformers
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are considered to be ideal and linear with turns-ratio TR = nP /nS .

For the model in Fig. 3.2, the aggregate current load profile is decomposed into

two components. The first component is the feeder background load that is the summation

of the current that is drawn by all loads that do not offer regulation down service. At

the millisecond time resolution in our analysis, the feeder background load is considered as

a constant at and around the moment that a regulation down event occurs. The second

component is an aggregate current profile of the N loads that do offer regulation down

service. This second component is the one that generates the transient response at and

around the moment that a regulation down event occurs. Here, we are essentially modelling

the loads at and around the moment that a regulation down event occurs as constant current,

c.f. [70].

In practice, there is often a slight lagging, i.e., a small delay (typically bounded

by 2 or 4 seconds due to regulation market requirements), between the moment that the

regulation down event occurs and the moment that the current surge signature appears for

each regulation down frequency responsive load. For each load unit i = 1, . . . , N such delay

is modelled as:

Delay τi = Sensing Delay +

Communications Delay +

Load Response Delay.

(3.2)

If frequency is sensed locally by each load, then communications delay is not a factor, but

the sensing delay is a factor as it is often different at different loads. If regulation down
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Figure 3.2: The method of calculating the aggregate load current profile at a regulation
down event under different load types and different delay values.

commands are dispatched by a central entity, then communications delay has significant

impact. Regardless of the method of sensing/communicating, load response delay could be

different for different loads based on their internal control mechanisms. Note that, the load

response delay may include an intentional delay component, as we will discuss below and

in Section 3.7.

To gain insight on the role of delay, suppose 30% of the loads at downstream of

the under-study 12.47 kV to 480 V transformer, are a mix of M = 5 load types that offer

regulation service. If τ1 = . . . = τN = 0, i.e., there is absolutely no delay, then the single

phase aggregate load transient profile is obtained with a large spike, as marked in Fig. 3.3.

Of course, in practice, there are always some delays, as noted in (3.2). Therefore, this

figure also shows two different realizations where the delays are random with a discrete

uniform distribution up to 400 msec. We can see that random delays can result in different
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Figure 3.3: Examples of the aggregate load transient profile under different delay scenarios.
The regulation down event is assumed to occur at time zero.

aggregate load transient profiles. In particular, they naturally help reducing the size of the

spike in the aggregate current signature. However, if the delay is, possibly intentionally,

too large, then it can affect performance accuracy, creating a trade-off between distribution

grid reliability and regulation market efficiency. We will further evaluate and characterize

such trade-off in the rest of this study.

3.6 Analysis of Distribution Grid Reliability

3.6.1 Feeder Main Protection System Model

The most common relays at distribution level are electromechanical over-current,

equipped with or without reclosing capability [71]. The over-current relay operates, i.e.,

picks up, when the feeder current exceeds a threshold, a.k.a., the pick-up current. The

over-current relays are categorized based upon their time-current characteristics (TCC).
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The relays in the under-study feeder are the inverse definite minimum time (IDMT) relays,

which are commonly used by most utilities [72].

In IDMT relays, which are of interest in this study, the TCC inversely depends on

the current. Therefore, these relays are sub-categorized based on the inverseness, including

short time inverse, moderately inverse, long time inverse, very inverse, and extremely in-

verse. The TCC of relays in pick-up/reset modes can be derived from the dynamic equation

of the relay’s induction disk rotation with respect to contingency current [72]:

KII
2 = m

d2θ

dt2
+Kd

dθ

dt
+
τF − τs
θmax

θ + τs, (3.3)

where, KI denotes constant that relates torque to current. Also, θ and θmax denote disk

travel and maximum disk travel, respectively. In (3.3), m and Kd are moment inertia of

disk and drag magnet damping factor, respectively. Also, τF and τs denote spring torque

at maximum travel and inertia spring torque, respectively. The above equation is often

approximated by disregarding the second derivation and the linear terms, as follows:

KII
2 ≈ Kd

dθ

dt
+ τs. (3.4)

Using (3.4) to model the induction disk rotation around the pick-up current, we can now

define the maximum disk rotation with respect to operation time of the relay in tripping

mode as

θmax =

∫ top

0

τs
Kd

(I2/I2
P − 1)dt. (3.5)

where, I and IP denote input current and peak-up current, respectively. The tripping time
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for each disk rotation is calculated as:

ttrip = Kdθmax/τs
(
I2/I2

P − 1
)

= Ktrip/
(
I2/I2

P − 1
)
.

(3.6)

Finally, the tripping criteria for each disk rotation becomes:

∫ top

0
(1/ttrip)dt = 1. (3.7)

Note that, the operating time of relay top can be moved up/down by considering time mul-

tiplier setting (TMS) as well as by imposing intentional delay time to provide different TCC

for different relay technologies. Consequently, the following equation provides a modifica-

tion of (3.6) with respect to the desired exponent of plug setting multiplier, TMS, and the

intentional delay time:

top = TMS

(
Kop

(I/IP )αop − 1
+ L

)
. (3.8)

The above procedure can be repeated to obtain the reset time for I ≤ IP , while reset time

multiplier setting (RTMS) is imposed. The final result is as follows:

treset = RTMS

(
Kreset

1− (I/IP )αreset

)
. (3.9)

The constant coefficients K and α depend on the relay type and the standard being used.

The TCC coefficients of tripping and resetting for the common relays are given in [73]. In

our analysis, we also consider the case where the feeder protection system is reinforced by

an instantaneous over-current element, which operates with no intentional delay, when the
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current exceeds its pick-up setting.

3.6.2 Lateral Protection System Model

The lateral branches in this study are equipped with cut-out fuses, where a fusible

element made of tin or silver melts under current surges and overloads. Thus, the melting

period lasts from sensing an over-current to when the fuse link melts. The melting dead-

time of each fuse depends on the magnitude and the duration of surge current, which is

presented in TCC as minimum melt curve and the maximum total clear curve.

The melting time of a fuse-link can be calculated using either joule-integral equa-

tions [74] or heat transfer equations [75]. However, most existing models need inaccessible

data of fuses in practice and rarely provide a straightforward dynamic model for intermit-

tent heating and cooling periods. Therefore, in this study, we reformulate the thermal heat

transfer model and address to include the dynamic equation for heating period, when I ex-

ceeds the minimum melting current corresponding to TCC, with respect to the contingency

current:

Ṫ =
1

m · c
(
Rf (1 + αfT ) I2 −Kf (T − Ta)

)
, (3.10)

where T (0) = Ta, which denotes that equilibrium temperature of fuse at t = 0 is equal

to ambient temperature. Also, m and c denote equilibrium mass and thermal capacity of

fuse, respectively. In (3.10), the Rf and αf denote resistance of fuse at 25 ◦C and resistance

temperature coefficient. Also, Kf denotes the thermal conductivity coefficient of fuse.

Suppose the solution of the above differential equation is T (t) = f(I, αf , Ta, Rf ,m, c,Kf ).
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In theory, I is the only input into this solution; the rest of parameters are supposed to be

known. However, in practice, m, c, and K are not provided by the manufacturer. Therefore,

in this study, we consider n arbitrary points Ii and ti from the TCC of each fuse and set

T (ti) = Tm. We then solve a system of n non-linear equations to obtain all unknown

parameters. This is done using exhaustive search. The known parameters are set based on

the S&C 100 A QR speed fuse: Tm = 800 ◦C, Rf = 1Ω, and αf = 0.0001Ω/◦C [75], which

results mc = 162.91 and Kf = 47.18. The impact of pre-loading and ambient temperature

on melting time are considered based on [76]. The dynamic model during cooling period is

derived from [77].

3.6.3 Reliability Evaluation Under Regulation Down Service

We are now ready to evaluate how the distribution grid reliability is affected due

to recruiting and integrating load resources into the regulation down market. We use

the following three models that we developed earlier: the aggregate current profiles under

regulation down events from Section 3.5.2; the relay response models from Section 3.6.1;

and the fuse response models from Section 3.6.2. We will investigate whether and how

the feeder’s main and lateral protection systems, and consequently the distribution grid

reliability, are affected in presence of distributed regulation down load resources.

The impacts on network reliability depend on the protective device settings and

the magnitude and surviving time of surge current. For instance, the customers located at

the downstream of a lateral experience an interruption, if the aggregated surge current at

lateral exceeds the minimum melting current of fuse as well as survives enough in heating

period to melt the fuse link. Also, it is possible that the aggregated surge current exceeds
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its predetermined pick-up current of the relay at the main feeder and stay long enough to

trip the relay. Accordingly, full or zonal interruptions may occur across the feeder.

The impact of such service interruptions can be analyzed using the prevalent reli-

ability indexes: System Average Interruption Duration Index (SAIDI), System Average In-

terruption Frequency Index (SAIFI), and Average Energy Not Supplied (AENS) [59–63,63].

For the purpose of the study in this study, the standard calculation of these indexes are

adjusted as follows:

SAIFI =
1

N
×

 ∑
i∈{Φ∪Γ}

λpini +
∑
i∈Ψ

ρini

 , (3.11)

SAIDI =
1

N
×

 ∑
i∈{Φ∪Γ}

λpi rini +
∑
i∈Ψ

ρirini

 , (3.12)

AENS =
1

N
×

 ∑
i∈{Φ∪Γ}

λpi riPi +
∑
i∈Ψ

ρiriPi

 . (3.13)

where N and n are the total number of customers and number of interrupted customers,

respectively. Also, Φ, Γ, and Ψ denote set of annual line contingencies, set of annual

transformers contingencies, and set of annual regulation down contingencies, respectively.

In the above equations, λp denotes permanent interruption frequency. Also, r is interruption

duration in hour. Here, the p denotes the probability of regulation service contingency. The

first term inside the parenthesis in each case indicates the interruption frequency/duration

due to typical fault occurrences in the main feeder and in the laterals, that are not related

to the market participation of load resources. The second term, however, indicates the

imposed interruption frequency/duration due to the surge current caused by the switch on

events of the regulation down market participating load resources.
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If the main protection system is reinforced by a recloser, see Section 3.7.2, then

we shall investigate the momentary reliability indexes [78], such as the Momentary Average

Interruption Frequency Index (MAIFI), where the recloser and lateral fuses are coordinated,

see [79, 80]. Again, for the purpose of this study, the standard calculation of MAIFI is

adjusted as follows:

MAIFI =
1

N
×

 ∑
i∈{Φ∪Γ}

λmi ni +
∑
i∈Ψ

ρini

 . (3.14)

where λm denotes momentary interruption frequency. While the first terms in (3.11)-(3.14)

can be set based on the utility’s reliability documents and historical data, the second terms in

(3.11)-(3.14) are currently unknown in the literature and the power engineering community.

However, in this study, and as we will see in the next section, we use experimental data

and the methodologies described in Sections 3.7.1 and 3.7.2 to calculate these additional

reliability terms.

3.7 Case Studies

The single-line diagram of the under-study 12.47 kV three-phase feeder in River-

side, CA is shown in Fig. 3.4. It is assumed to serve 10 MVA load, mostly commercial.

The main feeder is 4.3 miles long, that is carved up into 10 zones based on its available

protective and control devices as listed in Table 3.1. The main feeder is protected by over-

current electromechanical phase relays with instantaneous unit connected to a three-phase

circuit breaker. The phase over-current relays work in extremely inverse mode with opera-

tion parameters Kop = 28.2, αop = 2, L = 0.1217 and reseting parameters Kr = 29.1 and
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Figure 3.4: The single-line diagram of the under-study feeder in Riverside, CA.

Table 3.1: The characteristics and parameters of each zone.

Zone Number of Length Number of Load
Customers (Mile) Transformers (kVA)

Z1 0 0.12 0 0

Z2 30 0.62 3 750

Z3 20 0.30 2 500

Z4 20 0.32 1 500

Z5 30 0.35 3 750

Z6 60 0.33 5 1,500

Z7 90 1.05 5 2,250

Z8 60 0.45 2 1,500

Z9 40 0.12 3 1,000

Z10 50 0.64 3 1,250

Total 400 4.30 27 10,000

αr = 2 [73]. The time dial setting tap and the pick-up current setting tap are set to one

and eight, respectively. The instantaneous pick-up current setting tap is set to 25. Most

laterals are protected by fuses as shown in Fig. 3.4. For instance, the lateral marked as

Z8, which serves two 750 kVA transformers, is protected by an S&C 100 A QR speed fuse.

The real-life under-study feeder is not reinforced by a recloser; nevertheless, we do study

the impact of a recloser on the overall reliability indexes.

Unless stated otherwise, we assume that the regulation down load resources are
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called once a day. The default probability of annual permanent and annual momentary

failures on lines are set to 0.065 and 0.06 faults per km, respectively [81]. The annual

permanent and annual momentary failure rates of transformers are set to 0.015 and 0.050

[81]. Based on the length of the under-study feeder, the restoration time for both tripped

relay and blown fuse will be 30 minutes, while the average switching period is one hour.

Line repair time is assumed to be three hours [81]. Given the often long repair time for a

faulted transformer, it is typical to set the repairing time to be equal to the replacement

time, i.e., five hours.

The distribution of the load types across the transformers was random, but it fol-

lowed the same ratio at which the transient signatures appeared in the signature database.

Those ratios are 6.99%, 7.41%, 42.98%, 20.03%, and 22.38%, for load type 1 to 5, respecti-

vely. For example, we assumed that each transformer may on average experience 6.99% of

its surge current during a regulation down event from load resources of type one.

A uniform delay distribution is considered for each load resource, which represents

the sensing delay, the communication delay, and the response delay, see (3.2). Even though

the response delays are similar within each load type, the two former delays are different

for each individual resource.

3.7.1 Impact of Regulation Down Service on Lateral Protection

In this section, we study the dynamic response of the lateral fuses to the surge

current caused by regulation down load resources. Load point reliability analysis is done

for two cases:
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• Case I: with no delay in load responses,

• Case II: with natural delay in load responses.

For Case II, the added natural delay has a uniform distribution between 0 to 1

second, see (3.1). The number of each signature in aggregated surge current is considered

as random to meet about 33% load participation in regulation down service.

Without loss of generality, we focus on zone Z8, which serves two 750 kVA trans-

formers and is protected by an S&C 100 A QR speed fuse. The analysis is done for 10,000

random scenarios to obtain the probability of fuse blowing and its impact on load point

reliability indexes. The results on load point reliability evaluation for the loads located in

zone Z8 under natural permanent contingencies, i.e., all permanent contingencies other than

those caused by regulation down service, are shown in Table 3.2. Note that, a fault occurred

in zones Z5, Z6, Z7, Z9, and Z10 has no impact on the load point reliability in zone Z8.

Therefore, all entries in the rows corresponding to these zones are zero. The momentary

interruption frequency due to natural momentary faults is 1.7652 f/yr in this case. The

probability of fuse melting for Case I and Case II is 0.0040 and 0.0005, respectively. Ac-

cordingly, in Case I, customers located in zone Z8 experience 1.46 permanent contingencies

per year due to the presence of regulation down load resources, which last for 0.73 hours

per year. While, in Case II, the frequency and duration of interruptions that are caused

due to regulation down resources will be 0.1825 f/yr and 0.0912 hr/yr, respectively.

The overall momentary and permanent load point reliability indexes for zone Z8

are shown in Table 3.3. The interruption frequency, i.e., λ, and the interruption duration,

i.e., U , increase more in Case I than Case II, because the natural delay leads to damping
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Table 3.2: Load point reliability evaluation under natural permanent contingencies for the
loads that are located in zone Z8.

Faulted
Zone

λp (f/hr)
r (hr/f) U (hr/yr) ENS (kWh/yr)

Line Trans.

Z1 0.0125 0 ts 0.0125 18.8292

Z2 0.0648 0.045 ts 0.1098 164.784

Z3 0.0313 0.030 tr 0.2441 366.219

Z4 0.0334 0.015 ts 0.0484 72.7114

Z5 0 0 0 0 0

Z6 0 0 0 0 0

Z7 0 0 0 0 0

Z8 0.0470 0.030 tr 0.2912 436.829

Z9 0 0 0 0 0

Z10 0 0 0 0 0

Total 0.3093 2.2830 0.7062 1059.37

Table 3.3: Load point reliability indexes under natural faults and regulation down contin-
gencies

Case λm λp r (hr/f) U (hr/yr) ENS (kWh/yr)

I 3.2252 1.7693 0.8117 1.4362 2154.37

II 1.9477 0.4918 1.6214 0.7974 1196.24

surge current over time. Note that, the interruption duration per fault, i.e., r, is less than the

base cases for both Case I and Case II, see the last row in Table 3.2. Therefore, regulation

down service with and without delay increases frequency and duration indexes, while the

interruption duration per fault reduces due to the imposed short-time interruptions.

Fig. 3.5 shows the dynamic responses of fuse to two sample three-phase surge

currents induced by regulation down load resources for Case I and Case II, respectively. In

Case I, the transient of surge current is 915 msec, while the heating period is from t = 0 to

t = 833 msec. This results in melting the fusible element in Phase C. However, in Case II,

even though the surge current survives more than 1,800 msec and the heating period lasts
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Figure 3.5: Dynamic response of fuse, in terms of total current and temperature, to a
regulation down surge current: (a) and (b) are for the case without added random delay;
(c) and (d) are for the case with added random delay.

for 1,250 msec, the magnitude of the surge current is not enough to melt the fuse. Thus,

while customers experience outage due to regulation down service contingency in Case I,

there is no service interruption in Case II.

So far, and based on the obtained results, we can conclude that the adverse effect of

regulation down surge currents can be mitigated by adding sufficiently large and randomly

chosen delays to the response time of regulation down load resources. However, large

intentional delays can in turn have adverse effect on the performance of the regulation

down service. Therefore, next, we investigate the sensitivity of fuse melting probability to

intentional delay. The results are plotted in Fig. 3.6. As expected, the added intentional

delay mitigates the adverse impact on lateral protection by decreasing the probability of

fuse melting. Note that, the exact decaying rate in the curve in Fig. 3.6 depends on the

features of the understudy protection system as well as the type, size, and number of load
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Figure 3.6: Fuse melting probability versus the delay in response time of load resources.
The fuses are located on laterals.

resources.

3.7.2 Impact of Regulation Down Service on Main Protection

In this section, we study the dynamic response of the main protection relay to

the surge current caused by regulation down load resources. Again, we compare Case I

and Case II as defined in Section 3.7.1. It is assumed that 20-25% of loads participate in

regulation down service, while the number of each load type in aggregated surge current is

considered as random variable. The problem is solved 10,000 times for each case study to

obtain probability of relay tripping, followed by reliability evaluation with respect to natural

permanent and momentary contingencies. Network reliability indexes due to natural faults

are: SAIFI = 0.3277, SAIDI = 0.8219, CAIDI = 2.5081, AENS = 20.5484, ASAI = 0.999906,

and MAIFI = 1.7652. For each random scenario, the analysis is done for four different

setups: with and without recloser as well as with and without instantaneous relay element.

Recall that, if the feeder is reinforced by recloser, then the current surge that is induced by

regulation down load resources may affect only the momentary reliability indexes, not the

permanent reliability indexes.
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The obtained results are presented in Tables 3.4 to 3.6, including the tripping pro-

babilities of over-current relay, denoted by 51P, instantaneous element, denoted by 50P, as

well as both over-current relay and instantaneous element, denoted by 50P & 51P. Although

the tripping probabilities under contingencies are calculated per phase, the reported values

are probability of circuit-breaker tripping since as mentioned before, the feeder is reinforced

by a three-phase breaker. We can see that, for Case I, where there is no delay, the instanta-

neous element is more sensitive to the surge current than the over-current relay. This means

that the main challenge with regulation down surge current is the magnitude rather than

the transient period. In Case II, where there is some natural delay, the surge currents of

different load resources are spread out in time; hence, the aggregate surge current often, i.e.,

in 97% of the random scenarios, does not exceed the setting of the instantaneous element.

Of course, it takes longer for the aggregate surge current to settle down in this case.

We can see in Tables 3.4 to 3.6 that adding delays results in significant reduction

in permanent and momentary reliability indexes, with respect to frequency, duration, and

energy.

Table 3.4: Different Relay Cases and Their Corresponding Tripping Probabilities Under
Regulation Down contingencies

Case
Tripping Probability

51P 50P 50P & 51P

I 0.1795 0.7835 0.1720

II 0.0300 0 0

Table 3.5: Different Relay Cases and Their Corresponding Reliability Indexes without In-
stantaneous Over-Current element Under Regulation Down contingencies

Case
Without 50P

Without Recloser With Recloser
SAIFI SAIDI AENS MAIFI

I 65.8452 33.5806 839.51 67.2827

II 11.2777 6.29693 157.42 12.7152
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Table 3.6: Different Relay Cases and Their Corresponding Reliability Indexes with Instan-
taneous Over-Current element Under Regulation Down contingencies

Case
With 50P

Without Recloser With Recloser
SAIFI SAIDI AENS MAIFI

I 286.305 143.810 3595.2 287.742

II 11.2777 6.29693 157.42 12.7152

Figs. 3.7 shows the dynamic responses of the over-current relay to two sample

three-phase surge currents induced by regulation down load resources for Case I and Case

II, respectively. Similar results could be obtained for the instantaneous element relay. From

Fig. 3.7(a), the transient of surge current is almost 1000 msec, while the tripping period

last for about 700 msec. Accordingly, the surge current corresponding to phase C satisfies

(3.7), while in the rest of phases the disk rotates in the resetting direction before travelling

one cycle. However, in Fig. 3.7(c), though the surge current survives more than 1800 msec

and the tripping period lasts for almost 1100 msec, the magnitude of surge current is not

large enough to satisfy (3.7), see the slope of the tripping period in Fig. 3.7(b) and (d).

3.7.3 Reliability-Performance Tradeoff

So far, and based on the results that we obtained in Sections 3.7.1 and 3.7.2, we

can make two main conclusions:

1. The surge current induced by regulation down load resources can have severe adverse

effect on the protection system, and thus the reliability of distribution networks.

2. One can mitigate such adverse effect by adding sufficiently large and randomly chosen

intentional delays to the response time of the regulation down load resources.
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Figure 3.7: Dynamic response of relay, in terms of total current and disk position, to a
regulation down surge current: (a) and (b) are for the case without added random delay;
(c) and (d) are for the case with added random delay.

While the second item above is good news, it immediately raises the concern

on whether adding intentional delays can have adverse effect on the performance of the

regulation down service. Note that, adding intentional delays has been used previously

used in other contexts in power systems, e.g., in smart meters at the time of restoring power

after a regional service disconnection or blackout. But what is different here is the potential

adverse impact that intentional delays may cause on the performance of regulation down

service. Note that, if this “solution” ends up jeopardizing regulation down performance

then it defeats the purpose of offering regulation down service by load resources.

The key to understand and characterize the above trade-off is to reexamine the

results in Fig. 3.3 in Section 3.5.2. Accordingly, one may now ask the following two

fundamental questions:

1. How much random delay shall we add to the response time of load resources such
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that, while we reshape their aggregate surge current to avoid jeopardizing reliability,

we also do not postpone their settling down time to the extent that it jeopardizes

their regulation down service?

2. Does there always exist a safe choice for the amount of the added random intentional

delays in order to satisfy the requirements in the first question above?

One can answer the above questions using the curves in Fig. 3.8, where we plot

the tripping probability and the error in regulation service. The latter is defined in Section

3.4. Both curves are plotted versus the delay in the response time of load resources. First,

consider Fig. 3.8(a), where performance accuracy is calculated once every two seconds, as

in the case of fast resources in PJM. Here, any choice of delay would inevitably degrade

either reliability or efficiency. Next, consider Fig. 3.8(b), where performance accuracy is

calculated once every four seconds, as in CAISO. Here, there is a safe region for the choice

of delays, without degrading reliability or efficiency.

The curves in Fig. 3.8 depend on the features of the under-study feeder as well

as the type, size, and number of load resources. For example, while the current 20-25%

load participation rate in Fig. 3.8(b) is manageable as long as the delays are set properly,

increasing the participation rate can reduce or even eliminate the safe region, as shown in

Fig. 3.8(c).

Ultimately, one needs to obtain the curves such as those in Fig. 3.8(c) for every

feeder with large amount of load resources before trying to integrate those load resources

into regulation market. One will have to properly limit the participation rate in each feeder,

because above a certain level even a carefully selected delay mechanism cannot break the
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Figure 3.8: Tripping probability versus error in regulation service, both in terms of increa-
sing the delay in response time of load resources: (a) Regulation performance is calculated
at 2 sec and 20-25% of loads offer regulation down service; (b) Regulation performance
is calculated at 4 sec and 20-25% of loads offer regulation down service; (c) Regulation
performance is calculated at 2 see and different percentages of loads offer regulation down
service.

tradeoff between distribution grid reliability and regulation market efficiency.

3.8 Conclusions

This study takes the first steps in analyzing the reliability of power distribution

systems in presence of regulation down load resources. Using the parameters of a distribu-

tion feeder in Riverside, CA, together with experimental micro-PMU data from the same

distribution feeder, and also by taking into account the current surge signatures of practical

regulation-eligible load types, the characteristics of practical distribution-level protection

devices, both on the main feeder and its laterals, and the impact of delay, e.g., due to

sensing, communications, and load response, we showed that it is possible to jeopardize
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distribution grid reliability if several regulation down load resources are on the same feeder.

Moreover, we developed a data-driven method to evaluate the trade-off between distribution

grid reliability and regulation market efficiency. We showed under what conditions one may

or may not break such trade-off by adding properly setup intentional random delays to the

response time of the regulation down load resources. The results in this study could be of

value to utilities, aggregators, and system operators.
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Chapter 4

Static Load Modeling

4.1 Introduction

Accurate load modeling is necessary for power system operation, control, and

planning [82,83]. Load modeling has applications in demand response [84], DERs manage-

ment [85], Volt-VAR control [86], voltage stability [87], and optimal power flow [88]. The ex-

isting load modeling methods in the power systems literature can be classified into two main

categories [83]: component-based methods and measurement-based methods. Component-

based methods make use of a-priori information or statistical assumptions on customer

appliances and other load devices. In contrast, measurement-based methods use field me-

asurements to learn and update the load model parameters in real-time. A recent CIGRE

report in [83] has found that the majority of the utilities that were surveyed across 50

countries use measurement-based methods to estimate the parameters of their load models.

Measurement-based load modeling methods can be further classified into three

broad categories: static load modeling, c.f., [88–93], composite load modeling, which is
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a combination of static load modeling and dynamic load modeling, c.f., [94–103], and

component-based load modeling, c.f., [104–107]. Our focus in this study is on the first

group; which is commonly used to estimate the parameters of the ZIP load model.

When it comes to modeling loads at distribution-level and based on measurements

at feeder-head, the common approach in the literature is to obtain a ZIP model for the ag-

gregate load of the distribution feeder. A feeder-aggregated load model provides sufficient

information to conduct most practical upper-level analysis at sub-transmission and trans-

mission systems. However, there is still a gap in the literature to model the individual loads

at each medium to low voltage load transformer. We seek to address this open problem in

this study.

Our focus here is not on the trivial case where a measurement network such as

a network of smart meters is available across the distribution feeder; because in that case

the individual loads are monitored rather directly. We are instead interested in achieving

individual load models by making use of limited measurements, mainly those at the feeder-

head at the substation; thus to support the many utilities that are not yet equipped with a

complete network of smart meters.

4.2 Related Works

There exists a rich literature on measurement-based load modeling methods that,

similar to the study in chapter, make use of the measurements at feeder-head to estimate

the parameters of the load model. In [88], an approximate representation of the ZIP mo-

del is proposed using semidefinite programming (SDP) relaxation of the optimal power
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flow (OPF) problem. In [89], a multi-state load model is developed for distribution sy-

stem analysis. In [90], a measurement-based method is developed to estimate polynomial

as well as exponential load models. In [91, 92], a measurement-based load model is de-

veloped for voltage stability analysis. In [93–95], a measurement-based feeder-aggregated

load model is developed by using data from phasor measurements units (PMUs). In [96],

a measurement-based load model is obtained using a multi-curve identification technique.

In [97], measurement-based load modeling is done based on sensitivity analysis. In [98],

a measurement-based per-phase load model is developed under unbalanced disturbances.

Also, different methods are proposed in [99–103] to estimate composite load model para-

meters, while the static terms are mostly considered as feeder-head aggregate load model.

Despite the differences in methodologies and applications, the above studies on

feeder-aggregated load models make use of a fundamental but similar Circuit Theory con-

cept to analyze the feeder-head measurements during the voltage events that occur at the

up-stream of the understudy distribution feeder at the sub-transmission or transmission

networks, c.f. [88–103].

4.3 Motivations and Contributions

There are three limitations in measurements-based methods that rely on up-stream

voltage events as the main enabler for load modeling. First, major up-stream voltage

events may not occur frequently; therefore, online load modeling may not be possible for

several hours until one such event occurs. Second, at every occurrence of an up-stream

voltage event, there is practically a different combination of the individual loads across the
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distribution feeder that are switched on; therefore, the measurements obtained from different

up-stream voltage events represent different snapshots of the understudy distribution feeder;

thus, such measurements may not be directly comparable even for the purpose of modeling

the aggregate feeder load. Third, the aggregate load models are often not useful to conduct

distribution-level analysis, such as to study the impact of DERs or issues related to power

quality across distribution feeders. An individual load model is needed in these cases.

This study proposes a novel method for individual load modeling in power distri-

bution systems. The main technical contributions in this use-case can be summarized as

follows:

1. Instead of or in addition to using up-stream voltage events as the enabler for load

modeling, which is commonly used in the literature such as in [88–93], we make use

of load switching events across the distribution feeder itself. In principle, once a load

is switched, the switching event changes the voltage in the rest of the loads, which

causes variation in their active power and reactive power usage; thus allowing us to

estimate load parameters of the rest of the individual loads.

2. The proposed method can estimate load modeling parameters of individual loads

using measurements only at the feeder-head, i.e., at the distribution substation. No

measurement is needed at individual loads.

3. We provide a theoretical foundation to determine the conditions on the extent of

measurements needed to successfully achieve the individual load models.

4. The proposed individual load modeling can be done sequentially to obtain the load
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models for a subset of loads as more measurements become gradually available. Mo-

reover, we proposed a variation of our method by using a forgetting factor so as to

support estimating the parameters for time-varying individual loads.

5. By solving a non-liner least-squares problem, it is shown that the proposed metho-

dology can be extended to utilize different types of redundancy in measurements in

order to improve load modeling accuracy and robustness.

6. We develop a residue-based bad data detection and identification method to identify

and drop load configuration measurements with erroneous switching status; thus to

ensure the accuracy of the load models. This also helps with the cases with imperfect

knowledge of line impedances, switch statuses, and other system parameters.

4.4 Problem Statement

Consider a distribution feeder with n ≥ 2 buses. For now, and for the simplicity

of discussion, suppose the distribution network does not have any lateral, as shown in

Fig. 4.1(a). The case for distribution feeders with laterals is discussed in Section 4.6.3.

Depending on which individual loads are turned on and which individual loads are turned

off, there can be a total of 2n−1 possible load configurations, excluding the no load situation.

As time goes by, a variety of load configurations occur, changing the voltage and power that

are measured at the feeder-head. The measuring can be done, for example, by using micro-

PMU. The measurements corresponding to a total of 10 load configurations are shown in

Fig. 4.1(b), indexed as k = 1, . . . , 10. The corresponding load configurations are denoted by

m1, . . . ,m10, which take numbers between 1 to 26−1 = 63; because n = 6 for the network in
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Figure 4.1: An example distribution feeder: (a) the single line diagram of the feeder; (b)
the total load that is measured at the feeder head.

this example. Each individual load can be an arbitrary combination of constant impedance,

constant current, and constant power load components. The complex power that is drawn

by the load at bus i under load configuration mk is denoted by Sl,mk
i . In this chapter, we

seek to answer the following question: Can we model each of the n individual loads in Fig.

4.1(a) by studying a sequence of measurements at the feeder-head in Fig. 4.1(b)?

Of course, there exist some special cases for which the above problem is somewhat

trivial. For example, if at a load configuration, there is only a single load that is turned on

and all other loads are turned off, then modeling that single load is relatively easy, because

what is being monitored at the feeder head is the single load itself plus the power loss

on distribution lines. However, beyond such relatively trivial special cases, answering the

above question can be challenging.
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Unlike in the literature, e.g., in [93–98], where load modeling is done only at the

very few instances where there is a major step change in the upstream voltage, load modeling

in this study is done much more frequently, once every time that there is a load switching

anywhere across the feeder itself. Moreover, while the studies in [93–98] are concerned with

modeling the entire feeder as an aggregate load, this study is concerned with modeling the

individual loads on the feeder.

4.5 Load Modeling Method

4.5.1 The First Set of Equations: Circuit Model

For a given k, consider the measurements that are obtained at the feeder-head

during load configuration mk. According to the law of complex power conservation, we

have:

Smk
=

n∑
i=1

(
Sl,mk
i SWmk

i

)
+

n∑
j=1

Zj

∣∣∣∣ n∑
d=j

(Sl,mk
d

V mk
d

)∗
SWmk

d

∣∣∣∣2,
(4.1)

where the first term is the total load, and the second term is the total loss. Binary variable

SWmk
i is one if the individual load i is turned on during load configuration mk; and zero

otherwise. Note that, we could define a notation for current and replace (4.1) with an

equation based on the Kirchhoff’s Current Law (KCL). However, in this chapter, we present

the circuit model only in terms of complex power and voltage phasor.

Next, we write the Kirchhoff’s Voltage Law (KVL) for the circuit in Fig. 4.1(a).

Any loop can be used for this purpose. In fact, there are n(n + 1)/2 loops in this circuit
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that can be used to write the KVL equations. However, as proved by using Graph Theory

in [108, 109], one can write only n independent KVL equations in this circuit. This can be

achieved by writing the KVL equations for the n loops between the substation and every

node i = 1, · · · , n, as shown below:

V mk
i = Vmk

−
i∑

j=1

Zj

( n∑
d=j

(Sl,mk
d

V mk
d

)∗
SWmk

d

)
. (4.2)

Together, the n + 1 independent complex nonlinear equations in (4.1) and (4.2)

provide the model for the circuit. The complex power Smk
and the voltage phasor Vmk

,

which are measured at the feeder-head, as well as the lines impedances Zj for j = 1, . . . , i,

are the known parameters in these equations. In contrast, the individual load complex power

Sl,mk
i and the individual node voltage phasor V mk

i are the unknowns to be determined for

all i = 1, . . . n. For any load configuration mk, the number of unknowns can be counted as:

n+
n∑
i=1

SWmk
i , (4.3)

where the first term counts V mk
i for every node i = 1, . . . , n; and the second term counts

Sl,mk
i for every load i that is turned on under load configuration mk, for which SWmk

i = 1.

For every load configuration mk, the system of non-linear equations in (4.1) and

(4.2) can have a solution only if one single load is switched on, in which case the summation

in the second term in (4.3) is one. In all other cases, the system of nonlinear equations in

(4.1) and (4.2) is under-determined.

Suppose more load configurations occur as time goes by. This will provide new
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equations and also introduce new unknowns. Suppose the measurements are available for c

distinct load configurations. The following upper bound always holds:

c ≤ min{ξ, 2n − 1}. (4.4)

In Fig. 4.1(b), we have ξ = 10 but c = 9; because load configurations m2 and m5 are the

same.

Given the measurements at the feeder-head for c distinct load configurations, the

number of unknowns becomes:

Number of Unknowns = c× n+
c∑

k=1

n∑
i=1

SWmk
i , (4.5)

and the number of independent equations increases to:

Number of Equations = c× (n+ 1). (4.6)

The first term in (4.5) counts voltage phasor V mk
i in every node i = 1, . . . , n and each of

the c distinct load configurations k = 1, . . . , c. The second term in (4.5) counts complex

power Sl,mk
i for every load i = 1, . . . , n that is turned on under load configuration mk for

each of the c distinct load configurations.

The system of non-linear equations in (4.1) and (4.2) for c distinct load configu-

rations can have a solution only if a single load is switched on in every load configuration
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k. This occurs only if the following inequality holds:

c∑
k=1

n∑
i=1

SWmk
i ≤ c. (4.7)

In that case, the total number of unknowns in (4.1) and (4.2) would be less than or equal

to the total number of independent equations in (4.1) and (4.2). In all other cases, we

lack sufficient independent equations. This can potentially be resolved by deriving new

equations from load models, as we discuss next.

4.5.2 The Second Set of Equations: Load Model

Any load with any combination of active and reactive power consumption can be

expressed in the generic form of a ZIP load [83]. Specifically, for any two distinct load

configurations mk and mh, the complex power consumption at the individual load at bus i

can be modeled as:

Sl,mk
i = P l,mh

i

(
|V mk
i |
|V mh
i |

)npi

+ jQl,mh
i

(
|V mk
i |
|V mh
i |

)nqi

. (4.8)

If np = 0, 1, 2, then the active power component of the load is constant power, constant

current, and constant impedance, respectively. For all other values of np, the active power

component is a combination of these three load elements. The reactive power component

can be defined similarly using nq.

Note that, for each individual load i, one can construct the load model in (4.8)

only if there do exist at least two load configurations mk and mh in which load i is turned
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on. In other words, we cannot introduce the load model in (4.8) for individual load i unless

the following inequality holds:
c∑

k=1

SWmk
i ≥ 2. (4.9)

Thus, unless we state otherwise, we assume that the above condition holds for all loads

i = 1, . . . , n. The special case when (4.9) does not hold will be discussed in Section 4.6.2.

The load models of the form in (4.8) can provide additional equations that can be

combined with the equations in (4.1) and (4.2) to obtain the unknowns that we identified

in (4.5). However, the load equations in (4.8) also introduce new unknowns, because npi

and nqi for buses i = 1, . . . , n, are not known. Therefore, the number of new unknowns

becomes:

Number of Unknowns = n. (4.10)

Here we count np + jnq as one unknown complex number.

Next, we need to identify how many of the new equations in the form of (4.8) are

independent ; and thus useful for identifying the unknown individual loads in our system.

This matter is addressed in a Theorem as presented below.

Theorem 1. Given c distinct load configurations, the number of independent

complex equations in the form of (4.8) is:

Number of Equations =
n∑
i=1

c∑
k=1

SWmk
i − n. (4.11)
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Proof: For each individual load i, let us define:

ci =
c∑

k=1

SWmk
i . (4.12)

One can write a load model equation of the form in (4.8) for any two distinct load confi-

gurations mk and mh. Therefore, the total number of load model equations of the form in

(4.8) that we can write for each individual load i is:

(
ci
2

)
=

1

2
ci × (ci − 1). (4.13)

However, these many equations are not independent; because the expression in (4.8) pre-

serves transitive relation [110]. For instance, for a given individual load i, suppose we have

ci = 3. That is, suppose load i is turned on in three load configurations mk, mh, and mg.

From (4.8), we have:

P l,mk
i + jQl,mk

i = P l,mh
i

(
|V mk
i |
|V mh
i |

)npi

+ jQl,mh
i

(
|V mk
i |
|V mh
i |

)nqi

, (4.14)

P l,mk
i + jQl,mk

i = P
l,mg

i

(
|V mk
i |
|V mg

i |

)npi

+ jQ
l,mg

i

(
|V mk
i |
|V mg

i |

)nqi

, (4.15)

P l,mh
i + jQl,mh

i = P
l,mg

i

(
|V mh
i |
|V mg

i |

)npi

+ jQ
l,mg

i

(
|V mh
i |
|V mg

i |

)nqi

, (4.16)

However, the above equations are not independent due to their transitive relationship. Any

one of the three equations in (4.14)-(4.16) can be obtained by applying proper non-linear

operators to the other two equations. For instance, we can obtain (4.16) by dividing the real
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and the imaginary parts of (4.14) by the real and the imaginary parts of (4.15), respectively,

as shown below:
P l,mk
i

P l,mk
i

=
P l,mh
i

P
l,mg

i

×
[(
|V mk
i |
|V mh
i |

)npi

/

(
|V mk
i |
|V mg

i |

)npi
]

⇒ P l,mh
i = P

l,mg

i

(
|V mh
i |
|V mg

i |

)npi

.

(4.17)

The calculation for the imaginary part is similar and omitted for brevity. The above tran-

sitive relationship for the system of nonlinear equations in (4.8) is the generalization of the

concept of linear dependency in system of linear equations.

In order to obtain the largest subset of independent load equations from the total

number of equations in (4.13), first, for each individual load i, we consider one of the

load configurations as the reference configuration. Next, we write ci − 1 different load

equations of the form in (4.8) based on the reference configuration together with each

of the ci − 1 remaining load configurations. All such ci − 1 load configurations are, by-

construction, independent. Once we repeat this procedure for all n loads, we can obtain

several independent load equations, at a total number equal to the one in (4.11). �

4.5.3 Combining Circuit Model and Load Model

Suppose we have collected the measurements at the feeder head under c distinct

load configurations. Also, suppose we combine the Circuit Model in Section 4.5.1 and the

Load Model in Section 4.5.2. We propose Algorithm 1 to obtain the individual loads model.

This algorithm can be used as long as enough load configuration measurements are available.

This raises the following question: What is the smallest c, denoted by cmin, in order to solve

the system of nonlinear equations in (4.6) and (4.11) to obtain the set of unknowns in (4.5)
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and (4.10)? This question is answered in a Theorem as presented below.

Theorem 2. Suppose the inequality in (4.9) holds for all loads i = 1, . . . , n, where

n > 2. The minimum number of distinct load configurations in order to solve the system of

equations in (4.6) and (4.11) to obtain the unknowns in (4.5) and (4.10) is:

cmin = 2 n. (4.18)

Proof: We need the number of unknowns to be less than or equal to the number

of independent equations. From (4.6), (4.11), (4.5), and (4.10), this can be expressed as the

following inequality:

n× c+

n∑
i=1

c∑
k=1

SWmk
i + n

≤ c×
(
n+ 1

)
+

n∑
i=1

c∑
k=1

SWmk
i − n.

(4.19)

Once we cancel out the common terms on both sides and reorder the rest of the terms, we

can express the above inequality as c ≥ 2n. Therefore, cmin = 2n. �

Recall from Section 4.4 that our goal is to model each of the n individual loads in

Fig. 4.1(a) by studying the sequence of measurements in Fig. 4.1(b). Theorem 2 indicates

how far in the sequence of measurements we must go before we can obtain the load models.

From Theorem 2, any arbitrary but distinct 2n load configurations that satisfy (4.9) for all

n loads can be used in Algorithm 1 to obtain the unknowns and model the loads.

There are several algorithms available in the literature to solve a system of non-

linear equations [111,112]. In this study, we use the Levenberg-Marquardt algorithm, which

is iterative and commonly used in curve-fitting problems [112]. The initial guess for all
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unknown parameters in both circuit model and load model are set to 1 per-unit.

Note that, the unknowns that are of interest in this study are npi and nqi . The

other unknowns, i.e., V mk
i and Sl,mk

i , act as auxiliary variables to help us identify npi and

nqi .

Algorithm 1 Individual Load Modeling

Step 1: Obtain the Circuit Model
for each load configuration mk do

Apply law of complex power conservation → (1)
Apply KVL between substation and every node i →
(2)

end for
Step 2: Obtain the Load Model
for every node i do

Calculate complex power consumption → (8)
end for
Step 3: Solve the system of equations in (1), (2), and
(8)
return Solutions

4.6 Remarks and Extensions

In this section, we discuss some additional aspects of the proposed load modeling

method, including some extensions.

4.6.1 Redundant Load Configurations

Recall from Section 4.4 that there exist 2n−1 possible distinct load configurations

for an n-bus system. From Theorem 2, as few as 2n of them is sufficient to solve the load

modeling problem. But what if we continue collecting new distinct load configurations

beyond cmin? What can we do with the remaining 2n− 1− 2n distinct load configurations?

Furthermore, is there any benefit to also look into the duplicate load configuration events?
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For example, recall that load configuration m5 was the duplicate of load configuration m2

in Fig. 4.1(b). Finally, can we also make use of the upstream voltage events? Note that, so

far, we did not use such measurements.

To address the above questions, we collectively refer to the following items as

redundant load configurations:

• Any additional distinct load configuration for c > cmin;

• Any duplicate of an existing load configuration;

• Any major upstream voltage event.

We are interested in using the above redundant configurations to enhance load modeling

accuracy in presence of errors in measurements. Note that, the above redundant additional

and duplicate load configurations both introduce new unknowns in the Circuit Model, but

they do not change the number of unknowns in the Load Model.

It is not difficult to construct the new equations and identify the new unknowns

similar to (4.6)(4.11) and (4.5)(4.10). The details are omitted due to space limitation. Let

F (Vmk
, Smk

, V mk
i , Sl,mk

i , ns) = 0 denote the resulting system of equations. We can obtain

the individual load parameters by solving the following non-linear least-squares problem:

minimize
V

mk
i ,S

l,mk
i ,ns

∥∥∥F (Vmk
, Smk

, V mk
i , Sl,mk

i , ns)
∥∥∥

2
. (4.20)

Again we can use a variation of the Levenberg-Marquardt algorithm, called the damped

least-squares algorithm, to solve the problem in (4.20). As in Section 4.5.3, our ultimate

goal here is to obtain the values of npi and nqi for all n loads. The difference compared to
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Section 4.5.3 is that we now have more equations and more auxiliary variables. Of course, if

the redundant equations are removed and if there is no error in measurements, then solving

problem (4.20) reduces to solving a system of nonlinear equations, just like in Section 4.5.3.

4.6.2 Sequential Load Modeling

What if the inequality in (4.9) does not hold for all n individual loads? Let us

define:

n̂ =

n∑
i=1

I

(
c∑

k=1

SWmk
i ≥ 2

)
, (4.21)

where I(·) is a 0-1 indicator function. Here, n̂ ≤ n denotes the number of individual loads

that do satisfy the inequality in (4.9). Let us also define ĉ as a subset of c distinct load

configurations in which all individual loads that are turned on do satisfy the inequality in

(4.9). Of course, we have ĉ ≤ c. We can now apply Theorem 2 to n̂ and ĉ and similarly

achieve ĉmin = 2n̂.

The above analysis can lead to developing a sequential load modeling approach,

as shown in Algorithm 2. As time goes by, a variety of load configurations occur. Our

algorithm must wait until such time that there exists an n̂ > 2 and ĉ = 2n̂. It can then

obtain the model for the n̂ loads. As measurements from more load configurations become

available, Algorithm 2 gradually and sequentially models all individual loads across the

feeder.
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Algorithm 2 Sequential Load Modeling

while there is a new load configuration measurement do
Consider ĉ load configurations measured so far.
Set n̂ according to (21).
if Theorem 2 is satisfied for ĉ and n̂ then

Run Algorithm 1 for ĉ and n̂
return Solutions

end if
end while

4.6.3 Distribution Feeder with Laterals

The feeder in Fig. 4.1(a) does not have any lateral. However, in practice, most

distribution feeders do have laterals. In order to incorporate laterals in our model, we need

to revise and replace the Circuit Model in (4.1) and (4.2) with

Smk
=

n∑
i=1

(
Sl,mk
i SWmk

i

)
+

n∑
j=1

Zj

∣∣∣∣ n∑
d=j

(Sl,mk
d

V mk
d

)∗
SWmk

d eTj Bed

∣∣∣∣2,
(4.22)

V mk
i = Vmk

−
i∑

j=1

Zje
T
j Bei

( n∑
d=j

(Sl,mk
d

V mk
d

)∗
SWmk

d eTj Bed

)
,

(4.23)

where B is the bus-injection to branch-flow matrix [113], ei is the canonical basis of Rn,

and eTi Bej is 1 if the power injection of bus j flows on branch i, and zero otherwise. An

example to construct matrix B is given in Section 4.7-A.
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4.6.4 Imperfect Knowledge of Load Switching Status

So far, we have assumed that the switching status SWmk
i of the individual loads

is already known in each measured load configuration mk. This can be achieved by using

the existing methods that are designed to identify load switching on distribution networks.

For example, in [5], the location of each load switching event along the distribution feeder is

identified by applying the Compensation Theorem from Circuit Theory to the measurements

that are available at the feeder-head and at the feeder-tail. No measurement is needed at

individual loads.

We do recognize that, in practice, the methods such as the one in [5] are not

entirely precise. As a result, our knowledge of the load switching status is imperfect and

may carry errors. However, this issue can be resolved by the use of the redundant load

configurations that we proposed in Section 4.6.1. Specifically, the use of redundant load

configurations allows us to conduct bad data detection in order to identify and drop load

configurations with erroneous switching status.

Let r denote the residue vector for function F (·) in the least-squares problem in

(4.20). Using the Chi-squares test [114], we detect erroneous load configurations if:

I
(
rT r > χ2

v,α

)
= 1, (4.24)

where χ2
v,α is the Chi-square distribution function corresponding to a detection confidence

level with probability α, and with v = ξ − 2n degrees of freedom in solving problem (4.20)

due to having ξ−2n redundant equations. Once the existence of an erroneous switch status

is detected using the Chi-square test, we next apply the largest normalized residual (LNR)
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test to identify such erroneous load configurations and drop them from the analysis to assure

accurate and robust load modeling.

4.6.5 Time-Varying Load Modeling

In practice, the parameters of the load models may change over time. In order

to track time-varying load modeling parameters, we propose to apply forgetting factors to

load configurations as well as using the Chi-squares test and the LNR test as in Section

4.6.4. Specifically, suppose the measurements corresponding to c load configurations are

available, where c > cmin and v = ξ − 2n is the number of redundant configurations. We

define the forgetting factors as follows:

β(k) =


λv−k+1 k = 1, . . . , v

1 k = v + 1, . . . , 2n

(4.25)

where 0 < λ ≤ 1. We use β(k) as the weight corresponding to equation number k in the non-

linear least-squares problem in (20). This allows us to estimate the load model parameters

based on the most updated load configurations. Similar to the bad data detection method

that we used in Section 4.6.4 to detect error in load switching status, here, we use the

Chi-squares test and the LNR test in order to detect, identify, and drop load configurations

that impose error to the aforementioned weighted non-linear least-square problem. As a

result, whenever a load changes, the first few subsequent load configuration measurements

are dropped until the available load configuration measurements are sufficient to achieve an

accurate load modeling result with low and consistent residues.
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4.6.6 The Use of Multiple Sensors

The methodology that is proposed in this study is intended to allow individual load

modeling by making use of measurements from as few as only a single sensor that is installed

at the feeder head. Furthermore, in principle, the proposed methodology is applicable to

any distribution feeder with an arbitrary number of nodes and laterals. Nevertheless, as

the number of nodes increases, one may start facing numerical issues in order to solve

the formulated nonlinear system of equations due to its size. Therefore, when it comes

to long distribution feeders with a large number of nodes, such as the case of the IEEE

123-bus test system in Section 4.7.9, one needs to start installing additional sensors. This

can be done by simply installing the additional sensors at the head of the long laterals.

Importantly, the methodology that is needed to solve the load modeling problem remains

the same. On one hand, each lateral whose aggregate load is measured at its head, can

be seen as an independent load modeling problem, whose individual loads can be modeled

using Algorithms 1 and 2. On the other hand, the measured aggregate load of such laterals

can be used as known parameters when it comes to solving the combined circuit models

and load models for the rest of the feeder, again using Algorithms 1 and 2. This essentially

breaks down the load modeling problem into smaller problems of the same type.

4.7 Case Study and Results

All the case studies in this section are done in PSCAD [115] to construct the

distribution feeder and all load configurations.
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Figure 4.2: Single-line diagram of the feeder in the two basic test cases in Section 4.7.1.
Case I does not include the lateral. Case II does include the lateral.

4.7.1 Basic Results With and Without Laterals

This section investigates the effectiveness of the proposed method based on using

the sufficient number of load configurations as presented in Theorem 2. To do so, we apply

the proposed method to two cases as defined in Fig. 4.2:

• Case I: Feeder without no lateral;

• Case II: Feeder with lateral.

Both cases are shown in Fig. 4.2. The load model parameters are considered based on

the experimental studies in [116, 117]. For example, the load in bus 1 is a combination of

residential appliances, including coffee maker, LED and tungsten lights, and LCD television,

as described in [116]. Recall from Section 4.4 that there are 24−1 and 26−1 possible distinct

load configurations in Case I and Case II, respectively. From Theorem 2, the individual load
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Table 4.1: Load configurations for Case I in Section 4.2.

Configuration SW1 SW2 SW3 SW4 Time

m1 1 0 0 0 [0 , t1]

m2 0 1 1 0 [t1 , t2]

m3 0 1 0 1 [t2 , t3]

m4 0 0 1 1 [t3 , t4]

m5 1 1 1 0 [t4 , t5]

m6 1 1 0 1 [t5 , t6]

m7 1 0 1 1 [t6 , t7]

m8 1 1 1 1 [t7 , t8]

Table 4.2: Load configurations for Case II in Section 4.2.

Configuration SW1 SW2 SW3 SW4 SW5 SW6 Time

m1 1 0 0 1 0 0 [0 , t1]

m2 1 0 0 1 0 1 [t1 , t2]

m3 1 1 0 0 1 0 [t2 , t3]

m4 0 0 1 1 0 1 [t3 , t4]

m5 0 1 1 1 0 1 [t4 , t5]

m6 1 1 0 0 1 1 [t5 , t6]

m7 0 1 1 0 1 1 [t6 , t7]

m8 1 0 1 1 1 0 [t7 , t8]

m9 0 1 1 1 1 1 [t8 , t9]

m10 1 1 1 0 1 1 [t9 , t10]

m11 1 1 1 1 1 0 [t10 , t11]

m12 1 1 1 1 1 1 [t11 , t12]

models for Case I and Case II can be obtained from any 8 and 12 distinct load configurations,

that hold (4.9), respectively. The examples are given in Tables 4.1 and 4.2, respectively.

The resulting feeder-head measurements are shown in Figs. 4.3 and 4.4 for Case I and Case

II, respectively.

For Case I, the Circuit Model includes 40 equations and 52 unknowns, see (4.5)

and (4.6). The Load Model adds 16 additional equations and 4 new unknowns, see (4.10)

and (4.11). Thus, the combined system of nonlinear equations has 56 equations and 56
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Figure 4.3: Feeder-head measurement parameters for Case I: (a) voltage magnitude; (b)
voltage angle; (c) active power; (d) reactive power.

unknowns. For Case II, the total number of equations is 126 and the total number of

unknowns is also 126. Matrix B for Case II in Fig. 4.2 is obtained as:

B =



1 1 1 1 1 1

0 1 1 1 1 1

0 0 1 1 0 0

0 0 0 1 0 0

0 0 0 0 1 1

0 0 0 0 0 1



. (4.26)

Figs. 4.5(a) and (b) shows the true and the estimated individual load models for

Case I and Case II, respectively. We can see that the proposed method works well on both
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Figure 4.4: Feeder-head measurement parameters for Case II: (a) voltage magnitude; (b)
voltage angle; (c) active power; (d) reactive power.

distribution feeders with or without laterals. The error in individual load modeling is less

than 0.01% for both Case I and Case II.

Figs. 4.6(a) and (b) show the true and estimated voltage phasors for Case I and

Case II, respectively. The proposed method can also estimate auxiliary variables by 0.01%

error. Similar results are obtained in estimating active and reactive power consumption,

that are omitted due to brevity.

4.7.2 Performance Comparison

Before we get into the details in this section, we must emphasize that, to the

best of our knowledge, this use-case is the first study that provides individual load model

parameters using feeder-head measurements. Therefore, we cannot compare the individual
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Figure 4.6: True and estimated voltage phasor for: (a) Case I; (b) Case II.

load modeling method in this study with another individual load modeling method. But

what we can do, is to aggregate the individual load models that we obtain here, and then

compare the result with the result of applying the feeder-aggregated load modeling methods

in the literature, such as in [88–93]. The test setup to conduct such performance comparison

is similar to Case II in Section 4.7.1. A total of 15 load configurations are considered, as

given in Table 4.3, out of which three cases are caused by upstream voltage events. They

are denoted by m3, m7, and m12. The remaining 12 cases are distinct load configurations.

The results are shown in Figs. 4.7(a) and (b) with respect to the feeder-aggregated

load parameters np and nq, respectively. Here, comparison is done with the method in [90].
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Table 4.3: Load configurations for Case II in Section 4.7.2.

Configuration V(pu) SW1 SW2 SW3 SW4 SW5 SW6 Time

m1 1.00 1 0 0 1 0 0 [0 , t1]

m2 1.00 1 0 0 1 0 1 [t1 , t2]

m3 0.95 1 0 0 1 0 1 [t2 , t3]

m4 0.95 1 1 0 0 1 0 [t3 , t4]

m5 0.95 0 0 1 1 0 1 [t4 , t5]

m6 0.95 0 1 1 1 0 1 [t5 , t6]

m7 1.00 0 1 1 1 0 1 [t6 , t7]

m8 1.00 1 1 0 0 1 1 [t7 , t8]

m9 1.00 0 1 1 0 1 1 [t8 , t9]

m10 1.00 1 0 1 1 1 0 [t9 , t10]

m11 1.00 0 1 1 1 1 1 [t10 , t11]

m12 1.05 0 1 1 1 1 1 [t11 , t12]

m13 1.05 1 1 1 0 1 1 [t12 , t13]

m14 1.05 1 1 1 1 1 0 [t13 , t14]

m15 1.05 1 1 1 1 1 1 [t14 , t15]

We can make three key observations. First, one can use the feeder-aggregated load modeling

method in [90] no sooner than time t2, because time t2 is the first time in this case study that

an upstream voltage event occurs. In contrast, the method that is proposed in this study

can be used as early as time t1, i.e., even before an upstream voltage event occurs. Second,

as time goes by, the feeder-aggregated model using the method in [90] is not updated,

except at time t6 and time t11, i.e., when the second and the third upstream voltage events

occur, respectively. In contrast, the method that is proposed in this study is updated much

more frequently. Finally, and most importantly, we can see that every time that the feeder-

aggregated model is updated using the methods in [90], it matches the aggregated model

that is obtained based on the method in this study.

All in all, we can conclude that the method in this chapter is equally good compa-

red to the methods in the literature as far as feeder-aggregated load modeling is concerned

whenever an upstream voltage event occurs; with an added advantage that it can update
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Figure 4.7: Performance comparison with literature in terms of feeder-aggregated load mo-
deling: (a) load model voltage exponents for active power; (b) load model voltage exponents
for reactive power.

such feeder-aggregated model more frequently. Of course, our method also provides indivi-

dual load models, which is the primary goal of this study.

4.7.3 Tackling Errors in Measurements

In practice, sensors, such as micro-PMUs, may not be precise, mostly due to errors

in CTs and PTs. Several methods have been introduced in the literature to improve data

quality in synchrophasors, c.f., [118,119]. In this section, we assume that the measurments

for load modeling applications still include some levels of error. Monte Carlo method is used

to generate different scenarios for different levels of error in feeder-head measurements. The

test setup is similar to Case II in Section 4.7.1. However, this time, we also consider 12

redundant load configurations of all three types, as in Table 4.4. These scenarios are in
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Table 4.4: Redundant load configurations for case study in Section 4.7.3.

Configuration SW1 SW2 SW3 SW4 SW5 SW6 Time

m13 Additional 1 0 1 0 0 0 [t12 , t13]

m14 Additional 0 0 1 0 0 1 [t13 , t14]

m15 Additional 0 1 1 0 1 0 [t14 , t15]

m16 Additional 1 1 0 1 0 0 [t15 , t16]

m17 Additional 1 1 0 1 1 0 [t16 , t17]

m18 Additional 0 0 1 1 1 1 [t17 , t18]

m19 Additional 1 0 1 1 1 1 [t18 , t19]

m20 Additional 1 1 0 1 1 1 [t19 , t20]

m21 Duplicate 1 0 1 1 1 0 [t20 , t21]

m22 Duplicate 0 1 1 1 1 1 [t21 , t22]

m23 Upstream 1 1 1 0 1 1 [t22 , t23]

m24 Upstream 1 1 1 1 1 1 [t23 , t24]

Table 4.5: Load modeling estimation error in percentage considering error in complex power
measurement in feeder-head.

Error 0.5% 1.0% 1.5% 2.0% 2.5% 3.0%

np 0.2317 0.4532 0.6446 0.8260 1.0638 1.2589

nq 0.6991 1.3915 2.1482 2.5407 3.4625 4.0320

addition to the 12 load configurations in Table 4.2. The upstream events are 1.05 per

unit step-up in feeder-head caused by an upstream voltage regulator. The total number of

equations is 258 and the total number of unknowns is 246. Thus, the degrees of freedom in

redundant measurements is v = 258− 246 = 12.

Fig. 4.8 shows the feeder-head measurements for all the 24 load configurations in

Tables 4.2 and 4.4. Problem (4.20) is solved to obtain individual load parameters. Tables

4.5 and 4.6 show the load modeling error in percentage considering different error levels in

the feeder-head complex power measurement and voltage measurement, respectively. We

see that, even in the presence of errors in measurements, the results demonstrate an overall

satisfactory performance in load model estimation.
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Figure 4.8: Feeder-head measurements for the test case in Section 4.7.3: (a) voltage mag-
nitude; (b) voltage angle; (c) active power; (d) reactive power.

Table 4.6: Load modeling estimation error in percentage considering error in voltage mea-
surement in feeder-head.

Error 0.5% 1.0% 1.5% 2.0% 2.5% 3.0%

np 0.4157 0.8201 1.2472 1.6862 2.1178 2.5517

nq 1.3830 2.7107 4.0166 5.4983 6.9226 8.3686

4.7.4 Impact of Error in Line Impedance

In this section, we investigate how the error in our knowledge about line impe-

dances may affect the performance of the load modeling method. We use the Monte Carlo

method to generate different scenarios for different levels of error in line impedances. The

test setup is similar to Case II in Section 4.7.1. Similar to Section 4.7.3, we consider redun-

dant load configurations, as in Tables 4.2 and 4.4. Again, the total number of equations is

258 and the total number of unknowns is 246. Accordingly, the degrees of freedom in the

redundant measurements is v = 258 − 246 = 12. The results are shown in Table 4.7. We
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Table 4.7: Impact of error in our knowledge about line impedances.

Error in Line Impedance 5% 10% 15% 20% 25% 30%

Error in Estimating np 0.09 0.93 1.30 1.98 2.54 3.38

Error in Estimating nq 0.78 1.95 3.23 5.34 9.16 11.87

see that, even in the presence of some considerable errors in line impedances, the proposed

load modeling algorithm can achieve an overall satisfactory performance in estimating the

load modeling parameters.

4.7.5 Identifying Erroneous Switch Status

In this section, we examine the effectiveness of the proposed bad data detection

and identification method to remove load configuration measurements with erroneous switch

status. We use the Monte Carlo method to generate different scenarios with erroneous

switch status for Case II, where the redundant load configurations are as in Tables 4.2 and

4.4. The Chi-squares test in (4.24) is performed by assuming v and α to be 12 and 0.005,

respectively. The bad data detection method is able to detect erroneous switch status with

100% accuracy.

Next, we apply the LNR test to the residues to identify the load configuration

measurements with erroneous switch status. We did so only for the residues of the Load

Model equations; because the residues of the Circuit Model equations depend only on one

load configuration. The load configuration measurements with erroneous switch status are

then dropped. Afterwards, the load modeling is done on the remaining load configurations,

and the Chi-squares test is applied again. If the Chi-squares test detects more bad data,

then LNR test is applied again. This procedure continues until there is no outlier residue.
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Figure 4.9: Bad data identification based on the LNR test in two load configurations: (a)
the first incorrect switch status data; (b) the second incorrect switch status data.

Fig. 4.9(a) shows the normalized residues in the presence of erroneous load con-

figurations 20 and 22. Equation number 138 has the largest residue in this case. This

equation corresponds to the Circuit Model in load configuration 20. Once the measure-

ments for this load configuration are dropped, the normalized residues appear as in Fig.

4.9(b). The largest residue corresponds to equation 151, which corresponds to load confi-

guration 22. Once the measurements for this load configuration are also dropped, then the

remaining load configuration measurements will result in obtaining accurate load models.

4.7.6 Tracking Time-Varying Load Models

In this section, we examine the effectiveness of the proposed method in Section

4.6.5 to track time-varying load modeling parameters. The test setup is similar to Case

II. Load modeling is done based on the measurements from the most recent c = 18 load

configurations. The degree of freedom in redundant measurements is v = 6. In total,

suppose k = 1, . . . , 42 load configurations occur. At load configuration number 19, the

parameter of the load at bus 2 changes from np2 = 0.8 to np2 = 1.8. Fig. 4.10(a) shows the
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Figure 4.10: An example to track the change in a time-varying load at bus 2 using the
proposed method: (a) The number of load configurations corresponding to the cases before
and after the change in the load; (b) the true and estimated load model parameters. Note
that, Load modeling at each measurement point k is done over a window of the last 18 load
configurations.

number of load configurations at each measurement point. Color black denotes the number

of load configurations that occurred before the change in the load, while color red denotes

the number of load configurations that occured after the change in the load. The purpose

of such color-coded distinction is to demonstrate the transition in the load modeling process

from the measurement points that correspond to the old load model to the measurement

points that correspond to the new load model.

Fig. 4.10(b) shows the true and estimated np2 . In Stage I, the estimated load

model is accurate up until the moment when the load changes. In Stage II, the majority of
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the available measured load configurations correspond to the case before the change in the

load. Therefore, either they do not trigger an update in the estimated load parameter, or

the update in the estimated load parameter is not accepted due to a spike in the residues.

In Stage III, the situation is reversed, and the majority of the available measured load

configurations correspond to the case after the change in the load. Therefore, the estimated

load parameter is updated until it gradually approaches the new true load parameter. In

Stage IV, the available measured load configurations are sufficient to achieve accurate load

modeling. Finally, in Stage V, the load modeling procedure is back to its initial stage where

all the available measured load configurations correspond to the same load model.

4.7.7 Load Modeling in Presence of DERs

In this section, we examine the effectiveness of the proposed load modeling method

in presence of DERs. The test setup is similar to Case II in Section 4.7.1, where it is

assumed that a PV unit is connected to bus number 6 through a line with 1.5 + j0.5 ohms.

The nominal active power and reactive power of the PV unit are 300 kW and -15 kVAR,

respectively. Thus, the renewable energy penetration in this test setup is 32%. In this study,

we assume that the output power of the PV unit is either directly measured or estimated,

while the voltage phasor of the PV unit is estimated as an unknown in the load modeling

estimation. Similar to Section 4.7.3, we consider redundant load configurations, as in Tables

4.2 and 4.4. It is assumed that the output power of the PV unit changes during these load

configurations, with possible turn off events.

First, the load modeling is conducted under the assumption that the output power

of the PV unit is measured accurately. As expected, the error in individual load modeling
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Table 4.8: Impact of error in measuring or estimating PV output.

Error in PV Unit 0.5% 1.0% 1.5% 2.0% 2.5% 3.0%

Error in Estimating np 0.28 0.48 0.69 0.85 1.11 1.29

Error in Estimating nq 0.75 1.42 2.29 2.73 3.80 4.45

is less than 0.01%. Next, we use the Monte Carlo method to generate different scenarios for

different levels of error in measuring or forecasting the output power of the PV unit. The

results are shown in Table 4.8. We see that, even in the presence of imperfect knowledge on

output power of the PV unit, the results demonstrate an overall satisfactory performance

in load modeling.

4.7.8 Sequential Load Modeling on IEEE 33-bus Test System

The detailed data for the IEEE 33-bus test feeder is available in [120]. We modified

this feeder by adding one virtual infinite bus with line impedance 0.5+j0.25 Ohms to the

first bus of the feeder. We consider the first bus as measuring bus, which has no load. Thus,

we aim to find load models for n = 32 buses. There are 232− 1 possible load configurations

for this feeder. From Theorem 2, only 64 distinct load configurations that satisfy (4.9) are

needed to obtain the individual load models.

Figs. 4.11(a)-(c) show the measured voltage, active power, and reactive power at

the substation. We apply the sequential load modeling method from Section 4.6.2 to ĉ load

configurations that hold (4.9) for n̂ buses, where ĉmin = 2n̂, to obtain the load models for n̂

buses. Fig. 4.11(d) shows number of load models that are complete. Load modeling starts

at time t1 as soon as sufficient load configuration measurements become available.
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Figure 4.11: Sequential load modeling for the IEEE 33-bus test feeder: (a) feeder-head
voltage magnitude; (b) feeder-head active power; (c) feeder-head reactive power; (d) number
of modeled load; (e) computation time of each sequence.

Fig. 4.11(e) shows the computation time to run the load modeling algorithm.

The computation time at each step depends on the number of equations and the number of

unknowns in that step, and these numbers themselves depend on the new load configuration

that occurs and measured at each step. For example, in the first execution of the algorithm

at time t1, the number of equations and unknowns are both 116; and the computation time
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is 62 seconds. As another example, in the second execution of the algorithm at time t2, the

number of equations and unknowns are both 23, and the computation time is 45 seconds.

The total computation time across all steps to finish modeling all individual loads in this

IEEE 33-bus test case is 38 minutes. This is the summation of the computation times across

all 18 steps. That means, on average, each execution takes about two minutes.

4.7.9 Using Multiple Sensors on IEEE 123-bus Test System

In this section, we examine the effectiveness of the proposed load modeling method

on the IEEE 123-bus test system, shown in Fig. 4.12. The detailed data for the IEEE 123-

bus test feeder is available in [121]. We assume that five micro-PMUs are deployed on the

test feeder. This results in breaking down the load modeling problem into five zones, as

shown in Fig. 4.12 by using different colors. Zone 1 includes the buses in downstream of

sensor M1 and upstream of sensors M2, M4, and M5. Zone 2 includes the buses between

sensors M2 and M3. Finally, Zones 3, 4, and 5 include the buses in downstream of sensors

M3, M4, and M5, respectively.

Recall from Section 4.6.6 that each zone is essentially a separate load modeling

problem. For instance, consider Zone 1 whose lines and buses are shown in black. This

zone has 29 buses, out of which 19 buses are single phase. Thus, there exist 51 voltage

phasors as unknowns in each load configuration. This zone also includes 21 single-phase

loads. Note that, the load for the rest of the network is directly measured using sensors

M2, M4, and M5. From Theorem 2, the minimum number of distinct load configurations

in order to estimate individual load model parameters for the loads in this zone is 42, i.e.,

twice the number of the loads in this zone. Here, we consider that 8 out of the 21 loads in
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Zone 1 are switched on during every load configuration. Thus, the Circuit Model includes

42 × (53 + 1) = 2, 268 equations and 42 × 53 + 8 × 42 = 2, 562 unknowns, see (4.5) and

(4.6). The Load Model adds 315 additional equations and 21 new unknowns, see (4.10) and

(4.11).

The combined system of nonlinear equations for load modeling in Zone 1 has

2,583 equations and unknowns. This number is 1,962 for Zone 2, 2070 for Zone 3, 456

for Zone 4, and 3,870 for Zone 5. To compare these numbers with the case when there

is only one sensor installed, i.e., when sensors M2, M3, M4, and M5 are not available,

the combined system of nonlinear equations has 47,405 equations and 47,405 unknowns.

Therefore, as expected, installing additional sensors can break down the load modeling

problem into smaller problems, which accordingly reduces the computational complexity

of the load modeling problem. Importantly, the resulting load modeling accuracy in each

zone was 99.9% or more, demonstrating a very accurate load modeling performance. The

computation-time of running Algorithm 1 on Zones 1, 2, 3, 4, and 5 was 31, 19, 21, 4, and

42 minutes, respectively.

4.8 Conclusions

A new method was proposed for individual load modeling in power distribution

systems. It works by analyzing the measurements at the feeder-head during load switching

events as they occur across the feeder. The basic idea is that, once a load is switched,

the switching event changes the voltage for the rest of the loads, which causes variation

in their active and reactive power consumption; thus allowing us to estimate their load
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Figure 4.12: Multiple sensor installations on the IEEE 123-bus test system.

parameters. The proposed method can estimate load modeling parameters of individual

loads. Therefore, it can support various practical use cases at distribution level, such

as distribution-system optimal power flow analysis, DER management, Volt-VAR control,

and voltage stability. Of course, if needed, the obtained individual load models can be

aggregated to also provide a feeder-aggregated load model. A theoretical foundation was

provided to determine the conditions for successful load modeling. The proposed load

modeling can be done sequentially to model a subset of loads while more measurements

become gradually available. The proposed method is extended to support also estimating

the parameters for time-varying individual loads. The proposed method is extended also to

utilize different types of redundancy in measurements to improve load modeling accuracy.

Further, a residue-based bad data detection and identification method was developed to

identify and drop load configuration measurements with erroneous switching status; thus to

ensure the accuracy of the load models. Several test cases, including the IEEE 33-bus and

110



IEEE 123-bus test feeders are studied to assess the performance of the proposed method.
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Chapter 5

Remote Asset Monitoring

5.1 Introduction

In the context of distribution system and the load it serves, utilities seek to keep

the overall power factor close to 1, or within its 5%, for optimal network efficiency and

manageable voltage profiles with respect to the operational constraints. Reactive power

regulation methods are employed by utilities to compensate demanded reactive power, and

bring the power factor close to optimal values, by using equipment which provides local

reactive power (VAR) generation at distribution level. Capacitor bank installation is an

efficient approach to achieve Volt-VAR control. Hence, there is an ongoing growth in capa-

citor bank deployment at distribution level to improve voltage profile, decrease losses and

improve power factors.

Fixed capacitor banks are typically used to improve the power factor of individual

inductive loads, such as motors, or a group of loads that have a relatively constant demand

for reactive power (VAR). In contrast, switched capacitor banks are connected to the grid

112



based on some predetermined operational objectives. Accordingly, switched capacitor banks

are often equipped by a controller which sends the closing and tripping commands to a

circuit breaker when the predetermined criterion is meet. Even though the automatic

capacitor banks typically operate their switched on and off events properly through the

Volt-VAR controller, the system operator often does not have any insight regarding the

exact status of the capacitor banks due to lack of useful state measurement.

The identification of capacitor banks switching is useful. From operation point

of view, some power-factor based identification applications, including network reconfigu-

ration, service restoration, Volt-VAR control, fault detection and location, peak and loss

reduction, in distribution level highly depend on the capacitor banks status. Also, swit-

ching of capacitor banks leads to high magnitude and high frequency transient disturbances.

These disturbances in power systems may damage key equipment and potentially have im-

pact on system reliability, by causing anomalies and unplanned DER trips. Thus, operators

desire useful monitoring of capacitor banks for optimal network operation.

5.2 Related Works

Several efforts in the literature investigate the capacitor bank switching events.

The effect of switching transmission capacitor banks on phase-to-phase voltages and consumer-

end distribution capacitors is studied in [122, 123]. Also in [124], the authors investigate

interaction of capacitor bank in the utility system with the failure of a drive system. Real

evaluation of impact of capacitor bank switching events, requires a voltage and current view

prior to the transient and subsequent switching action. In [125], the transient treatment
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of capacitor bank voltage and current is during switching action only. Also, the authors

in [126, 127] consider key parameters that can determine the transient of inrush current

caused by switching of capacitor banks.

Apart from considering the effect of capacitor bank switching on the system, there

is lack of investigation regarding useful capacitor bank monitoring in tandem with other

analytics. In [128, 129], the authors discuss control schemes using coordinated measure-

ments and communications between field devices. In this regard coordination of the control

actions of the voltage regulator and capacitor results in more effective Volt/VAR control.

More specifically, [130] reported the usage of micro-PMU to solely detect the capacitor

events via considering the instantaneous changes in the reactive power demand. In this

regard, reactive power average is calculated every second, so the capacitor bank changes

can detected in a short time. In this regard, the analysis in [130] did not move on to use

the key synchronization and high sampling rate properties of micro-PMUs to possibly go

beyond only detecting a capacitor event.

5.3 Motivations and Contributions

This chapter aims to propose a novel data-driven approach to use experimental

distribution-level voltage and current synchrophasor data, on three phases, to identify the

operational parameters of the switched capacitor bank with no need to install separate asset

sensors. We analyze the voltage and current synchrophasor data that is collected from a real

distribution system in Riverside, CA during a 24 hours period. The steady-state analysis is

conducted to answer the following question: would the data collected by micro-PMUs allow
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identifying the operational parameters of the switched capacitor bank, such as the per-phase

reactive power support and its comparison with the switched capacitor banks nameplate

parameters? Also, the transient and dynamic analysis aims to answer the following question:

what are the dynamic effects of capacitor bank switching events on feeder-level and load-

level voltage and current synchrophasor data, on three phases? This is a novel contribution

because it studies fast-scale analysis of capacitor bank switching events, for both impact,

performance verification and parameterization at distribution level using micro-PMUs.

5.4 Under-Study Real-Life Test System

In order to identify the operational parameters of the capacitor bank, a real-life

distribution feeder is considered in Riverside, CA. The single line diagram of the under-study

feeder is shown in Fig. 5.1. The point of common coupling between the sub-transmission

system and the under-study feeder is marked as Substation. The under-study feeder includes

one three-phase fixed capacitor bank rated at 600 kVAR, which is always connected, as well

as a three-phase switched capacitor bank rated at 900 kVAR. The switched capacitor bank

is switched by a vacuum circuit breaker and controlled by a Volt-VAR controller, i.e., the

capacitor bank is switched-on, when any phase of the bus voltage is below the low-voltage

override threshold. Conversely, the controller trips any energized capacitor banks when any

phase of the bus voltage is above the high-voltage override threshold. The rated Volt-VAR

controller time delay is set to be 300 seconds. As it can be seen from Fig. 5.1, transient

limiting inductors (TLIs) are installed in series with each phase of the switched capacitor

bank. The TLIs limit transient currents during switching events or faults.
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Figure 5.1: Test system is a real-life feeder in Riverside, CA, which includes a switched
capacitor bank and is equipped with two micro-PMUs.

Neither the fixed nor the switched capacitor bank are monitored, i.e., they are not

equipped with any sensors. Accordingly, in principle, RPU is not aware of the following:

1) how these capacitor banks operate on a daily basis; 2) how the operational parameters

might be different from their rated values, possibly due to wear and tear over time. However,

the under-study feeder where these two capacitor banks are located is equipped by two

distribution-level PMUs, a.k.a, micro-PMUs. One micro-PMU is located at the substation

and another micro-PMU is located at a secondary side of a three-phase load transformer that

is located about 400 yards from the switched capacitor bank. The micro-PMUs were not

installed with the intention of monitoring the operation of the capacitor banks, but more

in general for monitoring the feeder performance overall, and as such are not optimally

placed. The key question we seek to answer with this paper is: Would the data collected by

micro-PMUs allow identifying the operational parameters of the switched capacitor bank,

and thus eliminating the need to install separate sensors for the switched capacitor bank?

The installed micro-PMUs report four fundamental measurements on three phases,

i.e., in total there are 12 measurement channels: voltage magnitude, voltage phase angle,
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current magnitude, and current phase angle, with the sampling rate of 120 Hz, i.e., one

sample every 8.333 msec. We hypothesize that this high sampling rate, together with direct

access to voltage and current data at different yet time synchronized locations, could allow

us identify the operation of the switched capacitor bank within a data-driven framework.

Our study involves both stead-state, i.e., slow time-scale, and dynamic, i.e., fast time-scale,

analysis.

5.5 Steady-State Analysis

The focus in this use-case is on the micro-PMUs data on one day. Note that, the

two micro-PMUs generate 248,832,000 data points every day. The recorded single-phase

voltage magnitudes and current magnitudes are shown in Fig. 5.2. Generally speaking, the

fluctuations in this figure are statistically similar during period of a day, with no significant

observation on the potential effect of capacitor switching events. A similar conclusion can

be made by plotting voltage phase angles and current phase angles as well as by plotting

voltage phase differences. Note that, the latter two cases are not shown here due to space

limit.

5.5.1 Analysis of Data from micro-PMU 1

Fig. 5.3 shows the recorded three-phase power factor and reactive power at Sub-

station, measured by micro-PMU 1. The immediate observation from this figure is that

there exist drastic instantaneous changes in power factor and reactive power. Based on

Fig. 5.3(a), at 08:36:45 the power factor increases by 10% in all phases and lasts for almost
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Figure 5.2: Single phase voltage magnitude and current magnitude on one day measured
by: (a) and (b) micro-PMU 1, (c) and (d) micro-PMU 2.

11 hours, till 19:55:54. Possible scenarios for power factor fluctuation at 08:36:45 are: 1)

switching off a large inductive load, or 2) switching on a large capacitor bank. Likewise,

the fluctuation at 19:55:54 could be the effect of: 1) switching on a large inductive load,

or 2) switching off a large capacitor bank. To the extent of our knowledge, there is such

large inductive load in the under-study network. Therefore, both events should be due to

the operation of the switchable capacitor bank.

We can confirm the above conclusion by examining the results on reactive power

in Fig. 5.3(b). From this figure, the per-phase reactive power change at both events is

about 300 kVAR, which is equal to the installed 900 / 3 = 300 kVAR per-phase switched

capacitor bank. From now on, we refer to 08:36:45 as switched-on time and 19:55:54 as

switched-off time.

According to the steady-state analysis on per-phase reactive power, the exact in-

jected reactive power by capacitors at phase A, B, and C are 291, 294, and 288, respectively.

Therefore, the operational parameters of the capacitor banks are slightly different from their
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Figure 5.3: Power factor and reactive power at substation: (a) Power factor, (b) Reactive
power.

rated values, possibly due to error in voltage and current measurements, 0.3% and 1.2%

respectively, or due to wear and tear over time. Importantly, the impact of degradation

appears to be somewhat imbalanced across the three phases.

Another observation in Fig. 5.3(b) is that quite often there exist reverse reactive

power flows from the under-study feeder toward the sub-transmission network. This may

not be desirable and may suggest the need to possibly update the operational parameters

of the switched capacitor bank, possibly in coordination with adjusting the tap changers

inside the substation.

5.5.2 Analysis of Data from micro-PMU 2

As for the measurements at micro-PMU 2, the operation of the capacitor bank did

not demonstrate any visible impact on the power factor and reactive power measurements

as far as steady-state analysis is concerned. This is not surprising because micro-PMU 2

is dedicated to make voltage and current phasor measurements at a particular load point,
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even though such load is in a close-by location to the capacitor bank. Note that, the related

figures are not shown here due to the space limitation.

5.5.3 Possible Applications of Results

The above analysis may find applications in operating the distribution system,

e.g., with respect to the following aspects:

• Network reconfiguration;

• Service restoration;

• Volt/VAR control;

• Fault detection and location;

• Peak and loss reduction;

• Load balancing;

• Energy management.

For instance, consider the first item, i.e., suppose service restoration through re-

configuration is called upon due to fault occurrence at a feeder that is coupled with the

under-study feeder. In this scenario, the under-study network should energize transferred

loads from the faulted feeder. The decision maker requires the status of the unmeasured

capacitor bank to check the feasibility of the post-reconfiguration operating point, i.e., fee-

der constraints such as voltage threshold. In addition, if force-switching of capacitor bank

is not possible, the power factor estimation based on previous data provides information on

feasibility or infeasibility of reconfiguration in next hours.
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5.6 Transient and Dynamic Analysis

In this section, the effect of capacitor bank switching events on the under-study

feeder are studied in fast time-scale.

5.6.1 Analysis based on an RLC Model

To facilitate the analysis in this section, we consider an RLC circuit. Suppose

the capacitor bank has initial voltage vc(0
−) and then it is connected to the circuit at time

t = 0, which is the switch on time in our context. The differential equation of the RLC

circuit is obtained as:

d2i(t)

dt2
+
R

L

di(t)

dt
+

1

LC
i(t) =

ω

L
cos(ωt+ φ), (5.1)

The solution of above differential equation with respect to the initial condition is obtained

as:

i(t) = γ1e
−t/τ1 + γ2e

−t/τ2 + γ3cos(ωt+ ϕ). (5.2)

The first two terms indicate the transient current due to the capacitor switching

event and the last term is the steady-state current, where the coefficients depend on the

initial condition, source phase angle at switching event, and circuit parameters, i.e., γi :=

Γi (vc(0
−), φ, ω,R, L,C), where Γi is a function.

We can conclude that the transient current of the under-study feeder in response to

a switch on event of the switched capacitor bank depends on both the initial condition and

the phase angle at the moment of switching. Typically, in capacitor bank switch on event,
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the circuit breaker is closed when the source voltage is nearly equal to zero. However, the

zero crossing of phases A, B, and C occur at 0◦, 60◦, and 120◦, relative to the three-phase

voltage with no phase shifting. Therefore, when the circuit breaker is not equipped with

pre-insertion resistors, there will be current transients in at least two phases.

Similarly, we can also conclude that the transient current of the under-study feeder

in response to a switched off event of the switched capacitor bank depends only on phase

angle at the moment of switching. Unlike in switch on switching, in switch off event, the

circuit breaker is closed in zero-current. Accordingly, due to 120◦ phase shift between

phases, there will be current transients in at least two phases, when the circuit breaker is

not equipped with pre-insertion resistors.

5.6.2 Analysis of Data from micro-PMU 1

Fig. 5.4 shows the transient response of the under-study feeder during the capaci-

tor bank’s switch on event. As mentioned in Section 5.5 and shown Fig. 5.4(a), the feeder

power factor at switch on event increases by 10%. Also, Fig. 5.4(b) represents pre-switching

and post-switching reactive power flow on the under-study feeder. Voltage transient of the

under-study feeder is shown in Fig. 5.4(c). As expected, the voltage magnitude is incre-

ased due to reactive power compensation by the switched capacitor bank. However, there

is no significant changes in voltage transient, possibly due to available TLIs or insufficient

sampling rate. The three-phase transient current is shown in Fig. 5.4(d). While there is no

significant transient change in phase A, the current of phases B and C include an overshoot

and an undershoot, respectively. Therefore, we can conclude that the capacitor bank is
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Figure 5.4: Under-study feeder dynamic response to capacitor switch on event: (a) Power
factor, (b) Reactive power, (c) Voltage magnitude, (d) Current magnitude.

switched on at zero crossing of phase A.

Fig. 5.5 shows the transient response of the under-study feeder during the ca-

pacitor bank’s switch off event. The changes in power factor, reactive power, and voltage

magnitude are as expected, see Fig. 5.5(a), (b), and (c). However, in this event, there exists

a transient current in phase A and B, there is no significant transient change in phase C.

Accordingly, the capacitor bank is switched off at zero crossing of phase C.

5.6.3 Analysis of Data from micro-PMU 2

Fig. 5.5 shows the transient response of the load where micro-PMU 2 is located

during the capacitor bank’s switching events, both on and off. As it can be seen from Fig.

5.6(a) and (c), voltage magnitude of the load follows the changes in voltage magnitude in

substation. Current magnitude depends on changes in voltage when there is no changes in
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Figure 5.5: Under-study feeder dynamic response to capacitor switch off event: (a) Power
factor, (b) Reactive power, (c) Voltage magnitude, (d) Current magnitude.

the overall active and reactive power at downstream customers, see Fig. 5.6 (b) and (d).

5.7 Analysis of Data from micro-PMUs for two Weeks

Typically, for a wye-floating capacitor bank, the strategy for switching-off is to

open contacts in two steps; first, opening one phase at zero-crossing of its current; second,

opening the two other phases at quarter of a cycle later, at 90◦ relative to zero-crossing of

the first phase [34].

Fig. 5.5(d) shows that there is an overshoot and an undershoot in current mag-

nitude of phase A and phase B, respectively, while phase C experiences an ideal switching

with no transient in current magnitude. Also, in Fig. 5.5(b), reactive power of phase

C increases due to capacitor bank switching-off on phase C, while after about 200 msec
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Figure 5.6: Load level dynamic response to capacitor switching event: (a) Voltage transient
at switch on event, (b) Current transient at switch on event, (c) Voltage magnitude at
switch off event, (d) Current magnitude at switch off event.

dead-time, reactive power increases on phases A and B. Thanks to the event detection ap-

proach, this issue is further studied across 25 switching-off events that occurred across two

weeks. The results are shown in Fig. 5.7. We can confidently conclude that the capacitor

bank switching is ideal during its first step, but there is always about 20% overshoot and

undershoot transients in current magnitude lasting for 100-200 msec during its second step.

The unbalanced or underrating operation of the capacitor bank was also inves-

tigated during the two weeks of this study. Fig. 5.8 shows the change in reactive power

compensation across three phases due to switch-on events. Reactive power compensation

is 288 kVAR on Phase A, 291 kVAR on Phase B, and 286 kVAR on Phase C. The results

are similar during the switching on events are omitted due to space limitation.
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Figure 5.7: Capacitor bank switch-off events: (a) transient current magnitude, (b) duration
of transition.
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5.8 Conclusions

A data-driven experimental analysis is provided to investigate the operational

parameters of capacitor banks switching events at a real-life distribution system based on

data from two micro-PMUs. According to feeder level micro-PMU, capacitor bank switching

events, operational parameters of capacitor banks, as well as direction of reactive power flow

are observed. In the fast-time scale analysis, the effects of capacitor bank switching events

on the under-study real-life feeder are studied. The results show that the transient current

of under-study feeder in response to switch on event of the switched capacitor bank depends

on both initial condition and phase angle at the moment of switching. Accordingly, in three-
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phase capacitor bank switch on event both overshoot and undershoot in phase currents are

possible and observed in actual real-life data. While, in three-phase capacitor bank switch

off event both overshoot and undershoot in phase currents are possible and observed in

actual real-life data.
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Chapter 6

Protection System Diagnosis

6.1 Introduction

Most service interruptions and power quality issues are nowadays initiated due to

some sort of fault at distribution grid. Of course, it is impossible in practice to entirely

prevent such faults, in particular, those that occur by natural causes or physical accidents.

Therefore, utilities must be prepared to rather mitigate the fault impact. This can be done

by first crystallizing weakness points; and then by modifying the control and protection

parameters to reduce the impact.

In the context of distribution systems, the faults are generally categorized based on

the interruption duration, including permanent faults and momentary faults. Statistically

speaking, about 80% of all faults that occur at distribution level are temporary in nature

[131]. Recloser deployment is an efficient protection scheme against temporary faults [78].

Commonly, reclosers are expected to operate in coordination with lateral fuses to minimize

the number of affected customers.
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For example, consider a fault occurrence in downstream of a lateral fuse. On one

hand, the recloser is set to trip before the minimum melting time of the fuse. On the other

hand, the maximum clearing time of the fuse must be smaller than the last delayed trip of

recloser, i.e., the lock-out status. Therefore, if the fault is momentary, then all customers

experience a momentary interruption with no blown fuse. If the fault is permanent, then

the customers in downstream of the faulted lateral fuse experience permanent interruption

while the rest of the customers experience only a momentary interruption.

6.2 Related Works

Several efforts have been conducted in the literature to detect fuse-recloser mis-

coordination as well as to improve their coordination [132–134]. Apart from the level of

effectiveness of these various methods, there is still a lack of analysis based on experimen-

tal data from real-life fault events in order to check and confirm the optimal operation of

protection devices during fault time-line. Such experimental analysis has been traditionally

a very difficult task due to the difficulty in cross-examining the extremely fast events that

occur at different locations of the distribution system during a fault event.

Examining the effects of fault and protection coordination becomes even a more

far-reaching task in active distribution feeders, i.e., distribution systems that are connected

to DERs and distributed generators (DGs). This is a true real-world challenge. For example,

the capacity of the installed solar generation units in the US increased by 28% in one year

from 2014 to 2015. In addition to harvesting power from photovoltaic (PV) farms, there

is an increase in the penetration of customer-owned behind-the-meter PV panels in recent
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years [135].

The response of such high penetration level of PV generation units to momentary

and permanent faults is yet to be understood by electric utilities. Moreover, the feeder

protection settings must now be coordinated also with PV inverter protection system, which

adds yet another degree of complexity to an already complex protection system coordination

problem. For instance, transient overvoltage occurs when a behind-the-meter PV generation

unit continues to feed into an isolated feeder that is affected by a permanent fault [136].

In [137], effective anti-islanding protection schemes are proposed for PV inverters

in faulted feeders. However, the optimal operation of inverter protection schemes is yet to be

investigated in practice to check for any potential miscoordination between feeder protection

devices and inverter protection system during permanent and momentary interruptions.

6.3 Motivations and Contributions

This chapter proposes a novel data-driven experimental analysis on a single-phase-

to-neutral fault to identify the operation of protection devices in fast-time scale. Data from

five micro-PMUs on a real-life distribution and sub-transmission network is analyzed with

the focus on an animal-caused fault on one feeder. We aim to identify the fault time-

line using feeder-level as well as customer-level micro-PMUs. In this regard, any potential

fuse-recloser miscoordination could be detected using experimental data. In addition, the

under-study network includes several PV resources. Thus, the response of the PV resources

to the fault is also investigated to explore any miscoordination between feeder protection

scheme and inverter protection systems, i.e., its built-in anti-islanding schemes. Finally, we
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investigate the effect of the fault on outlying areas covering feeder-level and customer-level

impacts.

6.4 Problem Statement

This study investigates the impact of faults on a power distribution system, in

steady state as well as transient conditions, utilizing a real-life distribution network in

Riverside, CA. The analysis is based on true measurements and verified field information

from utility reports and crew interviews.

The single line diagram of the under-study grid is shown in Fig. 6.1. The network

is operated by Riverside Public Utilities (RPU). The point of common coupling between

the transmission system and the under-study sub-transmission and distribution network is

marked as Substation A, see Fig. 6.1. In total, the under-study sub-transmission network

includes 15 substations, 69 kV and 33 kV. Of interest in this paper is Substation B and to a

lesser extend Substation C. Two distribution feeders in downstream of Substation B as well

as one feeder in downstream of Substation C are included in this study, marked by Feeders

I, II, and III in Fig. 6.1.

Feeder I and Feeder II are active distribution feeders, each hosting one 100 kW

behind-the-meter PV generation unit, with balanced three-phase inverters. Also, Substation

C is interconnected with a 7.5 MW investor-owned behind-the-meter PV farm comprising

25,000 solar panels. The solar generated power is fed into the local distribution grid.

The entire sub-transmission grid of the under-study network is monitored by RPU

through a supervisory control and data acquisition (SCADA) system. The default minutely
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Figure 6.1: Test system is a real-life feeder in Riverside, CA, which is equipped with five
micro-PMUs. The fault occurs on Feeder I.

reporting rate of the SCADA system is not sufficient to establish the detailed time-line for

the fault event. Fault indicators could be utilized to indicate the presence of a fault, but

not the details that are required for evaluating the protection system. The SCADA system

could be reconfigured to one reading per-second during a fault, but this additionally would

still not be enough to analyze the millisecond nature of the fault events.

Fortunately, RPU is one of few pioneer utilities that has already deployed distribution-

level PMUs, a.k.a, micro-PMUs. The RPU network is equipped with five micro-PMUs, one

at the secondary of a 69 kV to 12.47 kV transformer at Substation B feeding Feeder I, two

at the commercial customer locations with the 100 kW PV units at Feeders I and II, one

at the secondary of a 69 kV to 12.47 kV transformer at Substation C feeding Feeder III,

and one at the point of common coupling of the 7.5 MW PV farm located on Feeder III,

see Fig. 6.1.

Noted that, the last two micro-PMUs, i.e., micro-PMU 4 and micro-PMU 5 are in

an outlying area from micro-PMU 1 and 2, which are close to the fault location of interest.

Also, despite Feeders I and II being connected to Substation B, they are electrically isolated
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at this substation. Accordingly, to some extent, we can assume that micro-PMU 3 too

is in an outlying area from micro-PMU 1 and 2, but it is affected through a different

equivalent circuit than micro-PMUs 4 and 5. In addition to the SCADA system and the

installed micro-PMUs, the two customer-owned behind-the-meter PV panels are monitored

by meters with one sample every minute.

The installed micro-PMUs report four fundamental measurements on three phases,

i.e., in total, there are 13 measurement channels: voltage magnitude, voltage phase angle,

current magnitude, and current phase angle, with the sampling rate of 120 Hz, i.e., one

sample every 8.333 msec. The 13th channel is GPS Lock, utilized to determine if the

sensor has established a satellite lock to ensure precise time synchronization. As a novel

application of micro-PMU data, we hypothesize that, this high sampling rate, together with

direct access to time synchronized voltage and current phasor data at different locations,

could allow us study fault event in details within a data-driven framework.

We are interested in answering the following questions with respect to fault events

at power distribution systems:

1. What is the time-line of the fault?

2. Is there any miscoordination between lateral fuses and feeder recloser that is revealed

during the fault?

3. What are the effects of fault on PVs and other DERs?

4. Is there any miscoordination between the PV and DER inverter protection system

and the main feeder recloser?
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5. What is the effect of the fault on outlying resources?

The focus in this paper is the fault occurrence in Feeder I, on a day in November

2016. The fault occurred around noon. The location of the fault is highlighted in Fig. 6.1,

which is close to (almost 0.3 mile away from) Substation B. Utility crews reported that a

blown fuse is founded in phase B of the lateral as well as a diseased bird on pole. With the

knowledge on the cause for the fault obtained from the outage report, as well as the data

collected by micro-PMUs and inverter meters, the fault event will be studied in details in

this paper within a data-driven framework to answer the above questions.

6.5 Fault Time-Line Analysis

According to the utility outage report, the fault was on phase B and caused by a

bird crash. Now, let us look at the recorded voltage and current magnitudes on all phases

on micro-PMU 1 and micro-PMU 2 that are located at the upstream and the downstream

of fault location, as shown in Fig. 6.2. We can make the following immediate observations

from this figure:

1. There exist drastic instantaneous changes in voltage magnitude and current magnitude

across all three phases. This contradicts our expectation based on the utility outage

report that the fault was only on Phase B;

2. The transient in voltage magnitude and current magnitude can be divided into four

perceptible periods;
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Figure 6.2: Three phase voltage magnitude and current magnitude during fault time-line:
(a) and (b) micro-PMU 1, (c) and (d) micro-PMU 2.

3. The changes in voltage and current magnitudes are not the same on the upstream

versus downstream of the fault.

4. While the voltage magnitude and current magnitude at micro-PMU 2 drop to zero

and stay at zero for almost 95 msec, the voltage magnitude at micro-PMU 1 almost

remains at is nominal level, i.e., around 7200 volts.

Therefore, it is clear that there is more room to investigate beyond what the
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utility field crew included in their fault report. Following the second item above, next, we

investigate each of the four identified stages that comprise the fault time-line.

6.5.1 Stage I

The first stage starts at time tfault and lasts for almost 40 milliseconds, till ttrip.

During this period, it is assumed that there exists a single phase to neutral fault on phase

B, as highlighted in Fig. 6.1. As it can be seen from Fig. 6.2, voltage on phase B drops

at Substation B by 70%. The amount of such drop depends on fault location and fault

resistance. We can see that the deviations in customer voltage on phase B more or less

follow those of the substation voltage, see Fig. 6.2(c). During this period, substation

injects fault current on phase B; consequently substation current increases on phase B to

almost 1400 A. The hypothesis of a fault existing in phase B is verified by these observations.

Note that, fluctuations in current magnitude of micro-PMU 2 will be studied in the next

section with the focus on the effect of fault on PV units.

Another interesting observation during the first stage is the low-magnitude devia-

tion in voltage on phases A and C due to fault occurrence on phase B, see Fig. 6.3. Based

on this figure, the magnitude of voltage on phase B decreases as expected. However, there

exist deviations in magnitude of phases A and C, due to changing the neutral of the three-

phase system. Note that, the phase-to-neutral fault current with specific fault resistance

leads to changing the three-phase neutral.
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during fault: dash-line at tfault and solid-line at ttrip.

6.5.2 Stage II

At ttrip, recloser sends the trip command to the circuit breaker, because the fault

current exceeds the recloser instantaneous pick-up current. Thus, it is concluded that during

the second stage, the transient is caused by the operation of circuit breaker, which lasts

about 50 milliseconds to completely isolate Feeder I from Substation B, at topen. To the

extent of our knowledge, the circuit breaker of Feeder I is a three-phase switch, thus all

phases are affected during this period.

6.5.3 Stage III

During the third stage, Feeder I is isolated from the rest of network. Thus, micro-

PMU 1 reports the grid-side measurements and micro-PMU 2 reports the measurements

on the isolated feeder. As expected, on one hand, the three-phase voltage of micro-PMU

1 increased to its nominal voltage during this period. On the other hand, the voltage at
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customer-side drops to zero in this period, since the feeder is isolated by circuit breaker.

Also, the customer-side current is zero during this period. All customers in Feeder I must

have similarly experienced a momentary outage during this period.

During the third period, the equivalent circuit from micro-PMU 1 is for the most

part the same as an opened RLC circuit. Based on the circuit analysis, when the RLC

circuit is opened, its current oscillates around zero with specific damping. As it can be

seen from Fig. 6.2(b), the current of micro-PMU 1 gradually decreases to zero. Note that

the gradual reduction could also be due to the micro-PMUs internal low pass filters. Also,

three-phase current angle in the corresponding period fluctuates about 180 degrees, see Fig.

6.4. These two observations on the substation current magnitude and the fluctuations in

current angle explain the presence of current oscillation in form of the one in an open-

circuit RLC circuit. A similar conclusion can be made from the active and reactive power

oscillations at substation, as shown in Fig. 6.5.

6.5.4 Stage IV

At treclose, the first shot of recloser is finished and the feeder is reconnected to

substation. The fourth stage starts from treclose to tss, where tss is around the beginning

time of the post-fault steady-state. During this period, all loads on this feeder, except for

the loads on the downstream of the blown fuse, are reconnected to the grid. This causes

a disturbance in substation voltage and current magnitudes, see Fig. 6.2(a) and (b). For

instance, the surge current of turning-on the loads in phase C is about six time greater than

the pre-fault current. Also, there exists a three-phase surge current in customer-level, i.e.,
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Figure 6.4: Current phase angle of micro-PMU 1 during fault time-line: (a) Phase A (b)
Phase B (c) Phase C.

micro-PMU 2, due to reconnecting the load after reclosing.

Interestingly, but expectedly, some power quality sensitive loads are reconnected

with some delay. This issue is better understood by looking at the per-phase steady-state

pre-fault and post-fault active and reactive power of Feeder I, which is read by micro-PMU

1, as in Fig. 6.6. We can see that, after reclosing, some of the sensitive loads are still

disconnected. The reduction in active and reactive power of phase B is more than phase

A and C, which verifies that the customers fed by phase B in faulted zone are isolated by

blown fuse.

We also examined the coordination between lateral fuses and feeder recloser to

detect any possible miscoordination. In practice, the recloser in instantaneous mode must
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Figure 6.5: Active and reactive power at micro-PMU 1 during fault time-line: (a) and (b)
Active and reactive power of phase A (c) and (d) Active and reactive power of phase B (e)
and (f) Active and reactive power of phase C.

recognize momentary faults, and operate faster than lateral fuses [134]. This clearly was

the case in this real-world fault event. However, as we will discuss in the next section, there

might be a fuse-recloser miscoordination caused by the additional fault current supplied by

DERs in active networks. In general, the coordination between recloser and lateral fuse in

active feeders depends on fault type, fault location, generation level of DER, etc.

6.6 Responses of PV Resources to Fault

This section aims to study the impact of fault occurrence on grid connected PV

generation. The faulted feeder, i.e., Feeder I, includes 100 kW behind-the-meter PV gene-

ration.
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There was no reverse power flow from PV bus back to the feeder before the fault

occurrence. The dash-lines in Fig. 6.7 show the three-phase current magnitude and angle

of micro-PMU 2 at tfault. Before the fault occurrence, the PV bus loads are served partially

by the PV unit, and the rest by the main grid. After fault occurrence, however, the current

of phase B rotates approximately 180 degrees, and increases in magnitude, see the solid-line

in Fig. 6.7, which means that during Stage I of the fault, the current phase angle reverses

its polarity. Based on the current magnitude and phase angle, we can conclude that after

fault occurrence, phase B of the PV generation injects power to the fault location. However,

Phase A and C of PV generation still injects power to the nearby loads with low-deviation

in magnitude and phase.
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Figure 6.7: Three-phase current phase angle and magnitude fluctuation of micro-PMU 2
during fault: dash-line at tfault and solid-line at ttrip.

In practice, almost all grid-tied inverters have a built-in anti-islanding protection

scheme to stop feeding power back to the grid during interruption on the side of the feeder.

Accordingly, at topen the anti-islanding protection system of PV inverter detects feeder

isolation due to recloser tripping, and disconnects itself from the feeder. This hypothesis is

justified in Fig. 6.8. Based on this figure, at tpre-fault the PV derives 8.11 kW, 9.21 kW, and

5.31 kW from the grid and the rest of power is supported by PV panels. Whereas, after

fault occurrence and recloser operation, the PV panel is still disconnected and the entire

loads should be grid fed. According, the active power measured by micro-PMU 2 increases.

After almost 6 minuets, the PV generation is reconnected to the grid and the active power

measured by micro-PMU 2 decreases to pre-fault value, see Fig. 6.8. This observation also

can be made from Invert Meter 1, where the output power of PV drops to zero at 12:20

PM and lasts for about 6 minutes, as shown and marked by ellipse in Fig. 6.9. Based on

this observation, there exists a miscoordination between anti-islanding protection scheme
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Figure 6.8: Active power at micro-PMU 2 from pre-fault to post-fault: (a) phase A (b)
phase B (c) phase C.

of inverter and feeder recloser. Despite the permanent fault, the PV bus experiences a

momentary fault and after treclosing, the fault is cleared by the blown lateral fuse.

Also, the fault causes unusual disturbances on outlying PV units, located on Feeder

II and III. However, based on the data of micro-PMU 3 and 5 as well as Inverter Meter 2

(not shown here), there was no interruption in PV generation output.

6.7 Fault Effect on Outlying Area

This section briefly investigates the effect of fault on outlying areas, at both

customer-level and feeder-level. As mentioned before, though Feeder I and II are fed from

the same substation, they are electrically isolated in substation. Therefore, we can treat the
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Figure 6.9: Active power of PV panel in Feeeder I measured by Inverter Meter 1 including
the fault and reclosing time at 12:20.

data from micro-PMU 3 as customer-level measurements in an outlying area. Furthermore,

there are also two micro-PMUs, i.e., micro-PMU 4 and 5, that are physically located tens of

miles away from the faulted feeder. They too report the effect of fault in additional outlying

areas. The three-phase voltage magnitude of these three outlying micro-PMUs are depicted

in Fig. 6.10.

Based on Fig. 6.10(a), the fluctuation in voltage magnitude of micro-PMU 3

during the first stage of the event is similar to the fluctuations observed by micro-PMUs 1

and 2, see Fig. 6.2(a) and (c). The reason behind this observation is that the fault affects

the voltage of common point of micro-PMU 2 and 3. Thus micro-PMU 3 follows the same

voltage signature from the common point, of course, with lower-deviation from nominal

voltage compared to micro-PMUs 1 and 2.

From Figs. 6.10(a) and (b), the voltage magnitude deviations in micro-PMUs 4

and 5 have different signatures compared to those of micro-PMUs 1, 2, and 3. The accurate

justification for these differences would require additional detailed information on the rest

of the system, including the exact grid topology, the type and locations of phase shifters,

transformer windings, and voltage regulators between Feeder I and III.
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Figure 6.10: Synchronized voltage magnitude measurements during fault in three outlying
locations: (a) micro-PMU 3, (b) micro-PMU 4, (c) Micro PMU 5.

6.8 Conclusions

A data-driven experimental fault analysis is presented to identify fault time-line

in fast-time scales at a real-life distribution and sub-transmission system in Riverside, CA,

based on synchronized measurements from five micro-PMUs. First, the exact time-line of the

fault is extracted, followed by discussions on each stage of the time-line. Second, the optimal

operation of protective devices during each stage of the time-line is examined. Of particular

interest was to investigate the fuse-recloser coordination based on the experimental data

from real-life system. Third, the transient response of PV resources to fault, specially during

islanding mode, was studied. Our analysis showed a miscoordination between recloser and

anti-islanding protection system of the PV unit. Finally, the effect of fault on outlying areas
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was investigated. It was observed that the outlying areas experienced major power-quality

disturbance; the transient of deviations depends on grid parameters.

The results in this study can be extended in several directions. First, the metho-

dology that is used in this analysis can be repeated to other fault events on the understudy

distribution and sub-transmission system. This will allow creating a database for similar

autopsy results for a variety of fault occurrences. Second, while the methodology that is

used in this paper is mostly intuitive and manual; in future, one can extend the analysis to

perform similar data extractions, such as in terms of identifying the different stages of the

fault, in an automated fashion using proper algorithms.
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Chapter 7

Lightning Initiated Contingency

Analysis

7.1 Introduction

Lightning strikes may affect quality of power supply as well as service continuity.

From power quality point of view, the momentary interruptions made by lightning strikes

may cause damages to customers’ equipment and revenue loss to power utilities. Lightning

strikes may also damage critical elements of the power system such as transformers.

The effect of lightning on power electricity lines can be traced by monitoring the

transient impulse voltages, either produced by lightning directly striking a phase conductor

or induced by lightning flash striking nearby the power line (indirect lightning). This short

tail impulse voltage, with a microsecond duration, is large enough to damage the equipment

in the system.
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In order to protect equipment from lightning impulse voltages, surge arresters are

used [138]. In case the overvoltage exceeds the minimum strength voltage of a surge arrester,

the flashover will be initiated. This lightning-initiated flashover is a phenomenon which

causes an electricity arc due to breaking the minimum threshold of voltage insulator [139].

Such arcing would result in a temporary short-circuit, accompanying with a dip in voltage

and increase in current, which might take a few millisecond. At distribution level, this kind

of temporary short-circuit events can have considerable effects on power quality sensitive

loads.

In the context of active distribution systems, i.e., distribution systems that are

connected to DERs, the effects of lightning-initiated flashover and temporary short-circuit

are becoming major challenges for utilities. In the US alone, the solar energy deployment

increased from 2014 to 2015 by 28%. In addition to harvesting power from photovoltaic

(PV) farms, there has been a significant increase in penetration of customer-owned behind-

the-meter PV panels in recent years [135].

7.2 Related Works

Many studies have previously examined the effect of lightning-initiated flashover

on passive distribution systems. In [140], the performance of a distribution line struck by

direct lightning was analyzed, which was done based on the flashover and back-flashover

calculation due to lightning. In [141], the authors proposed a statistical evaluation of light-

ning overvoltage on overhead distribution lines based on neural network method. In [142],

the authors studied the cause-and-effect relationships between lightning flashes and the
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corresponding events on the nearby distribution system, such as permanent and transient

system outages. In [143], the authors studied the performance of overvoltage protection via

surge arresters against lightning overvoltage, in the presence of DGs and other smart grid

resources.

With respect to DERs, several efforts, such as [144,145], reported on experimental

and field study regarding the effect of direct or indirect lightning striking in a nearby PV

modules. However, they did not examine the effect of lightning-initiated flashover propaga-

ted on power grid network on the PV inverters connected to the distribution network. Any

such analysis inevitably requires using synchronized measurements across the power grid at

the moment when the lightning strike occurs.

Because of the random nature of lightning, it is highly insightful to conduct data

driven studies of lightening and initiated flashover. In [146], the authors discussed on the use

of large data sets obtained from different measurements such as phasor measurement units

(PMUs) to observe and trace the effect of lightning events. In [147], the author reported

on data obtained from PMUs during a lightning strike, which captured some transient

changes on voltage and current phasors caused by lightning. In [148], the authors described

a PMU data management system that supports input from multiple PMU data streams for

detection of events such as lightning strikes.

7.3 Motivations and Contributions

The studies in [146–148] are all based on PMU data at transmission level. In

contrast, in this study, we seek to study lightening events using data from distribution-level
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PMUs, a.k.a, micro-PMUs. This allows us to focus our analysis on DERs and active distribu-

tion networks. Micro-PMUs have a sampling rate that is higher than that of typical commer-

cial transmission PMUs. They also have higher precision compared to their transmission-

level counterparts. Some of the benefits of micro-PMUs are described in [19, 149], e.g.,

with respect to event and fault detection and diagnostics at distribution feeders. Micro-

PMUs are gradually becoming commercially available, and several innovative applications

of micro-PMU data have recently been proposed in [3, 9].

This study aims to propose a novel data-driven approach to use experimental

distribution-level synchrophasor data, i.e., voltage and current measurements, on three

phases, to analyze transient behaviors of flashovers caused by lightning strikes and the cor-

responding responses of the system to this phenomenon. In this regard, the synchrophasor

data during three actual lightning strikes in a real-world distribution system in Riverside,

CA are considered. Based on the obtained data, the transient behavior of short-circuit

accompanied lightning-initiated flashover as well as the response of DERs to this pheno-

menon is investigated. Of particular interest is to analyze the impact and the response

of a 7.5 MW PV farm. To the best of our knowledge, this is the first study that studies

lightening-induced events at distribution level using micro-PMUs.

7.4 Under-Study Real-Life Test System

In order to study the effect of lightning and lightning-initiated contingencies, a

real-life power network is considered in Riverside, CA. The single line diagram of the under-

study network is shown in Fig. 7.1. The point of common coupling between the transmission
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Figure 7.1: The real-world test system that is studied in this chapter is part of a sub-
transmission system in Riverside, CA, which includes a PV farm under Substation B. Data
from three micro-PMUs are used for this analysis.

system and RPU’s sub-transmission network is marked as Substation A. In total, the under-

study sub-transmission network includes 15 substations, 69 kV and 33 kV. Of interest in this

study is Substation B and to a lesser extend Substation C. Substation B is interconnected

with a 7.5 MW investor-owned behind-the-meter solar farm comprising 25,000 solar panels.

The solar-generated power is fed into the local distribution grid and is enough to power

about 1,600 homes.

The network is equipped with several micro-PMUs, while only the data from three

micro-PMUs is available on the day of interest in this study. micro-PMU 1 is at grid-
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connected side of PV farm, which is a local generation node at distribution feeder. micro-

PMU 2, is deployed at low voltage side of a 69 kV substation marked as Substation B.

Finally, micro-PMU 3 is deployed at the secondary side of a 12.47 kV to 480 V transformer

at a commercial building located at downstream of Substation C. This third micro-PMU is

in an outlying area from Substation B. It is intended to allow us distinguish system wide

events from events that specific to Substation C and the PV farm.

The installed micro-PMUs report four fundamental measurements on three phases,

i.e., 13 channels total: voltage magnitude, voltage phase angle, current magnitude, and

current phase angle, with the sampling rate of 120 Hz, i.e., one sample every 8.333 msec.

The 13th channel is GPS Lock, utilized to determine if the sensor has established a satellite

lock to ensure precise time synchronization. This high sampling rate, together with the

fact that we have direct access to voltage and current data of different locations, allow us

capture the effect of lightning-initiated contingencies within a data-driven framework, and

also the response of the PV farm and the overall system to such contingencies. Given the

fact that since the micro-PMU 3 is installed at outlying area from micro-PMU 1 and 2, the

system-wide and local contingencies can be distinguished.

The focus in this study is on the micro-PMU data that is collected during lightening

strikes in Riverside, CA on October 24, 2016 between 11:00:00 AM and 03:00:00 PM local

time, which included multiple lightening strikes [150]. The recorded single phase voltage

magnitude and current magnitude of micro-PMU 1 is shown in Fig. 7.2. The same data

at the same location and during the same time frame, but for a sunny day on October

25, 2016 [150], is shown in Fig. 7.3. Generally speaking, the frequency and magnitude of
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Figure 7.2: Single phase voltage and current of micro-PMU 3 for a four-hours period during
a rainy day, October 24 2016.

current (as opposed to voltage) fluctuations are similar on both days with no significant

observation on the effect of lightning. However, the two figures differ significantly with

respect to the voltage measurements. Specifically, during the sunny day, voltage fluctuated

between 282.58 to 290.14 volts, i.e., at almost ±2%. In contrast, there are at least four

voltage dips during the rainy day with 25%-65% voltage drop, marked by dashed-ellipses in

Fig. 7.2.

The voltage drops could be initiated by a major disturbance like upstream breaker

operation or caused by short-circuit event due to surge arrester operation. To an extent

of our knowledge, there is no protection system operation reported by crew. Accordingly,

and based on the weather data from [150], we can conclude that the captured transient

fluctuations in voltage could have been initiated by lightening strikes.

Generally speaking, the induced voltage of a lightning strike will initiate flashover,

arcing, and consequently a transient short-circuit, when the surge arresters damp the spike
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Figure 7.3: Single phase voltage and current of micro-PMU 3 for a four-hours period during
a sunny day, October 25 2016, one day before the rainy day.

down. The short-circuit current will then flow in the form of an arc, thus, posing a fault in

the power system. Next, we provide data driven explanations for the three major voltage

dips in Fig. 7.2, at 11:13:01 AM, 12:44:05 PM, and 12:55:46 PM.

7.5 Data-Driven Analysis of

Lightning-Initiated Contingencies

In this section, the three lightning-induced transient contingencies that we identi-

fied at the end of the previous section are analyzed. Our data-driven approach is conducted

for all three installed micro-PMUs so that we can distinguish the local and system-wide

events, i.e., in the sense of transmission or sub-transmission levels, followed by per-phase

analysis.
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7.5.1 First Lightning Event

The first event is occurred at 11:13:01 and lasted for about 200 milliseconds. Fig.

7.4 shows the recorded per-phase voltage and current from the micro-PMUs. The immediate

observation is that the under-study transient event is system-wide, i.e., it is not confined

to Substation B and its interconnected PV farm, because micro-PMU 3 is also seeing the

same event.

According to the captured voltage signatures, the voltage drop at micro-PMUs 1,

2, and 3 are 51%, 56%, and 60%, respectively. As mentioned before, there is no recorded

fault in the utility’s database during the under-study period of time. Another important

observation is that the voltage dip signatures are homologous with lightning-initiated flas-

hover and arcing voltage sags. Consequently, we can conclude that the transient event is

indeed system-wide and caused as a result of lightning followed by flashover and arcing on

surge arresters, somewhere on the in transmission level or sub-transmission level.

Based on the voltage signatures in Fig. 7.4, there are two voltage stress periods

caused by lightning, from :01.1 to :01.17 and from :01.17 to :01.3. The voltage stresses are

high enough to exceed the withstand voltage of insulator and consequently cause flashover.

Also, it seems that the magnitude of voltage stress is higher on phase C is higher than the

other two phases.

Since there exists a transient behaviour in the voltage of the entire RPU’s network,

i.e., the system-wide voltage dip, there must be current responses to the disturbance. Howe-

ver, the current response of each device highly depends on its own dynamic. For instance,

the current signature of micro-PMU 1, see Fig. 7.4 (a), shows that there is a three phase
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Figure 7.4: Three phase voltage and current transients at the first lightening event: (a) and
(b) micro-PMU 1; (c) and (d) micro-PMU 2; (e) and (f) micro-PMU 3.

surge current in the PV farm, which may or may not cause a reverse power flow in transient

period, because we know that in normal operation, power flows from Substation B towards

the PV Farm.

Thus, if there is any possible reserve power flow, it should be detected in relative

phase angle difference (RPAD) between micro-PMU 1 and 2 or the current angle of micro-

PMU 1 should be change 180◦. Fig. 7.5 shows pre-event and post-event current of phase

C measured by micro-PMU 1. Note that, in the rainy day, the downstream loads of PV

farm are greater than the generated power. As it can be seen from this figure, current angle

changes about 180◦ which means there could be a reverse power flow from PV farm toward

the short-circuited point. Also, the magnitude of current increases as mentioned in Fig.

7.4. Also, the active power supported by phase C of micro-PMU 1 is shown in Fig. 7.6. As
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Figure 7.5: Post-event and pre-event current phasors at micro-PMU 1.
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Figure 7.6: Active power of phase C measured by micro-PMU 1.

expected, there exists a reverse power flow in post-event compared to pre-event.

The above observation on momentary reverse power flow is important because

most distribution networks are designed to operate on a unidirectional power flow, i.e.,

power flows from substation to the end of radial feeder. Accordingly, feeder protection

system, e.g., overcurrent protection relay, is designed to trigger based on unidirectional

power flow and current. While in the case of possible reverse power flow, feeder protection

system may not work properly. Accordingly, the protection system should be re-designed

based on the possible reverse power flow to ensure the network security and reliability.
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Figure 7.7: Three phase voltage and current transients at the second lightening event: (a)
and (b) micro-PMU 2; (c) and (d) micro-PMU 3.

7.5.2 Second Lightning Event

The second event occurred at 12:44:05 and lasted for about 250 milliseconds. Fig.

7.7 shows the recorded per-phase voltage and current from micro-PMUs 2 and 3. Note

that, no data was provided for micro-PMU 1 in this figure. The reason is that micro-PMU

1 stopped recording right before this second lightning event. Our understanding is that

this happened because the PV farm was temporarily disconnected from the grid due to the

drop in solar irradiance beyond a threshold. Although, as we will see later in Section 7.5.3,

micro-PMU 1 automatically reset and resumed operation a few minutes later.

Same as in the first event, the under-study transient event is system-wide, because

both micro-PMU 2 and 3 detected it. The amount of drop in voltage magnitudes at these

two locations is 65% and 71%, respectively. Again, there is no recorded fault in the utility’s

database for during the under-study period of time. In addition, the voltage dip signatures

are homologous with lightning-initiated flashover and arcing voltage sags. Consequently,
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we can conclude that the transient event is system-wide and caused as a result of lightning

followed by flashover and arcing on surge arresters in transmission level.

Unlike in the first event in Section 7.5.1, the magnitude of voltage stress on all

phases are roughly the same, see Fig. 7.7. Since there exists a transient response in voltage

across RPU’s network, i.e., the system-wide voltage dip, there would be current response

to the disturbance. However, again, the current responses of various devices highly depend

on their own dynamic. For instance, the current fluctuations in customer level, micro-PMU

3, depends on the load type, i.e., capacitive, inductive, or resistive.

Of great interest in the second lightning event is the fact that the micro-PMU 2

shows another voltage dip which was post-event, marked by a dashed-ellipse in Fig. 7.7 (b).

This event was in fact local to Substation B, because it had no effect on voltage or current

at the outlying meter point, i.e., on the measurements of micro-PMU 3. Our conjecture is

that there was an issue at the PV farm, possibly losing some of the inverters at the moment

of reconnection, which caused the disturbance.

7.5.3 Third Lightning Event

The last lightning event occurred at 12:55:46 and lasted for about 150 milliseconds.

Fig. 7.8 shows the recorded per-phase voltage and current from all three micro-PMUs.

Note that, the PV farm has already reconnected and micro-PMU 1 has already started

recording by the time that we reach the third lightning event. Again, the event is system-

wide because all three micro-PMUs have detected it. There exists voltage drop at all three

phases; however, the magnitude of voltage drops are different for each phase, e.g., the

voltage stress in phase C is more than phase A and B. Therefore, phase C experienced a
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Figure 7.8: Three phase voltage and current transients at the third lightening event: (a)
and (b) micro-PMU 1; (c) and (d) micro-PMU 2; (e) and (f) micro-PMU 3.

significant voltage dip. Similar to the first two events, we can conclude that the transient

event is caused as a result of lightning, followed by flashover and arcing on surge arresters

in transmission level.

In this case, the current response to the disturbance is resembles the surge current

in switching on a load. However, the signatures are not the same for different phases.

Interestingly, similar to the first lightning event, the current of phase A at Substa-

tion B decreases at the beginning of the event while the PV farm feeds Phase A, see Fig.

7.4 (c) and Fig. 7.8 (c). The amount of drop in current depends on the level of PV farm

generation and the load of the feeder in phase A.
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7.6 Conclusions

A data-driven experimental analysis is provided to investigate lightening-induced

contingencies at a real-life distribution system based on synchronized measurement data

from three micro-PMUs. The core of the analysis is to separately explain the system-wide

and local contingencies during three specific lightening events. Of particular interest was to

analyze the impact and the response of a 7.5 MW PV farm. Several observations are made

and the related causes are discussed. For example, it was shown that during a lightening

strike, there can be a reverse power flow from the PV site to the substation due to a

transient short-circuit caused by the surge arresters operation. This is despite the fact that

during normal operation of the PV farm, i.e., at any time other than during a lightening

strike, there is no reverse power flow due to the larger load at the feeder compared to

the generation output of the PV. This is important, because most distribution networks

have been designed to operate on a unidirectional power flow, and feeder protection system

is designed and triggered based on unidirectional power flow. While in the case of reverse

power flow caused by lightning event, the protection system should be re-designed to ensure

the network security and reliability. These and other similar observations can lead the way

to investigate how different DERs could be affected and and/or respond to the lightening-

induced contingencies in distribution systems. The results in this study can also ultimately

help with improving resilience in active distribution systems with PVs and other DERs.

The analysis in this study can be extended in several directions. For example, if

a large data set is available for a large number of lightning events, then one can conduct

a statistical analysis, for example on whether the observed reverse power flow at the PV
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farm is rare occurrence or rather a trend; and thus a potential reliability risk. Accordingly,

one can also look into finding proper remedy options to the observed potential issues, such

as re-calibration of the distribution system protection device in presence of major PV and

other DER installations.
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Chapter 8

Conclusions

The goal of this thesis was to start from a stream of raw micro-PMU data and

turn them into information for tangible use-cases for power distribution systems. The me-

asurement points in this study were obtained from micro-PMUs on a pilot distribution

feeder in Riverside, CA. First, novel model-free event detection techniques are proposed

to pick out valuable portion of data from micro-PMU data streams from a real-world test

site in Riverside, CA. The proposed event detection methods are examined on two weeks

real-world data from micro-PMUs. In total, 10,700 events were detected and examined. We

investigate the importance of moving windows and dynamic window sizes in the event de-

tection. It is shown that no single window size can detect all events. One should rather use

a combination of different window sizes and moving windows. Also, the effectiveness of the

proposed event detection methods are compared on real-world data from two micro-PMUs.

Subsequently, a novel data-driven event labeling technique was combined with different

methods of classification to classify the detected events at two layers. Interestingly, we
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concluded that adopting classification features from the detection process can considerably

improve the overall classification accuracy. The effectiveness of the developed classifier is

examined based on three types of classification methods. Finally, five real-world uses-cases

were investigated, namely transient load modeling for application in frequency regulation

market; static load modeling; remote asset monitoring; protection system diagnosis; light-

ning initiated contingency analysis. The results in this thesis could be of value to utilities

and system operators.

This study can be extended to active distribution networks with higher penetration

of DERs. While we expect our approach to perform well with detecting the increased

number of events that may occur due to the increased number DERs, it may not be easy to

label all such new events due to the limited information about the resources and equipment

that are owned and operated by customers.
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distribution lines performance against lightning using ATP-EMTP,” in Proc. of the
IEEE International Symposium on Electromagnetic Compatibility (EMC EUROPE),
Italy, Dec. 2012.

[141] J. A. Martinez and F. Gonzalez-Molina, “Statistical evaluation of lightning overvolta-
ges on overhead distribution lines using neural networks,” IEEE Trans. on power
delivery, vol. 20, no. 3, pp. 2219–2226, 2005.

[142] M. Lat and J. Kortschinski, “Application guide for surge arresters and field research
of lightning effects on distribution systems,” in IET 10th International Conference on
Electricity Distribution, Brighton, UK, May 1989.

[143] M. Araujo, R. Flauzino, O. Batista, L. Moraes, and C. Martins, “Protection of the
distribution lines with distributed generation against lightning overvoltages in the
context of smart grids,” in Proc. of the IEEE World Congress on Sustainable Techno-
logies (WCST), London, UK, Mar. 2013.

[144] Y. M. Hernández, D. Ioannidis, G. Ferlas, E. G. T. Tsovilis, Z. Politis, and K. Sa-
maras, “An experimental approach of the transient effects of lightning currents on
the overvoltage protection system in mw-class photovoltaic plants,” in Proc. of the
IEEE International Conference on Lightning Protection (ICLP), Shanghai, China,
Oct. 2014.

[145] Z. Benesova, R. Haller, J. Birkl, and P. Zahlmann, “Overvoltages in photovoltaic
systems induced by lightning strikes,” in Proc. of the IEEE International Conference
on Lightning Protection (ICLP), Vienna, Austria, Sep. 2012.

[146] M. Kezunovic, T. Djokic, P.-C. Chen, and V. Malbasa, “Improved transmission line
fault location using automated correlation of big data from lightning strikes and fault-
induced traveling waves,” in Proc. of the IEEE 48th Hawaii International Conference
on System Sciences (HICSS),, Kauai, HI, USA, Jan. 2015.

[147] Y. Wan, “Synchronized phasor data for analyzing wind power plant dynamic behavior
and model validation,” Contract, vol. 303, pp. 275–3000, 2013.

[148] B. McCamish, R. Meier, J. Landford, R. Bass, E. Cotilla-Sanchez, and D. Chiu, “A
data driven framework for real time power system event detection and visualization,”
arXiv preprint arXiv:1501.04038, 2014.

176



[149] J. H. Eto, E. Stewart, T. Smith, M. Buckner, H. Kirkham, F. Tuffner, and D. Schoen-
wald, “Scoping study on research and development priorities for distribution-system
phasor measurement units,” 2015.

[150] [Online]. Available: https://www.wunderground.com/history/

[151] M. Motalleb, M. Thornton, E. Reihani, and R. Ghorbani, “A nascent market for
contingency reserve services using demand response,” Applied Energy, vol. 179, pp.
985–995, 2016.

[152] “IEEE standard for high-accuracy instrument transformers,” IEEE Std C57.13.6-
2005, 2005.

[153] R. Bayless, J. Selman, D. Truax, and W. Reid, “Capacitor switching and transformer
transients,” IEEE Trans. on power delivery, vol. 3, no. 1, pp. 349–357, 1988.

[154] E. M. Stewart, S. Kiliccote, C. McParland, C. Roberts, R. Arghandeh, and A. von
Meier, “Using micro-synchrophasor data for advanced distribution grid planning and
operations analysis,” Ernest Orlando Lawrence Berkely National Laboratory, 2014.

[155] S. F. Alwash, V. K. Ramachandaramurthy, and N. Mithulananthan, “Fault-location
scheme for power distribution system with distributed generation,” IEEE Trans. on
Power Delivery, vol. 30, no. 3, pp. 1187–1195, 2015.

[156] S. M. Brahma and A. A. Girgis, “Development of adaptive protection scheme for
distribution systems with high penetration of distributed generation,” IEEE Trans.
on power delivery, vol. 19, no. 1, pp. 56–63, 2004.

[157] V. John, Z. Ye, and A. Kolwalkar, “Investigation of anti-islanding protection of power
converter based distributed generators using frequency domain analysis,” IEEE Trans.
on Power Electronics, vol. 19, no. 5, pp. 1177–1183, 2004.

[158] M. Jamei, E. Stewart, S. Peisert, A. Scaglione, C. McParland, C. Roberts, and
A. McEachern, “Micro synchrophasor-based intrusion detection in automated distri-
bution systems: Towards critical infrastructure security,” IEEE Internet Computing,
vol. 20, no. 5, 2016.

[159] M. Jamei, A. Scaglione, C. Roberts, E. Stewart, S. Peisert, C. McParland, and
A. McEachern, “Automated anomaly detection in distribution grids using upmu me-
asurements,” arXiv preprint arXiv:1610.01107, 2016.

[160] E. C. Kara, C. M. Roberts, M. Tabone, L. Alvarez, D. S. Callaway, and E. M. Stewart,
“Towards real-time estimation of solar generation from micro-synchrophasor measu-
rements,” arXiv preprint arXiv:1607.02919, 2016.

[161] M. Jamei, A. Scaglione, C. Roberts, A. McEachern, E. Stewart, S. Peisert, and
C. McParland, “Online thevenin parameter tracking using synchrophasor data,” in
Proc. of the IEEE PES General Meeting, Chicago, IL, Jul. 2017.

177



[162] Z. Taylor, H. A.-Hejazi, E. Cortez, L. Alvarez, S. Ula, M. Barth, and H. Mohsenian-
Rad, “Battery-assisted distribution feeder peak load reduction: Stochastic optimi-
zation and utility-scale implementation,” in Proc. of IEEE PES General Meeting,
Boston, MA, Jul. 2016.

[163] C. Shand, A. McMorran, E. Stewart, and G. Taylor, “Exploiting massive pmu data
analysis for lv distribution network model validation,” in Proc. of IEEE Power Engi-
neering Conference (UPEC), Stoke on Trent, UK, Dec. 2015.

[164] C. Efthymiou and G. Kalogridis, “Applications of the windowed FFT to electric power
quality assessment,” in Proc. of the IEEE International Conference on Smart Grid
Communications, Gaithersburg, MD, Oct. 2010.

[165] A. L. Liao, E. M. Stewart, and E. C. Kara, “Micro-synchrophasor data for diagnosis
of transmission and distribution level events,” in Proc. of the IEEE Transmission and
Distribution Conference and Exposition (T&D), Dallas, TX, USA, Jul. 2016.

[166] A. G. Phadke and J. S. Thorp, Synchronized phasor measurements and their applica-
tions. Springer Science & Business Media, 2008.

178




