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Abstract

An Associated Particle Imaging System
for the Determination of 3D Isotopic Distributions

by

Mauricio Ayllon Unzueta

Doctor of Philosophy in Engineering - Nuclear Engineering

University of California, Berkeley

Professor Karl van Bibber, Chair

Associated Particle Imaging (API) is a nuclear technique that allows for the non-destructive
determination of 3D isotopic distributions. The technique is based on the detection of the
alpha particle associated with the neutron emitted in the deuterium-tritium (DT) fusion
reaction, which provides information regarding the direction and time of emission of the
14 MeV neutron. Inelastic neutron scattering leads to characteristic gamma-ray emission
from certain isotopes, which can be correlated with the neutron interaction location. An
API system consisting of a sealed-type neutron generator, gamma detectors, and a position-
sensitive alpha detector was designed, constructed, and tested at Lawrence Berkeley National
Laboratory (LBNL) for the non-destructive quantification of 12C distribution in soils. Ad-
ditionally, the system is also sensitive to other elements present in the soil such as O, Si, Al,
Fe, etc. It is capable of quantifying 12C at the percent level with a resolution of 2 cm × 2 cm
× 7 cm for an hour of measurement. The first half of the dissertation describes the design
of the system (using the simulation packages MCNP6, SPICE, and COMSOL Multiphysics)
and the characterization of its components including the neutron generator, the position-
sensitive alpha detector (YAP), the lanthanum bromide (LaBr) and sodium iodide (NaI)
gamma detectors, and the systems used to observe the alpha and gamma signal. The second
half focuses on data analysis techniques and presents initial experimental data benchmarked
against simulations.
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Chapter 1

Introduction

Associated Particle Imaging (API) is a non-destructive technique that allows for determining
the 3D location of certain isotopes in a given sample. The system described in this thesis
consists of a sealed-type neutron generator, an alpha particle detector, and two gamma-ray
detectors, i.e. lanthanum bromide (LaBr3) and sodium iodide (NaI). The neutron generator
works by accelerating a mixture of deuterium (D) and tritium (T) ions towards a titanium
target where they accumulate forming a so called “self-loaded target”. Subsequent ions can
induce DT fusion reactions within a small well-defined surface of approximately 2 mm in
diameter.

D + T → α (3.5 MeV) + n (14.1 MeV) 99.96% (1.1)

The nuclear reaction shown in Equation 1.1 results in a two-particle decay, and hence the
products are emitted back-to-back in the center-of-mass reference frame. The detection of
the alpha particle in a position-sensitive detector provides information about the direction
and time the neutron was emitted. This high-energy neutron can leave the vacuum chamber
and interact with a nucleus in the interrogated sample by non-elastic scattering, which can
leave the resulting nucleus in an excited state. The de-excitation, which typically happens
in 10−8 - 10−12 s is accompanied by the emission of one or more gamma rays with energies
unique to the isotope. The gamma ray can then be detected with a fast scintillator and its
time and energy recorded. Based on that time difference, the depth of interaction Z can be
calculated allowing for a 3D density profile of the object to be reconstructed by measuring
many of these events. This process is exemplified in Figure 1.1, which shows a particular
case where the inelastic scattering in a 12C nucleus leads to the production of a gamma ray.

12C is well-suited for this technique because of its relatively high inelastic scattering cross-
section of approximately 187±7.5 mb averaged over all incident angles [25] at 14.1 MeV and
because it emits (for all practical purposes) a single gamma ray of 4.4 MeV from its first
excited state to the ground state. Additionally, this high-energy gamma ray is not easily
attenuated by low and medium density objects, which allows for interrogation of deeper
layers.



CHAPTER 1. INTRODUCTION 2

Figure 1.1: Schematic illustration of the API technique. A 14.1 MeV neutron and an alpha
particle are created back-to-back in a known volume. The neutron undergoes inelastic scat-
tering off an isotope in the target, for example a 12C nucleus, which emits a 4.4 MeV gamma
ray. The location of interaction can be determined in 3D from the time difference between
the detection of the alpha particle and the gamma ray and from the X-Y measurement of
the position of the alpha particle in the detector.
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The neutron generator used in this project is designed and built by Adelphi Inc. [1] while
the alpha detector system was designed internally and it is discussed in detail in Chapter 2.
Figure 1.2 shows some of its most relevant components together with a schematic of how it
works. A future iteration of the API neutron generator design will be discussed in Chapter 6.

Figure 1.2: Sealed-type API neutron generator used for this project together with a simplified
representation of how it works. The getter is heated during operation, which releases trapped
deuterium and tritium into the vacuum chamber. The same gas mixture is therefore also
present in the ion source where a plasma is ignited with a microwave generator. These ions
are then accelerated through the drift region onto an angled target where the DT fusion
reaction can take place.

1.1 Origins of the API Technique and Applications

The origins of API can be traced back to the 50’s and 60’s when the associated particle
method (APM) was introduced with the main objective of reducing the induced gamma
background (e.g. [36]) by recording gamma rays in coincidence with the associated particle
in a DD or DT fusion reaction, i.e. 3He and 4He, respectively. Additionally, APM allowed for
the possibility to measure the absolute neutron output (n/s) directly in a neutron generator
by counting the associated alpha particles and taking into account the solid angle subtended
by the alpha detector with respect to the neutron beam spot (see for example [13] and
[60]). Fast scintillators, fast electronics, and high-resolution position-sensitive photomulti-
plier tubes have recently allowed for both nanosecond and sub-nanosecond time resolution
and sub-millimeter position resolution. This combination allows for the possibility of imaging
objects of several centimeters. An early proof-of-principle paper about API presented in [7]
obtained 2D projections for different materials (water and table salt), hence showing some of
the most important capabilities of this technique. Since then, API has found many uses in
different areas of research and industry including detection of illicit drugs [17], explosives [8],
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special nuclear material (SNM) [22], and diamonds [16] among many other applications.
Recently, there has been interest in using API for applications in space exploration, such
as in [30], where API is considered as an instrument to be mounted on planetary rovers or
landers in order to analyze the elemental composition of the surface. In that particular appli-
cation, API greatly reduces the gamma background from rover/lander structural materials
and cosmic radiation.

At Lawrence Berkeley National Laboratory (LBNL), we have developed an API instru-
ment for quantifying carbon distribution in soil. Non-destructive carbon-in-soil measurement
methods are important for understanding and quantifying soil-based carbon sequestration
techniques on a large scale since soil is the largest storage pool of terrestrial carbon [43].
Monitoring carbon in soil also supports improvements in soil health and crop yield [21]. The
standard procedure to measure carbon concentration in soils today consists of taking core
(point) samples and analyzing them in a chemistry lab using loss on ignition (LOI) tech-
niques [53]. This destructive procedure takes from a few days to weeks before results are
obtained, and the results are usually extrapolated to the entire field. The API instrument
described in this thesis would be able to non-destructively analyze larger samples (50 × 50
× 30 cm3) in a few minutes (for a commercial system) depending on carbon concentration.
Additionally, it may provide information regarding other main constituent elements and the
average bulk density.

1.2 Theoretical Considerations

Important Neutron Interactions with Matter for API

Neutrons can interact with matter in different ways. As opposed to gamma rays or charged
particles, neutrons interact mostly with atomic nuclei and rarely with electrons because of
their charge neutrality. The specific type of neutron-nucleus interaction depends strongly
on the energy of the incident neutron as well as the internal structure of the target (AX) or
compound (A+1X) nucleus. Nuclei have excited states or energy levels, which are somewhat
analogous to the excited states in atoms. In the simplistic single-particle model, these energy
levels can be populated by the excitation of one or more nucleons upon energy transfer from
an interaction. The level scheme depicting these states in 12C is shown in Figure 1.3. This
is an example of a low-mass nucleus and hence the energy levels are separated by wider
energy gaps compared to heavier nuclei, which in general have a greater density of states.
Special exceptions are observed in magic nuclei that have particularly stable configurations
and their energy levels resemble those of lower mass nuclei. Each of these energy levels have
a characteristic energy width (Γ), which determine the lifetime of such a state. For instance,
the measured energy width of the 4.4 MeV level in 12C is approximately 0.01 eV [27]. Hence,
the mean lifetime (τ) is as follows

τ = h̄/Γ = 66 fs (1.2)
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Figure 1.3: 12C decay scheme showing excited states in the nucleus that can be populated by
a 14.1 MeV neutron [3]. Note that the highest possible excitation energy that can be left in
the nucleus is approximately 13 MeV due to recoil. Only the 4.4 MeV state has a significant
gamma branch. The only other gamma-ray source on carbon would be from 13C, but its
natural isotopic abundance is only 1.1 %.
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The implications to our API system of such a short mean lifetime is that its effects on the
time-of-flight resolution and peak broadening in the energy spectrum due to the uncertainty
principle are negligible. Other effects, however, such as Doppler broadening will have a
significant effect on the energy resolution. This concept will be revisited in Chapter 3.

A neutron can interact with the nucleus and leave it unchanged either in its isotopic
composition or internal energy, i.e. in its ground state, in a process known as elastic scatter-
ing. This process can be largely modeled with classical mechanics and is the most important
moderation mechanism at medium to low neutron energies. If the incoming neutron leaves
the nucleus in an excited state without changing its isotopic composition, the process is
known as inelastic scattering and it usually takes place at higher neutron energies. This
process is a threshold reaction, which means that it cannot take place at neutron energies
below the first excited state of the nucleus. Therefore, neutron energies higher than 4.4 MeV
are required in our API application. In fact, the energy threshold is slightly higher because
of the kinetic recoil energy of the target nucleus. Therefore, the actual energy threshold
(Eth) for such a reaction is given by Equation 1.3.

Eth =
A+ 1

A
E1 =

13

12
(4.4 MeV) = 4.8 MeV (1.3)

where A is the mass number of the target nucleus and E1 is the energy of the first excited
state. This energy threshold is why a DT neutron generator is used, which emits 14.1 MeV
neutrons as opposed to a DD neutron generator (2.5 MeV neutrons). Further discussion
about inelastic scattering and its role in slowing down high-energy neutrons are presented
in [29] and Chapter 4 when discussing shielding structures. A neutron can also undergo
capture, which changes the isotopic composition of the target nucleus and brings additional
binding energy into the nucleus. Therefore, it can leave the nucleus in an excited state which
usually decays by β− accompanied by the emission of one or several gamma rays that are
specific to the daughter isotope. This is the main idea behind neutron activation analysis
(NAA) for isotopic determination of unknown samples. Neutron capture generally happens
after the neutrons have been slowed down to thermal energies, which requires longer periods
of time greater than our API time windows of a few tens of nanoseconds, and therefore, are
not part of the API spectrum. Additionally, position information is lost because multiple
scattering events are necessary to reach thermal energies. However, information from neutron
capture gamma rays can be valuable for determining average water content since 1H emits
2.2 MeV gamma rays upon a single neutron capture. This process is negligible for the case
of 12C, which has a very low neutron capture cross-section. There are other processes that
can take place upon neutron interactions with nuclei such as nuclear fission, charged particle
emission, or spallation. However, they are not specifically relevant for this application and
therefore will not be discussed further.
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Cross-sections and Reaction Rates

The probability of each of the previously explained reactions to occur is described by the
cross-section, and it is better understood within the concept of reaction rates (R) as shown
in Equation 1.4

R(E,~r) = Nt

∫∫
σ(E) φ(E,~r) dE d~r (1.4)

where R is the reaction rate in γ/s as a function of energy E and position ~r, Nt is
the total number of target nuclei, σ is the microscopic cross-section for the emission of
that particular gamma ray (including branching ratios), and φ is the neutron flux. The
integration takes place over all energies and positions. Note that this simple equation can
help us predict the gamma ray expected from reactions in different isotopes in back-of-the-
envelope calculations. However, codes like MCNP6 [18] employ a more rigorous and complete
treatment. The main message to be taken from this equation is that the reaction rate is
directly proportional to the number of target nuclei Nt, and we can directly measure R(E,~r)
as the area under the peak in the gamma spectrum (taking into account detector efficiency
factors). Additionally, we can measure φ(E,~r) or its time-integrated quantity (fluence) by
counting alpha particles accounting for the solid angle subtended by the detector. Cross-
sectional data, easily accessible from large databases such as ENDF [3], allows for a forward
analysis in extracting the absolute abundance of elements. However, certain complications
arise due to the flux variability in deeper soil layers as a function of water content. Some
analysis considerations are touched upon in Chapter 5.

Properties of Deuterium-Tritium (DT) Fusion

DT fusion is an exothermic reaction that can be induced at low incident energies making
it an ideal reaction for low-power compact neutron generators. The reaction occurs below
the Coulomb energy barrier due to quantum tunneling between the deuteron and triton.
The Coulomb energy barrier is shown in Equation 1.5 where the deuteron and triton are
separated by approximately 5 fm of their nuclear radii.

EDT =
e2

4πεo

ZDZT
RD + 5 fm +RT

= 170 keV (1.5)

The cross-section for this reaction (≈ 5 b) is more than 100 times that of DD and TT
fusion at 100 kV [52] due to a strong resonance in the 5He compound system that peaks
around 107 keV. At these low energies, the only significant reaction channel is the immediate
disintegration of the compound nucleus 5He into a neutron and an alpha particle, as shown
in Equation 1.1. While there is a small (≈ 0.04%) branch to the emission of a 17 MeV
photon and the production of a neutron and alpha-particle at rest, the vast majority of the
decay of the 5He compound system occurs through the emission of a 14.1 MeV neutron and
a 3.54 MeV alpha particle. In the center of mass system, these particles are emitted at 180
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Variable Description

θb lab scattering angle

θ′b CM scattering angle

T lab kinetic energy

v particle velocity

Q Q-value of reaction

m particle mass

Table 1.1: Parameter notation for Equations 1.6 and 1.7.

degrees from each other. However, in the laboratory system they are emitted at an angle
given by Equation 1.6. Each of the terms of this equation are explained in Table 1.1.

tan θb =
sin θ′b

cos θ′b + γ
(1.6)

where γ is given by:

γ =
vcm
v′b

=

(
mamb

mXmY

Ta
Ta +Q(1 +ma/mX)

)1/2

(1.7)

these equations apply to a reaction of the form:

a+X → Y + b (1.8)

For our API system, which accelerates a mixture of deuterium and tritium ions towards
a titanium target, the main nuclear reactions are:

D(T, n)α

T (D,n)α

T2(D,n)α

D2(T, n)α

Each of them results in a slightly different angle in the lab frame between the emitted
neutron and alpha particle as given by Equation 1.6. There is also the possibility of reactions
involving triatomic species. However, their proportion is very low for this type of ion source,
and hence will not be considered in the analysis. Furthermore, since non-monatomic species
are accelerated at a lower energy per nucleon for a given accelerating voltage, the cross-section
also drops significantly. Experimentally, we do not have information as to which of these
reactions took place in an event-by-event basis. Therefore, the differences in the kinematics
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from all these reactions have to be considered. From Equation 1.6 we can calculate the
uncertainty due to these effects from the point of view of the kinematics alone, which turns
out to be approximately 0.9 cm averaged over all angles as measured 60 cm from the neutron
source.

Alpha Particle and Gamma Ray Detection

Both alpha particles and gamma rays interact with matter mostly via electromagnetic pro-
cesses with the atoms in the medium. Alpha particles with a higher linear energy transfer
(LET) are more ionizing than gamma rays and therefore have a shorter range that is de-
scribed by individual collisions of the alpha particle with surrounding electrons (electronic
stopping). It is possible for alpha particles to interact with nuclei (nuclear stopping) but
this process is significantly less common at high energies and hence most detectors rely on
electronic stopping. Different materials can be used for the detection of alpha particles as re-
viewed extensively in [28]. However, API requires a fast response (rise time) for nanosecond
timing, short pulses (decay times) for high-rate handling, and a large amount of ion-hole pairs
released per interaction to minimize energy uncertainty needed for position reconstruction.
Additionally, the detector material needs to be robust, easy to handle, radiation resistant,
and able to withstand vacuum bakeout temperatures. Therefore, the choices were somewhat
limited to fast inorganic scintillators such as Yttrium Aluminum Perovskite (YAP:Ce) or zinc
oxide (ZnO:Ga). We decided to use YAP because even though it is slower and has a longer
pulse than ZnO, it emits more light per interaction than the powdered form of ZnO [46] and
is easier to handle in monolithic crystals that are not hygroscopic as opposed to ZnO. The
advent of monolithic ZnO crystals could potentially be more beneficial as it would allow to
handle higher rates. More details regarding specific properties and performance of YAP are
presented in Chapter 2.

Gamma rays are more penetrating than alpha particles and can travel through air for
several meters without interacting. Therefore, larger detector volumes are required to max-
imize efficiency. Apart from that, similar constraints as alpha detection apply to gamma
detectors that are used for API. Furthermore, the detectors need to be rugged with no ac-
tive cooling to allow for field deployment. The result is that HPGe detectors cannot be used
for API because of their very long pulse widths and slow response which does not permit a
time resolution better than tens of nanoseconds, and they require the use of cryogenics or
expensive mechanical cooling systems. Therefore, the choices were again constrained to fast
inorganic crystals. The state-of-the-art scintillator LaBr(Ce) is the best in terms of both
fast timing and energy resolution. However, large crystals are more difficult to grow and
they are significantly more expensive than other similar detectors such as NaI. In this work
we used both LaBr and NaI in our API application. The NaI crystal (5-inch) is larger than
LaBr (3-inch) and hence it can provide information from deeper layers. Additionally, for a
commercial product requiring multiple detectors, NaI would drive the cost down significantly.
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Depth [cm] Voxel size [cm3] (1±0.5)%C (1±0.2)%C (1±0.1)%C

0 - 5 5× 5× 5 4 min 25 min 100 min

0 - 10 10× 10× 10 0.6 min 4 min 16 min

20 - 30 10× 10× 10 4 min 25 min 100 min

20 - 35 15× 15× 15 1.5 min 8 min 35 min

Table 1.2: MCNP6 simulation results for expected measurement times with two gamma ray
detectors.

1.3 Feasibility Analysis

Measuring soil carbon with 14.1 MeV neutrons is not a new idea. A group at Brookhaven
National Laboratory (BNL) implemented a system with a pulsed neutron generator but no
API [56]. Therefore, their system provides an estimation of carbon abundance averaged over
the field of view and depth with no position information, which leads to information from only
the top few centimeters of soil. Additionally, the gamma spectrum is more difficult to analyze
due to background contributions from reactions on structural materials of the interrogating
system. In order to estimate measurement times for our system based on carbon content,
we performed MCNP6 simulations and the results are summarized in Table 1.2. We used a
generic dry soil composition (ρ = 1.3 g cm−3) and a neutron source of 2 × 108 n/s located
60 cm above ground. The flux maps as a function of depth in soil are shown in Figure 1.4.
Note that the measurement times can be reduced significantly if more gamma-ray detectors
are used.

We also estimated the neutron scattering in the soil, which would add to the calculated
error in the position reconstruction. A pencil beam of neutrons incident on soil was simulated
and the position where a neutron produced a 4.4 MeV gamma from 12C was tallied. The
results are shown in Figure 1.5. The plotted curves show only the scattered neutrons at
different depths, which represent 2% of the unscattered ones. Note that most of them are
within 5 cm from the original direction of the neutron beam, and hence do not present a
significant effect in the positional error. These simple simulations show that the system is
in principle feasible and measurement times are reasonable.
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Figure 1.4: MCNP6 simulation of the total (top) and 14.1 MeV (bottom) neutron flux as a
function of depth for a dry generic soil. The neutron source strength is 2×108 n/s. Note that
only neutrons of 14.1 MeV are of interest for the API system since all others that produce a
gamma ray will either be outside of the time window or have an incorrect location.
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Figure 1.5: MCNP6 simulation of 14.1 MeV neutron scattering as it enters the soil. Most
scattered neutrons are within 5 cm from the original direction of the neutron, and they only
represent approximately 2% of all neutrons. The solid gray line shows the possible spread
in scattered neutrons within the first 20 cm of soil.
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Chapter 2

Position-Sensitive Alpha Detector

The purpose of the pixelated alpha detector is twofold: it is used to obtain the neutron start-
ing time for time-of-flight measurements (depth resolution), and it allows for the calculation
of the neutron direction of travel (X-Y resolution). The physical location of the alpha detec-
tor in the API system is shown in Figure 1.2 where the sapphire window acts as the vacuum
interface and it allows the scintillation photons created by the alpha particles in the YAP
to reach the position-sensitive photomultiplier tube. In this chapter, we present the design
and performance characteristics of the detector. Simulations were performed to understand
the range and energy deposition of alpha particles in our detector material, the resulting
scintillation light spread onto the photocathode and its overall transmission, the optimal
geometrical parameters of its components, and the performance of the electronics readout
board among others. Additionally, we present experimental tests that provide information
regarding its position resolution, uniformity, and rate capabilities among other characteris-
tics. Some of the results and discussion presented herein have already been published and
can be found in [50].

2.1 Initial Considerations

The project goal is to measure carbon in soil with a voxel resolution of 5 cm. Given that a
14.1 MeV neutron travels approximately 5 cm in 1 ns, the system as a whole (gamma detector
plus alpha detector) needs to have a time resolution on the order of 1 ns. Additionally, in
order to achieve a X-Y resolution in the soil of approximately 5 cm, the alpha detector
needs to have a position resolution of ≈ 1 mm for the specific geometry given in Figure 2.1.
However, this last requirement also depends on other parameters such as the neutron beam
spot size, which can be one of the main contributors to the loss of resolution. The alpha
detector should also be able to handle high rates on the order of 107 α/s at the maximum
neutron output of the neutron generator, i.e. 2× 108 n/s. The scintillator material of choice
is the cerium-doped inorganic crystal Yttrium Aluminum Perovskite (YAlO3) or YAP(Ce)
due to the following reasons: it can withstand vacuum bakeout temperatures, it has a fast
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response (rise time of approximately 3 ns), short decay time (27 ns), relatively high light yield
(17000-20000 photons/MeV for gamma rays but ∼3−5 times lower for alpha particles), high
density (5.55 g cm−3), and sufficient energy resolution (20% for a 5 MeV alpha). It is also
non-hygroscopic and hence easy to handle.

dx

t

L = 6 cm

D = 60 cm

PMT

Soil

Target

Resolution

Uncertainty X

Figure 2.1: Effects of pixel resolution in the alpha detector (dx) on the overall system
resolution for a given neutron beam spot size of t = 2 mm. For dx = 1 mm, ∆X = 3.2 cm on
the surface of the soil and ∆X = 4.7 cm at a depth of 30 cm.

The dimensions of the YAP crystal used are 50 mm × 50 mm × 1 mm (manufactured
by Crytur [12]) and it is placed inside the vacuum chamber approximately 6 cm from the
titanium target where the neutrons and alpha particles are created. As the alpha particles
enter the YAP crystal, they lose energy mainly due to collisions with electrons and thereby
transfer their energy to the crystal. All alpha particles will stop within a few micrometers
inside the YAP, as shown in Figure 2.2a. This process creates a large number of electron-hole
pairs, which upon de-excitation through activator sites (cerium) emit optical photons with
a primary wavelength of approximately 370 nm [28]. This wavelength is well-matched to our
PMT spectral sensitivity, which peaks at 400 nm [20]. In the YAP crystal, approximately
6000 photons/MeV are emitted in a single 3.5 MeV alpha particle interaction [32]. The
photons then propagate through a 3 mm-thick vacuum sapphire window (MPF Products [33])
to the photocathode of the PMT (Hamamatsu H13700-03 [20]). In order to further increase



CHAPTER 2. POSITION-SENSITIVE ALPHA DETECTOR 15

6.25 6.50 6.75 7.00 7.25 7.50 7.75 8.00
Range [um]

0.0

0.5

1.0

1.5

2.0

2.5

3.0

Fr
eq

ue
nc

y 
[a

.u
]

(a) Range

1.0 0.5 0.0 0.5 1.0
X [um]

1.0

0.5

0.0

0.5

1.0

Y 
[u

m
]

0

10

20

30

40

50

In
te

ns
ity

 [a
.u

]

(b) Lateral spread

Figure 2.2: TRIM simulation of range (Z-direction) and lateral spread (X-Y) of 3.5 MeV
alpha particles in YAP.

the number of photons reaching the PMT, the YAP surface facing the alpha source was
coated with a 400 nm thick aluminum layer functioning as a mirror and as a ground plane
to prevent the scintillator from charging up due to the deposition of positively charged
alpha particles. During the final integration of the system with the neutron generator, an
additional aluminum foil of 1 µm thickness is used in between the titanium target and the
YAP crystal in order to provide a pinhole-free surface to protect the photomultiplier from ion
source light. A layer of a certain thickness (for aluminum >1 µm) is also needed to prevent
scattered deuterium and tritium ions from reaching the scintillator. The foil together with
the existing coating of the YAP provides the required total thickness. The energy loss of
the alpha particle in the foil is on the order of 50 keV as simulated with SRIM [64] and is
therefore negligible. Sapphire was chosen as the vacuum window material for its superior
optical properties and mechanical strength, which allows for a significant reduction of the
required thickness of the window, and therefore reduces the spread of light from a single
alpha-particle interaction onto the photocathode. This design differs from several other
recent designs that use a fiber optic faceplate to couple the scintillator light to the PMT,
such as in [63].

In order to calculate the range and lateral spread of 3.5 MeV alpha particles in YAP,
the simulation software SRIM [64] was used where a layer of YAlO3 was defined with a
density of 5.55 g cm−3. The simulation assumed alpha particles orthogonally incident on
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the YAP surface (Z-axis). Figure 2.2a shows that most alpha particles stop in the material
somewhere between 7 and 7.75 µm, and Figure 2.2b shows that the maximum lateral spread
is approximately 1 µm. These numbers are used as input parameters for the subsequent
COMSOL simulations presented in the following section.

In order to maximize the light yield, the YAP thickness needs to be larger than the
range of a 3.5 MeV alpha particle in the material, which is approximately 7.4 µm, as shown
in Figure 2.2a. However, using a very thin YAP is impractical in terms of fabrication and
mechanical mounting/handling. On the other hand, the disadvantages of a thick YAP are
that it allows for background X-rays and gamma rays to deposit more of their energy in the
crystal thereby increasing the overall background rate.

The PMT is operated at a voltage bias of −1 kV and the anode is pixelated into an
array of 16× 16 individual electrodes, each of them with an active area of 2.8 mm× 2.8 mm
and 3 mm center-to-center distance (information obtained from a previous but similar model
H9500-3). The signals can be read out from those individual pixels as well as from the
penultimate dynode, which serves as a common timing signal for fast timing applications.

2.2 COMSOL Simulations of Scintillation Photon

Transport

The alpha detector system can be modeled with a geometrical (ray) optics approach because
the wavelength of the scintillation light is much smaller than the dimensions of our system.
Therefore, reflection, refraction, and absorption are the main physical processes that deter-
mine the performance of the alpha detector. Figure 2.3 shows a 2D schematic of scintillation
light propagation in the system where a few ray traces are shown to exemplify the effects of
total internal reflection and refraction in our specific geometry. The equation that describes
such processes is called Snell’s law and it is shown in Equation 2.1.

n1 sin θ1 = n2 sin θ2 (2.1)

where n1 and n2 are the indices of refraction of medium 1 and 2, respectively, and θ1 and
θ2 are the incident and refracted angles with respect to the normal.

An important consequence of this equation is the fact that total internal reflection, i.e.
no transmission at an optical boundary, can only take place when light enters a medium
with lower index of refraction, which in our case happens at the YAP–vacuum and sapphire–
grease interfaces. Total internal reflection occurs when light rays with an angle greater than
the critical angle θc are incident on a boundary, as shown in red (YAP–vacuum) and green
(sapphire–grease) in Figure 2.3. The critical angle for the former case is approximately
31.2◦ and for the latter is 55◦. Combining these two angles, we get an acceptance angle of
θa = 26.8◦. Therefore, every light ray with an incident angle greater than θa will undergo
total internal reflection at either of these two boundaries. This results in a cone of light being
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Figure 2.3: 2D schematic (not to scale) of some important features of light propagation
through our system. Total internal reflection can happen at the YAP-vacuum and sapphire-
grease interfaces. Therefore, only a narrow cone of light defined by the acceptance angle
θa makes it to the photocathode. The rest undergoes total internal reflection and eventual
absorption.

transmitted to the photocathode. In order to understand this process further and optimize
certain parameters, we performed simulations of the entire system.

COMSOL Multiphysics [11] is a finite element analysis software that allows for simula-
tions of physical processes by solving coupled systems of partial differential equations within
elements of a specified geometry. It has a multitude of physics packages or modules for elec-
tromagnetism, fluid flow and heat transfer, structural mechanics, and chemical engineering.
We used the “Ray Optics” module to simulate the light propagation throughout the alpha
detector system. This module allows to model electromagnetic wave propagation with a ray
tracing approach. These rays can be refracted, reflected, or absorbed at boundaries in the
model geometry. The approximations used in this approach are appropriate for geometries
larger than the wavelength of interest. Other software used for similar purposes include
Zemax [61], and Geant4 [2].

These simulations are important in order to optimize geometrical parameters and es-
timate the amount of photoelectrons per alpha event that reach the photocathode, which
directly influences the shape of the waveform. They also help us understand the light spread
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Figure 2.4: COMSOL geometry of the complete detector system

onto the photocathode, which influences the choice of reconstruction algorithm, and hence
the ultimate attainable position resolution. Figure 2.4 shows the modeled geometry of our
system. Table 2.1 shows the most relevant parameters used in the COMSOL simulations.
The thicknesses of the vacuum layer and optical grease were not measured for practical rea-
sons. However, simulations show that the results are almost completely independent of these
two parameters assuming light absorption in the optical grease does not increase drastically
within tens of micrometers. Table 2.2 shows some of the properties pertaining to the pho-
tomultiplier we use. This model is superior to the more conventional series H9500 [20] since
it has a higher quantum efficiency and better pixel-to-pixel uniformity.

The PMT borosilicate glass window thickness and pixel spacing are set by the specifica-
tions of our photomultiplier. However, the other parameters can be varied. Particularly, the
YAP and sapphire window thicknesses can be changed in order to control the light spread
onto the photocathode. Since the sapphire window thickness is greater than that of the YAP,
it is the component that mainly determines the spread of light onto the photocathode. It also
serves as the vacuum interface, and hence it needs to be mechanically strong to counteract
atmospheric pressure. We used COMSOL to increase the thickness systematically from 1
to 5 mm and the results are shown in Figure 2.5. We finally decided to use a 3 mm thick
window as it provides sufficient mechanical strength and desired light spread.

Figure 2.6a shows that most photons from an alpha particle interaction do not reach the
sapphire window due to total internal reflection at the scintillator-vacuum interface because
of the mismatch between their indices of refraction. Due to the requirements of the neutron
generator it is not possible to use optical grease to better match the indices of refraction
at this interface. This effect has its advantages and disadvantages. For instance, a more
localized photon distribution that activates only a few independent pixels could allow not
only for a superior position resolution but also for higher rate handling capabilities depend-
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Name Material Thickness (mm) Index of refraction (370 nm)

Photocathode Bialkali – –

PMT window UV glass 1.5 1.5354

Optical grease PhenylSiO2CH3 0.06 1.466

Vacuum interface Sapphire 3.0 1.7925

Vacuum layer Vacuum 0.005 1.0

YAP(Ce) YAlO3 1.0 1.931

Mirror layer Aluminum 0.0004 –

Table 2.1: Main parameters used in COMSOL simulations. The thicknesses shown for the
YAP and sapphire window are the ones chosen for the API system. Most values for the
indices of refraction used were obtained from [42].

ing on the readout scheme. On the other hand, fewer photons reaching the photocatode
translates into a degraded energy resolution, which directly affects the position reconstruc-
tion algorithm. Therefore, there exists an optimum trade-off depending on the requirements
of the application. Simulations show that for a 3.5 MeV alpha particle only approximately
400 photoelectrons make it to the first stage of the dynode structure of the PMT (assuming
30% quantum efficiency), even though a total of approximately 21000 photons are created
in the YAP crystal per alpha event. These simulations further show that light spreads
approximately over a 3× 3 array of pixels, as shown in Figure 2.6b.

The fact that there is a finite light spread onto the photocathode means the position
resolution can be even smaller than the pixel size depending on what reconstruction algorithm
is used e.g. center of mass reconstruction, Anger logic, etc. For example, J. W. Cates et
al. [10] demonstrated a position resolution of < 0.5 mm with a similar experimental setup
and using a 4-corner readout scheme.

As mentioned previously, one of the purposes of the 400 nm aluminum layer is to serve as
a mirror, which increases the amount of photons transported to the photocathode. In order
to quantify this improvement, we simulated 1/16th of the alpha detector system with YAP
and sapphire thicknesses of 1 and 3 mm, respectively. The results are shown in Figure 2.7.

Note that the diameter of the light projection onto the photocathode is relatively con-
stant, i.e. 7.7 mm, but there is a twofold increase in transmitted light. These simulations
also show a slight increase in background signal due to reflections from the mirror that make
it to random pixels. However, observations show that this background does not affect the
position reconstruction significantly.
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Parameter Name Parameter Value

Spectral response 185 – 650 nm

Peak wavelength 400 nm

Dynode 12 stages

No. of pixels 256

Pixel size / pitch 2.8 × 2.8 / 3 mm

Effective area 48.5 × 48.5 mm2

Dimensional outline 52 × 52 × 33.3 mm3

Operating temperature 0 – 50 ◦C

Quantum efficiency (420 nm) 30%

Transit time spread 0.38 ns

Maximum bias voltage −1100 V

Table 2.2: Properties of the Hamamatsu H13700-03 position-sensitive photomultiplier tube.

Figure 2.5: COMSOL simulation results of a) the light projection onto the photocathode,
and b) the percent transmission of light that reaches the photocathode. Both results are for
a single alpha event and they are plotted versus different sapphire window thicknesses. Note
that the transmission is constant because most of the light is internally reflected within the
YAP crystal. Based on these results, we decided to use a 3 mm thick sapphire window as
indicated in a) with the red dotted line.
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Figure 2.6: COMSOL Multiphysics [11] simulation of optical photon transport through one
sixteenth of the alpha detector system showing a) the simulation geometry (side view) and
ray tracing for a single alpha event, and b) the resulting light spread (top view) onto the
photocathode. The pixel size of the detector is 2.8 mm and the pitch is 3.04 mm.
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Figure 2.7: COMSOL simulation of scintillation photon transport through one sixteenth of
the alpha detector system showing a) the transmitted light with no mirror surface, and b)
the increase in transmitted light due to the mirror. This improvement scales by a factor of
2, making the total transmission approximately 6.6% with no significant change in diameter
of the light projection onto the photocathode.
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2.3 PMT Resistive Readout

Several options exist for the PMT electronic readout. All 256 pixels can be connected using
a resistive network where only four corners are read out as shown in Figure 2.8. This is the
more traditional method implemented in systems such as in [45]. However, the high alpha
rates expected can be a limitation for this scheme because every alpha event would create
a signal regardless of where the interaction took place and hence it would induce a certain
dead time. In order to overcome this, another option is to connect the rows and columns
into single measurements units such as in [40], which decouples each anode output into two
directions (X and Y). This causes a single alpha event to activate approximately 3 rows and
3 columns as indicated by the COMSOL simulations in Figure 2.4 causing a dead time only
in that region. Therefore, higher rates can be handled (≈ × 3), and if loading resistors
are added, a gain correction per pixel can be implemented. However, data analysis is more
involved, more digitizers are needed (a total of 32), and the board layout becomes more
complex given the large increase in number of resistors and the higher chances for cross-talk.
Finally, the highest signal rate could be handled by digitizing every pixel. However, the data
rates to be analyzed become increasingly large, and 256-channel digitizers would probably
have to be implemented in a custom field-programmable gate array (FPGA), which would
increase costs and development time significantly. On the other hand, this may be the most
cost-effective option in the long run if mass production of this system is required.

We decided to first implement a 4-corner readout scheme to understand its rate limitations
and position resolution. The approach was based on [45] and [37]. The resistive network was
analyzed using the software package LTspice [31] and designed to minimize distortion. For
this purpose, the side resistor values shown in Figure 2.8 were chosen in order to provide a
linear response with respect to interaction location.

The PMT signals were appropriately shaped by XIA-designed pre-amplifier circuits with
×10 gain and a low-pass filter to enable optimal arrival time detection in a fully digital Pixie-
16 system (500 MHz) from XIA [57]. The pre-amplifier schematic is shown in Figure 2.9.

The Pixie-16 was set up to trigger on the last common dynode (timing channel) of the
PMT (the signal from the four corners has slower rise times due to the resistive network)
and for each trigger the energies from the corners were automatically recorded. The position
of interaction in the scintillator was then calculated using Equation 2.2.

x =
A+B

A+B + C +D
, y =

A+ C

A+B + C +D
(2.2)

where A,B,C, and D are the measured energy values of the signals at each corner,
respectively. This equation is somewhat analogous to finding the center of mass in a system
where four objects with different masses are placed at the corners of a two-dimensional grid.
Typical digitized waveforms of such an alpha interaction in YAP are shown in Figure 2.10.
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Figure 2.8: A schematic of the 4-corner readout board. Rows of pixels are connected with
1 kΩ resistors (blue) and terminated with a varying resistor at the end of each row. The
rows are then connected using 100 Ω resistors (gray). The resulting four corners are each
connected to a pre-amplifier circuit, which sends the signals to the digitizer.
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Figure 2.9: The pre-amplifier design from XIA [57] used for signal amplification as well as
for filtering of the signal for optimal digitization in the Pixie-16 system. The amplification
factor is variable and depends on the ratio of the two resistors labeled Rin and Rf .
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Figure 2.10: Digitized traces from the last dynode of the PMT and from the 4 corners of
the readout board. The traces from the four corners have a lower amplitude due the fact
that the signal is distributed between the four corners and their rise time is lower due to
additional RC delays from the resistive network. The average amplitude of the penultimate
dynode signal for a 5.5 MeV alpha is approximately 400 mV when the PMT is operated at
−1000 V.

SPICE Simulations of the Four-Corner Resistive Readout Board

LTspice is a SPICE simulation software for analog circuit design [31]. It has a graphical
interface where we implemented the four-corner readout layout shown in Figure 2.8. In
order to test the linearity of the output, which is mainly a function of the side resistors R0 –
R7, a DC current source was connected to every pixel (red crosses in Figure 2.8). The input
current source was taken from COMSOL simulations shown in Figure 2.7. We measured
the voltage drop across the 50 Ω resistor located at the end of each corner. We then used
Equation 2.2 to calculate the resulting position. For a more accurate result, we simulated
alpha particles arriving on a regular grid, which resulted in approximately 3500 individual
simulations. Because of this large number, the process was automated using Python and
ngspice [38], which is a command line based simulator that can take LTspice output files.
The result is shown in Figure 2.11.

This result increased our confidence in the board design that is used in the system. Note
that the 50 Ω resistors at the corners are needed to match the impedance of the DAQ, and
hence avoid signal reflections. However, also notice that there is a non-linear edge effect due
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Figure 2.11: LTspice output showing the resulting calculated position from a distributed DC
current source from COMSOL simulations applied every 0.9 mm. This source is used as a
proxy for an alpha particle interaction. Simulations show a high degree of uniformity except
at the edges.

to two processes: 1) edge events produce fewer scintillation photons. This effect reduces
the amplitude of the signal at the 4 corners, which in turn results in increased signal noise
and a more inaccurate position reconstruction, and 2) the location of interaction as given
by Equation 2.2 yields incorrect results because it computes the “center of mass” of an
incomplete circle, which is biased inwards. This effect is discussed in more detail in the
following section.
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2.4 Experimental Tests and Outlook

In order to quantify the position resolution and uniformity of the alpha detector, aluminum
masks with different hole patterns were placed in between an 241Am (3.9 MBq) alpha source
and the YAP crystal in a 6-inch cube vacuum chamber. 241Am decays primarily by the
emission of an alpha particle with an average energy of approximately 5.5 MeV. Even though
the energy of the alpha particles emitted by 241Am is higher than the 3.5 MeV alphas from
the DT reaction, it bears no significance in terms of position resolution nor overall uniformity.
Figure 2.12 (left) shows a “flood-field” mask with 256 holes separated by 3 mm center-to-
center, which is the same as the separation between individual pixels.

Figure 2.12: Different aluminum mask designs used for the alpha detector performance tests.
The flood-field mask on the left has 256 holes separated by 3.04 mm, which is the same
separation as the pixel-to-pixel center of the PMT. The mask on the right was designed to
measure the ultimate position resolution of the alpha detector.

The mask was placed in between the 241Am source and the YAP crystal at a relative
distance of approximately 10 cm from each other, the chamber was evacuated to a few mTorr,
and coincident data was taken for 200 seconds. The 6-inch flange with the sapphire window,
YAP holder, and mask are shown in Figure 2.13.

The reconstruction was performed using Equation 2.2, and the result is shown in Fig-
ure 2.14b. Note the high spatial uniformity except near the edges where light spread is not
uniform. Therefore, only a small correction is needed in this particular setup. In chapter 6,
we show how a thinner YAP crystal improves the resolution.

Notice how even though a 16×16 mask was used, only a 14×14 array is observed in
Figure 2.14b. In order to understand this effect, we performed another set of experiments
where all the holes were covered except for the outermost ones (Figure 2.15b). Then, we
only covered the outermost holes (Figure 2.15a). We later superimposed these two results
and noticed an overlapping at the edges, as shown in Figure 2.15c. This effect is predicted
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Figure 2.13: Setup used to test different YAP crystals, reconstruction algorithm, and overall
uniformity. The sapphire window, YAP, and aluminum holder shown are the same as the
ones used in the neutron generator.

in the LTspice simulations shown in the previous section. We can either mask the inside
border of the YAP crystal and have a smaller field of view or we can perform a correction
in software based on simulations. Both options are being considered for an improved setup
that is currently under development.

Another experiment in the 6-inch cube was performed in order to quantify the position
resolution of the alpha detector in isolation from the overall system. For this purpose, a
mask was machined with a hole pattern with decreasing center-to-center distance, as shown
in Figure 2.12 (right). The results are shown in Figure 2.16. Notice that even the holes that
are 0.2 mm apart (edge-to-edge) can be resolved with our current setup, which improves
upon previous work such as [63].

In summary, the alpha detector was designed, simulated, and tested in order to character-
ize its performance independently from the overall system. A position resolution of 0.2 mm
was demonstrated, which surpasses the requirement of < 1 mm for a system resolution of less
than 5 cm. Additionally, the detector shows a high degree of spatial uniformity, which makes
it possible to use the algorithm with a minimum of software corrections. A summary of the
most important results from the simulations and experiments presented in this chapter are
shown in Table 2.3.

As for future improvements, the measurement time of carbon in soil (or any other sample)
needs to be short for a commercial system, which translates into being able to operate at
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Figure 2.14: Position reconstruction of different mask configurations designed to characterize
the resolution and reconstruction algorithm of the alpha detector. The figure on the left (a)
is the result of an aluminum mask with several small punched holes that spell out the word
“ROOTS”, and the figure on the right (b) is the mask shown on the left of Figure 2.12.

higher rates. Therefore, an important improvement would be to increase the rate capabilities
by implementing a new readout board that decouples several pixels so the system can handle
higher alpha rates. Therefore, a 16×16 resistor board was designed and will be tested at
LBNL, which would allow for a ×3 improvement in rate capabilities together with the option
of pixel-by-pixel gain correction for even greater uniformity. This hardware implementation
together with an improved pileup correction algorithm in the PIXIE-16 will allow for even
higher alpha rate handling capabilities. Additionally, the system performance can be further
improved by mounting a thinner YAP crystal which allows for a lower energy deposition
from X-rays and gamma rays thereby reducing unwanted background. Preliminary testing
of a 0.1 mm thick YAP for the next generation API system achieved better results and are
shown in Chapter 6.



CHAPTER 2. POSITION-SENSITIVE ALPHA DETECTOR 30

Figure 2.15: Edge effects in the alpha detector system showing an overlap of the outermost
holes with the immediately preceding ones. a) shows the mask with 16×16 array of holes
with the outermost holes covered so no alpha particles can go through them, b) shows the the
same mask but with only the outermost holes uncovered instead, and c) is a 1D projection
of a single (center) row with results of a) and b) superimposed.
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Figure 2.16: Position resolution test of our detector system showing a series of holes separated
by varying distances. Note that the minimum separation between the holes (edge-to-edge)
is 0.2 mm and they can still be clearly resolved.

Range of 3.5 MeV alphas in YAP 7.4 µm

YAP thickness 1.0 mm

Sapphire thickness 3.0 mm

Diameter of light projection on photocathode 7.7 mm

No. of pixels hit per alpha 3×3

No. of photoelectrons per alpha at first dynode stage 400

Light transmission YAP–PMT 6.6%

Measured position resolution 0.2 mm

Table 2.3: Summary of simulation and experimental results.
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Chapter 3

Gamma Detectors, Data Acquisition
System, Energy, and Time
determination

The characterization of both gamma detectors (LaBr and NaI) and the optimization of the
parameters and algorithms used by the DAQ are important for the optimal operation of
the API system. In this chapter we present the main features of the DAQ in regards to
energy and time determination, and we make recommendations as to what parameters are
best suited for API measurements. Additionally, we model the response of LaBr in MCNP6
and compare the results to experimental data. We mostly present results for LaBr because
of its superior energy and time resolution. However, similar conclusions apply to NaI.

3.1 Digital Energy Filter

The PIXIE-16 implements a variation of a trapezoidal filter in order to account for high
rate environments, which allows for some degree of pileup correction in the sense that it can
correctly measure the energy of a pulse that is on top of another pulse having a single decay
constant. The basics of trapezoidal filtering is not discussed here, but can be found in the
literature such as in [24]. In order to illustrate the PIXIE-16 algorithm, refer to Figure 3.1
where two arbitrary digitized traces are shown with a sampling frequency of 500 MHz, just
like it is done in the DAQ. The filter is for the most part described in [47]. The goal is to
calculate the shaded area J and baseline C assuming a single known decay constant τ of
the trace, which depends on the type of detector used. The Digital Signal Processing Unit
(DSP) uses three running sums S1, S2, and S3 of widths L, G, and L, respectively.

Let A be the amplitude of the trace at the beginning of S1. The respective sums can
then be expressed as follows:
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Figure 3.1: Arbitrary digitized traces as it is done in the DAQ PIXIE-16 showing the steps
used in the algorithm for energy determination and pileup correction.

S1 = A
1− qL

1− q
+ CL

S2 = AqL
1− qG

1− q
+ CG

S3 = AqL+G1− qL

1− q
+ J + CL

(3.1)

where q = e−∆t/τ and ∆t is the sampling interval, i.e. 2 ns for the PIXIE-16. The energy
is then calculated as shown in Equation 3.2

E = − 1− q
1− qL

qLS1 + (1− q)S2 +
1− q
1− qL

S3

=
1− q
1− qL

J + (1− q)C(L+G)
(3.2)
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Note that the second term of this last equation is just the baseline of the trace times
some constants. Therefore, it can be subtracted to yield Equation 3.3

E − baseline =
1− qL

1− q
J + noise (3.3)

The value “E − baseline” is the value the PIXIE-16 calculates internally and reports
as the energy for each trace. In order to verify that this algorithm works as implemented
in the FPGA, we performed an experiment with a 22Na radioactive source and captured
individual traces. Then, each trace was run through the algorithm above and compared to
the reported energy. This comparison is shown in Figure 3.2, which also shows some of the
intrinsic spectral features of LaBr due to its internal radioactivity. This activity is mainly
due to 138La and 227Ac; the latter being an impurity in the lanthanum extraction process.
227Ac decays primarily by alpha emission with energies greater than 2 MeV, and hence are
not shown in Figure 3.2. Note this procedure shows that we can reproduce the energy
calculation as reported by the PIXIE-16 with a high degree of confidence, which allows us
to optimize certain parameters directly in software.

The isotope 138La constitutes 0.089% of natural lanthanum and it decays with a half-life
of 1.05 × 1011 years via electron capture ε (65.6%) or β− (34.4%) into 138Ba and 138Ce,
respectively. The decay scheme is shown in Figure 3.3.
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Figure 3.2: Comparison between PIXIE-16 reported energy and energy calculated based on
raw traces using the algorithm shown in Equation 3.3.
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Figure 3.3: Decay scheme of 138La that explains the internal radioactivity of the detector.
Note that when data is taken in API mode, the energy deposition from these types of
radiation do not appear in the spectrum because of the coincidence logic.

3.2 Constant Fraction Discrimination (CFD)

Algorithm for Determination of Arrival Times

The arrival times of the alpha particle and the gamma ray need to be measured with a certain
precision in order to calculate the neutron time of flight and hence the depth of interaction.
One of the objectives of the project is to obtain a depth resolution of 5 cm, which requires
a time resolution of approximately 1 ns, as explained in the introductory chapter. The time
resolution depends on the intrinsic properties of the detector and the related electronics used
to process the signal. Detectors with fast charge collection yield better timing performance.
This is the case for YAP and LaBr. NaI has a longer charge collection time and hence we
can expect its time resolution to be worse than the other two. Among YAP and LaBr, both
having similar charge collection times, the best timing performance is obtained with LaBr
because it generates the greatest number of information carriers (electrons) per interaction,
and hence the arrival time is less influenced by the signal noise [28]. Traditionally, the best
timing performance is achieved with analog systems, which are not limited by quantization
in time as opposed to digital systems. However, the advantages of digital acquisition systems
outweigh this limitation. Digitization of a signal provides complete information about the
detected event, which allows for noise filtering, corrections for baseline shifts and pileup
among others. Both digital and analog systems suffer from time walk and jitter. The
latter is the error in timing accuracy due to noise in the waveform, which originates from
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a variety of sources including electronic noise and average number of information carriers
produced per interaction. Depending on the algorithm used to determine the arrival time,
different pulse amplitudes can lead to different arrival times, as shown in Figure 3.4. This
is known as time walk. For instance, a simple threshold is not appropriate for situations
where a large energy spread (dynamic range) is expected, such as in this application. There
are many techniques that can be used to obtain time information from a pulse. However,
not all of them apply equally well to our specific application. The simplest technique is
known as leading edge discrimination (LED), which uses a simple threshold as explained in
Figure 3.4 (right). This technique is appropriate for situations where the dynamic range is
small. The PIXIE-16 implements what is known as a digital constant fraction discrimination
algorithm (CFD) in order to obtain the time of arrival of a pulse. This method originates
from analog techniques, and its advantage over other methods such as LED is that time
walk is significantly reduced because it determines time at a constant fraction of the pulse
amplitude, as shown in Figure 3.4 (left). A simple illustration of the analog CFD technique
is shown in Figure 3.5. The pulse is inverted, delayed, and the amplitude reduced by a
constant fraction. Then, it is added to the original pulse, which results in a bipolar signal.
The zero crossing of this signal is taken as the arrival time.

Figure 3.4: Difference between two common timing techniques: leading edge discrimination
(LED) and constant fraction discrimination (CFD). The advantage of CFD is that the time
of arrival is independent of the pulse amplitude, which is important in applications where a
wide energy range is expected. Image taken from [14].

The CFD algorithm implemented in the PIXIE-16 (500 MHz ADC, rev. F) follows the
standard analog technique closely and it is shown in Equation 3.4, which has four free
parameters that can be optimized, i.e. w, B, D, and L. The constant fraction w varies
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Figure 3.5: Simplified concept of the CFD technique showing the most important steps in
the calculation. The zero crossing point is taken to be the time of arrival. Image taken
from [48].

between 0 and 1, and the other three are integer values equal to a certain number of points
in the digitized trace. Finally, the ADC trace data is a(i).

CFD(k) = w

( k+L∑
i=k

a(i)−
k−B+L∑
i=k−B

a(i)

)
−
( k−D+L∑

i=k−D

a(i)−
k−D−B+L∑
i=k−D−B

a(i)

)
(3.4)

However, this CFD algorithm is not very flexible because the values are hard-coded in
this version of the PIXIE-16. The reason for this is that although the speed of the ADC is
500 MHz, that of the FPGA is only 100 MHz. Therefore, the ADC data rate needs to be
slowed down by a factor of 5 (every 10 ns) before reaching the FPGA, and this is achieved
by summing five data points at a time. Then the CFD is calculated as given in Equation 3.4
where each a(i) is now a sum over five data points. A search for the arrival time is started by
what is known as the fast filter (FF), which is explained in more detail below, and the FPGA
selects the first zero crossing of the CFD after the CFD trace reached a certain threshold.
Linear interpolation between the values around the zero crossing is used to give a < 2 ns time
stamp accuracy. Since the FPGA is resource limited, the CFD algorithm was implemented
using a fixed set of CFD parameters, which were optimized for LaBr detectors by XIA [57].
These parameters are shown in Table 3.1.
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CFD Parameter Value

w 1

B 5

D 5

L 1

Table 3.1: Fixed CFD parameters as implemented in the PIXIE-16

These values, however, may not be optimal for our system given that we use three different
detectors to detect the coincidence between high-energy gamma rays (> 1 MeV) and 3.5 MeV
alpha particles. Therefore, we first decided to test these parameters with a simple setup
consisting of a 22Na source placed between YAP and LaBr, as shown in Figure 3.6.

Figure 3.6: Experimental setup used to characterize the time resolution of our system and
optimize different CFD parameters.

22Na is a neutron-deficient isotope of sodium that mainly decays by β+ emission into
22Ne with a half-life of 2.6 years. This decay is accompanied by the emission of a 1.27 MeV
gamma ray, which happens during the transition between the 2+ and 0+ states in the 22Ne
nucleus. The β+ particle travels a very short distance within the sample until it encounters
an electron with which it annihilates emitting in the process two 511 keV gamma rays at 180◦

from each other. Because these two gamma rays are emitted at the same time, measurements
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of the arrival time difference between two detectors can provide information about the time
resolution of the system. The source was placed closer to the YAP crystal given that its
absolute detection efficiency is lower due to its thickness (1 mm), and traces were saved for
subsequent analysis. We then performed our own CFD calculation based on the raw traces.
We used Equation 3.4, but changed the parameters w, B, D, and L systematically. The
calculation of the CFD time requires four additional parameters known as the fast filter
(FF), the fast filter threshold (FFthresh), the CFD threshold (CFDthresh), and the CFD
delay (CFDdelay). The FF is a digital trapezoidal filter with adjustable rise time or fast
length (FL), flat top or fast gap (FG), and threshold for pulse trigger detection. The equation
implemented in the PIXIE-16 for the FF is shown in Equation 3.5. The FFthresh acts on
the fast filter trace and it determines if an event is recorded or considered in the coincidence
logic. The CFDthresh acts on the CFD trace and is independent of the FFthresh. The
reason for having two different thresholds is so that the PIXIE-16 can still process events
that fail to clear the CFDthresh. The time of such an event would not be useful to us but
the energy information could be. Furthermore, the FF events are used to determine pileup
and total count rates. Finally, the CFDdelay shifts the CFD trace with respect to the FF
so the FPGA starts looking for a CFD crossing at a time specified by the user.

FF (k) =

( k∑
i=k−(FL−1)

a(i) −
k−(FL+FG)∑

i=k−(2FL+FG−1)

a(i)

)
(3.5)

Figure 3.7 shows an example of a 511 keV gamma coincident event between YAP and
LaBr. Note that because there are a lot more scintillation photons emitted per unit of energy
deposited in the respective crystals, the LaBr trace, its FF, and CFD have less jitter allowing
for a more precise time determination.

Figure 3.7: Example of a coincident event between YAP and LaBr showing its corresponding
CFD time calculation as performed by the PIXIE-16 logic. The blue dot is the value reported
as the arrival time.

Performing this exact same calculation for multiple coincident events, we can construct a
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histogram of the CFD time differences between YAP and LaBr, as shown in Figure 3.8. For
this calculation we used the default PIXIE CFD parameters as shown in Table 3.1, hence
convincing ourselves that we understand the internal time calculation as performed by the
PIXIE-16. Some experimental parameters are shown in Table 3.2.

Parameter LaBr YAP

PMT voltage −700 V −1000 V

Preamp voltage ± 5 V ± 5 V

Amplification ×1 ×10

No. of traces 77875 77875

Table 3.2: Experimental parameters used to obtain Figure 3.8.

We then used this approach to do a parameter scan to optimize the CFD values for
our specific detectors by performing CFD calculations for different combinations of w, B,
D, and L. The series of combinations are shown in Table 3.3, and the resulting FWHM
values as a function of iteration number is shown in Figure 3.9. The different symbol blocks
represent the same value of w for both detectors, and the variations within each block are
combinations of the other parameters B, D, and L. A clear pattern can be recognized where
the parameter that makes the largest difference is w. The smaller w becomes, the better the
time resolution is.

CFD Parameter Value

w 1, 0.75, 0.5, 0.3125, 0.25

B 5, 10

D 5, 10

L 1, 3

Table 3.3: CFD parameters used for the optimization procedure shown in Figure 3.9.

However, as the value of w decreases, the CFD trace becomes asymmetric making the
amplitude of the positive “hump” increasingly smaller, and hence the CFD threshold has to
be set closer to the noise level, which can potentially make the overall calculation unstable for
very small values of w. Therefore, we requested a firmware change of w from 1 to 0.3125. The
latter value was obtained from the summation 1

4
+ 1

16
. Values of w can only be set to be sums

of powers of two due to the binary logic implemented in the FPGA. Ideally, we would also
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want to change the other three CFD parameters for each detector in order to achieve better
performance. However, this takes more resources for smaller improvements. Therefore, we
started by changing the parameter w alone for all detectors, and the results are shown in
Figure 3.10. Note that there is a significant improvement in time resolution of approximately
300 ps for the combination YAP-LaBr. The observed time shift of approximately 8 ns between
the mean of the distributions is because the CFD trace intersects the threshold earlier in
time and hence an earlier time is reported. Nevertheless, this time shift does not affect our
measurements given that the quantity of interest is only the time difference between the two
radiation quanta.

The previous optimization was performed with a radioactive source and with a simple
experimental setup. Nevertheless, the particle energies in the actual API system are higher,
i.e. 3.5 MeV for the alpha particle and 1-6 MeV for the associated gamma ray, and hence the
number of information carriers produced per interaction is correspondingly higher, which
translates into a better time resolution as explained before. An experiment to test these
CFD parameters is shown in Chapter 4.
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Figure 3.8: Time spectra obtained directly form the PIXIE-16 (top) and calculated (bottom)
from raw captured traces. Note the asymmetry in the low energy end. The measured time
resolution with default PIXIE-16 parameters of approximately 2 ns would result in a depth
resolution of about 10 cm. The fact that the mean of the distribution is around 72 ns comes
mainly from the different transit times of the PMT’s and cable delays.
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Figure 3.9: Calculated CFD time resolution from raw traces for the experiment depicted
in 3.6. Each data point represents a certain combination of CFD parameters, shown in
Table 3.3. Values within each symbol block are different combinations of B, D, and L. Note
the improved time resolution as w decreases.
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Figure 3.10: CFD calculation for default PIXIE-16 parameters (see Table 3.1) compared to
the case where only w is changed from 1 to 0.3125 for the YAP-LaBr combination. Note
the time resolution improvement of approximately 300 ps. This time resolution is further
improved in the actual API system due to the higher energies of the alpha particle and
gamma ray, respectively.
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3.3 Modeling of Gamma Detectors with MCNP6

The response of both gamma detectors needs to be modeled in order to predict measurement
times, expected gamma lines, and interfering reactions. We decided to use the Monte Carlo
N-Particle (MCNP6) transport code [18] for these purposes. One of the many features
of MCNP6 is that it allows for neutron-photon coupled simulations together with energy
deposition in detectors. However, because MCNP6 works by sampling from probability
distributions, some of the nuclear physics is lost in the process. For instance, it does not
include nuclear level decay schemes. When a neutron interacts with a nucleus in MCNP6, it
randomly samples from probability distributions that contain information about the gamma-
ray energy that is emitted and in what proportion. Thus, it cannot account for gammas that
come out in coincidence with each other and it does not attempt to conserve the Q-value
of the reaction for any particular history. Therefore, the energy deposition tally (F8) fails
in neutron-photon coupled calculations. One way to work around this is to split the overall
simulation in three separate steps: 1) neutron transport to the sample tallying the gamma
rays emitted in its volume, 2) photon transport to the detectors using the photon source
obtained in step 1, and 3) energy deposition in the detector volume using experimental
data to account for its finite energy resolution. In the following discussion, we present an
example that will illustrate the overall process. It consists of a graphite brick of dimensions
14.4×33.2×6 cm3 that is irradiated in coincidence mode, as shown in Figure 3.11. Table 3.4
shows a description of the MCNP6 tallies (type of particle scoring events) that are used for
these simulations.

Tally Name Tally Description

F4 Track-length estimate of cell flux

F8 Energy distribution of pulses created in a detector

GEB Gaussian energy broadening modifier

Table 3.4: MCNP6 tallies and tally modifiers used in the modeling of neutron-induced
gamma-ray response on LaBr and NaI. All of these tallies are normalized per source neu-
tron [18].

Neutron Transport Simulation

The neutron transport simulation makes use of the F4 tally in MCNP6, which records the
energy-dependent average photon flux over a cell e.g. the carbon brick. At this point, there
is no need to be concerned about the units since the spectrum is normalized given that it
serves as the probability density function in step 2. We assume a 14.1 MeV monoenergetic
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Figure 3.11: MCNP6 geometry used to model the LaBr and NaI detector response. The
example shown is for a graphite brick exposed to point source of 14.1 MeV neutrons, which
are produced at the origin. The gamma detectors are placed at either side of the graphite
brick. They are both shielded by large borated polyethylene blocks and a few centimeters of
lead all around.

neutron point source, as shown in Figure 3.11. The results of such simulation for the carbon
brick setup is shown in Figure 3.12.

Similar results can be obtained from a point detector (F5 tally) located at the center of the
sample. However, F4 accounts for its volume and possible neutron/gamma scattering effects,
and therefore is more comprehensive. At this point we have a neutron-induced volumetric
photon source originating from the graphite brick.

Photon Transport Simulation and Energy Deposition in Detectors

The discrete probability distribution obtained in step 1 is used as a (gamma) source infor-
mation card (SI) and source probability card (SP) in a second simulation where the F8 tally
is used in order to calculate the energy deposition in both detector crystals. We assume that
the gamma rays are emitted isotropically and originate from the sample volume itself. This
tally calculates the energy distribution of pulses created in a detector [18]. The standard F8
tally is a pulse-height tally and the energy bins are no longer the energies of scoring events,
but rather the energy balance of all events in a history [18]. Figure 3.13 shows the results of
this simulation for LaBr.

Note some of the important features in the gamma spectrum that are captured in this sim-
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Figure 3.12: MCNP6 results from an F4 tally on a graphite brick used to obtain the gamma
probability density function used in subsequent steps of the simulation.

ulation such as the Compton continuum, the single, and the double escape peaks. Nonethe-
less, the Gaussian broadening of the peaks due to the finite number of charge carriers created
per gamma event is not yet calculated in this tally and it requires experimental parameters
specific to the detector in question.

Gaussian Energy Broadening for Energy Resolution

In order to account for the finite energy resolution of our detectors, we use the Gaussian
Energy Broadening (GEB) tally modifier in MCNP6 which takes in three experimental pa-
rameters a, b, and c that conform to our specific detectors. These parameters describe the
FWHM of the observed energy broadening according to Equation 3.6. Ideally, the energy
resolution should only be proportional to the square root of the gamma energy given that
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Figure 3.13: MCNP results from an F8 tally (energy deposition) on a LaBr detector. Note
in particular the photopeak and their escape peaks which are captured by this tally.

the main contribution to peak broadening comes from the number of information carriers
created per gamma event. However, there are other sources detrimental to the energy reso-
lution such as statistical fluctuations in the number of photoelectrons produced in the PMT
per gamma event. There are also influences from non-statistical effects that can contribute
to peak broadening. Therefore, a more adequate representation is given by Equation 3.6.

FWHM = a+ b
√
E + cE2 (3.6)

where E is the energy of the gamma ray in units of MeV. The units of a, b, and c are
MeV, MeV1/2, and 1/MeV, respectively. The energy scored is sampled form a Gaussian with
that FWHM [18].

The FWHM for both gamma detectors are shown in Chapter 5 where a complete gamma-
ray spectrum is analyzed. For illustration purposes, we show the MCNP6 results for LaBr
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in Figure 3.14.
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Figure 3.14: MCNP6 simulation result of a 3-inch LaBr detector using an F8 tally for energy
deposition in the crystal together with the tally modifier GEB. The main spectral features
are labeled as follows: PP: photopeak, CE: Compton edge, SEP: single escape peak, DEP:
double escape peak, and CC: Compton continuum.

The experimental parameters used to fit this plot are as follows: a = 0.020, b = 0.044,
and c = 0.117. Figure 3.15 summarizes all the three steps of this procedure to model the
detector response in MCNP6. As a general rule, MCNP6 simulation results should have an
error below 5%. In the previous simulations this was achieved with 1×108 particle histories.
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Figure 3.15: The three main steps for an MCNP6 simulation of a 3-inch LaBr detector
response to a volumetric gamma source originating from a graphite brick irradiated with
14.1 MeV neutrons. Each of the plots is the result of a specific tally as explained in the text.

3.4 Comparison to Experiments and Sources of Error

In order to validate this preliminary model we performed an experiment where an API
spectrum of a graphite brick was obtained. As explained in greater detail in Chapters 4
and 5, API allows for a gamma spectrum specific to a well defined volume. Therefore, a
spectrum from graphite alone can be obtained. Figure 3.16 shows the gamma-ray spectrum
obtained experimentally given the geometry in Figure 3.11.

Note that there is a remarkable agreement between experimental data and this model
except in the Compton continuum region where further adjustments of the experimental
parameters a, b, and c should yield a better agreement. Note, however, that these results
do not provide information regarding absolute cross-section accuracy because all spectra are
normalized. Additionally, some data libraries show a significant difference in cross-section
values as a function of angle for 14.1 MeV neutron-induced gamma rays, which requires
additional measurements. Nuclear data needs are revisited in Chapter 5.

MCNP6 modeling is particularly important in order to predict the overall performance of
the system. We showed that this 3-step procedure can yield very accurate results compared
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Figure 3.16: Comparison between an MCNP6 simulation and experimental data. For the
setup geometry refer to Figure 3.11. Note that the spectrum is normalized to the photopeak,
and hence we cannot draw any conclusions regarding gamma-ray intensities at this point.

to experimental measurements. This procedure can be useful to complement the analysis of
soil data or other samples with different isotopic composition.

Doppler Broadening Effects on Energy Resolution

One important observation about the gamma spectrum shown in Figure 3.16 is that the
energy resolution at 4.4 MeV is ≈ 2 %, which is larger than the expected (1 %) assuming an
inverse square root relation between the FWHM and the gamma energy. This estimate was
obtained from the FWHM at 0.511 keV, which is 3 % for our detector as shown in Figure 3.2.
We believe that one of the main reasons for this discrepancy is that the excited 12C nucleus
decays very rapidly (66 fs) and hence can emit a gamma ray while recoiling after interacting
with the 14.1 MeV neutron. This process results in an energy shift of the gamma ray that can
range from effectively zero to a value given by the maximum energy of the recoiling nucleus.
In order to estimate this upper bound, we can use conservation of energy and momentum as
shown in Equations 3.7.
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(3.7)

where mn is the neutron mass, vi the initial neutron speed, vf the final neutron speed, mA

the mass of the target nucleus, i.e 12C, vA its recoil velocity, and Eg the gamma ray emitted
by the nucleus, i.e 4.439 MeV. solving this system of equations for vA yields a speed of
vA = 0.04c and the upper bound for the energy shift due to Doppler broadening is therefore
Es = Eγ

vc
c

= 180 keV. This value is significant enough to be observed experimentally.
The true energy shift is a distribution depending also on scattering angles and detector
positions. A more detailed analytical treatment or a simulation is required to obtain a
realistic distribution, such as in [6].
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Chapter 4

Integrated API System

Figure 4.1: CAD rendering of the integrated API system. The photomultiplier tube of the
alpha detector (not shown) is placed vertically on the sapphire window held in place by
a 6-inch flange shown at the top of the neutron generator head. The API cone of tagged
neutrons is also shown as reference.

The API system shown in Figure 4.1 shows the CAD drawing of the integrated sys-
tem. The main components are shown including the neutron generator, the gamma detector
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shielding, both gamma detectors, and the overall arrangement to be used in the field. For
relative dimensions between the most relevant components, refer to Figure 1.1. In this chap-
ter, we present the performance of the integrated system and the 3D position resolution to
be expected in the field. Additionally, we present the theoretical calculations used for the
position reconstruction and for the shielding structure. The latter was specifically designed
to reduce the 14.1 MeV neutron flux and induced gammas on the detectors given the space
constraints.

4.1 Gamma Detector Shielding

The gamma detectors need to be shielded from the neutron source and from the gamma rays
generated in the shielding itself. The most effective way of slowing down 14.1 MeV neutrons
is through inelastic scattering as opposed to elastic scattering at lower neutron energies [29].
The reason for this is that a high energy neutron can excite different energy levels in the
target nucleus and hence lose energy proportionally. Additionally, the microscopic elastic
scattering cross-section drops significantly for neutron energies higher than around 100 keV,
as shown in Figure 4.2.

It is worth noting that direct comparison of microscopic cross-sections is not, however, a
complete indicator of shielding capabilities in different materials. In turn, the macroscopic
cross-section is a more relevant figure of merit given that it accounts for the atomic density
of the medium.

In order to quantify and compare the neutron energy loss per collision for both elastic
and inelastic scattering, a simple model based on classical mechanics is presented in standard
textbooks such as in [29]. Equation 4.1 describes the average neutron energy loss in a single
elastic scattering event (Ēe), where En is the incident neutron energy and α is given by
Equation 4.2.

Ēe =
1− α

2
En (4.1)

α =

(
A− 1

A+ 1

)2

(4.2)

Inelastic scattering is more difficult to model because it depends on the available excited
states in the target nucleus. In general, inelastic scattered neutrons show up in energy
groups centered around the incident neutron energy minus the energy of the excited state
that was populated. However, when the neutron energy is sufficiently large so that it is able
to populate many levels, the neutron groups cannot be resolved and a continuous spectrum
is observed. This spectrum takes a Maxwellian distribution and can be found in standard
textbooks such as in [29]. Assuming this situation applies to a certain degree in the case of
56Fe, which is the material of choice for our shielding, we can calculate the average energy
loss per collision Ei with Equations 4.3 and 4.4.
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Figure 4.2: Microscopic elastic scattering cross-section taken from [4]. Note how the cross-
section drops for higher neutron energies, which reduces the shielding capabilities of hydro-
gen. The dotted line indicates the 14.1 MeV incident neutron energy.

Ēi = 2T (4.3)

T = 3.2
√
En/A (4.4)

where T is the nuclear temperature (derived from the liquid-drop model) in MeV, and
En is the incident neutron energy also in MeV. Figure 4.3 shows three curves: the average
neutron energy loss per collision by elastic scattering on hydrogen and 56Fe together with
the average energy loss per collision by inelastic scattering on 56Fe.
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Figure 4.3: Energy loss per collision for elastic scattering on hydrogen/56Fe and inelastic
scattering on 56Fe. For incident neutron energies higher than approximately 2.5 MeV, in-
elastic scattering is more effective for neutron shielding. Also note the energy threshold for
inelastic scattering, which is 862 keV for 56Fe corresponding to its first excited state. The
dashed line shows the 14.1 MeV energy mark.

Note that for 14.1 MeV neutrons incident on hydrogen (1H), the average neutron en-
ergy after a single collision is 1

2
En = 7 MeV, but the average neutron energy after a single

inelastic scatter on 56Fe is 3.2 MeV. For our purposes, any neutron interaction with the
shielding material would attenuate the direct neutron flux, except for (n,xn) reactions that
may potentially increase the number of neutrons. This latter reaction is more likely in higher
mass nuclei such as lead. Considering all of these factors, intermediate-mass nuclei are pre-
ferred for attenuating the direct 14.1 MeV neutron flux. The material of choice because
of its availability, relatively high cross-section (around 2 b elastic+inelastic), machinability,
etc. is iron, which has been used in the past for this purpose such as in [19], [9], and [55].
Once high energy neutrons slow down to a certain point, the process of elastic scattering
takes over and hydrogen is the most effective of all because of its similar mass to that of the
neutron, i.e. complete energy transfer is possible. Therefore, borated polyethylene is used
as the second layer. The isotopic composition of natural boron constitutes of approximately
20% 10B, which has a significantly high neutron capture cross-section at thermal energies.
Upon neutron interaction in the shielding structure, 10B emits low-energy gamma rays of
478 keV (capture), hydrogen emits 2.2 MeV gamma rays, and inelastic scattering on carbon
results in a hard 4.4 MeV gamma. Therefore, another layer of high-Z material is needed to
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attenuate these gamma rays. Because of the space constraints, we decided to use one inch of
Tungsten. The detectors themselves are shielded all around by two inches of lead, as shown
in Figure 4.4 (left).

Figure 4.4: Shielding geometry as modeled in MCNP6 (left) and corresponding results (right)
for the case of a point neutron source with output equal to 2 × 108 n/s. Note that there is
an optimum 56Fe thickness for lower neutron and gamma fluxes at approximately 21 cm.

MCNP6 simulations were performed to optimize the shielding geometry. Specifically, we
needed the iron-polyethylene thickness to be optimized. The total space available for the
iron-polyethylene shielding structure is 32 cm. Therefore, we varied the thickness of individ-
ual components keeping the total thickness constant. The results are shown in Figure 4.4.
Note that the efficiency of iron to shield high-energy neutrons start falling off at approxi-
mately 21 cm. This value is consistent with the work reported in [19], which improve our
confidence in the simulation results. Therefore, we decided on the shielding geometry shown
in Figure 4.1. The tapered design (shadow shielding) allows for a reduction of gammas
created in the shielding and its overall mass.

4.2 API Timing Considerations

Precise time measurements are required for API in order to determine the neutron interac-
tion depth. Therefore, digital constant fraction discrimination (CFD) is used to obtain the
time of arrival information of a pulse and its overall performance is shown in this section.
Additionally, we present a brief discussion on the timing logic implemented in the DAQ.
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CFD Performance

The CFD parameter optimization outlined in Chapter 3 was performed with a 22Na radioac-
tive check source, i.e two 511 keV gamma rays in coincidence. However, the API system
performance is determined by the arrival times of the alpha particle (3.5 MeV) and the
neutron-induced gamma ray (0.5 - 6 MeV). The number of photons produced in the YAP
crystal per unit of energy is different for either charged particles or gamma rays, and the
energy range of interest of the gamma rays to be detected with the LaBr and NaI detectors is
greater than 511 keV. Therefore, in order to test that the CFD parameter change w = 0.3125
applies equally well to the actual API system, we prepared two other experiments. The first
one consisted of two carbon bricks separated from each other by 12 cm with low-density
foam, as shown in Figure 4.5a. They were irradiated in coincidence mode for 1800 s with the
old firmware (w = 1), and then for 1800 s with the new firmware (w = 0.3125). The time
spectra for both detectors with the two different values for w are shown in Figure 4.6.

Figure 4.5: Two different experimental setups designed to test the CFD parameter change
from w = 1 to w = 0.3125. a) Shows two large carbon bricks located underneath the neutron
generator and stacked 12 cm apart. This setup is also used to test the API reconstruction
algorithm in the next section. The top brick is placed approximately 60 cm from the neutron
beam spot. b) Two aluminum boxes filled with one inch of wet sand. There are two square
lead sheets in front of the gamma detectors to attenuate soft gammas.

As expected, the time resolution is better than the one predicted with the 22Na source.
The two left-most peaks correspond to the top and bottom graphite bricks, respectively.
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Figure 4.6: API time spectra for the experimental setup shown in Figure 4.5a. Data was
taken using two different PIXIE-16 firmware that vary in the CFD parameter w. The two
peaks on the left of the spectra correspond to the two graphite bricks, respectively. Note
the time resolution improvement for the case of w = 0.3125, in particular for the NaI-YAP
combination.

The counts on the right of these two peaks are due to the concrete floor and side walls,
which contain some carbon. The values of the FWHM shown in the plot do not take into
account the errors produced by the thickness of each brick. Therefore, the actual resolution is
better than the quoted values. In order to translate this time resolution into actual position
resolution, we need to take into account the geometry of the setup, which is shown in the
following sections.

The other experiment consisted of two aluminum boxes containing one inch (Z-direction)
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of wet sand, as shown in Figure 4.5b. The reason for using sand and aluminum is because the
main nuclei present in the samples are 27Al, 16O, and 28Si, which upon inelastic scattering
with a 14.1 MeV neutron emit gamma rays with main energies shown in Table 4.1.

Element Energy (MeV)

28Si 1.78
27Al 2.21
16O 2.74
28Si 2.84
16O 3.68
16O 3.85
12C 4.44
28Si 4.50
16O 6.13

Table 4.1: Main 14.1 MeV neutron-induced gamma lines (mostly inleastic) from oxygen,
silicon, and aluminum. Note the large dynamic range (energy spread).

These energies span the range of interest for our application, and the benefit of the CFD
algorithm is that the resulting time is largely amplitude independent as explained previously.
Therefore, if the time resolution improves equally well in this energy range, it would increase
our confidence on this parameter change, i.e. w = 0.3125. Figure 4.7 shows the time spectra
corresponding to this experiment for both LaBr and NaI.

The small peak in between the sand (left) and the floor (right) is due to surrounding
structures such as the side walls and shielding. It is present even when the sand sample is
taken out. Therefore, for future experiments, we can avoid it by raising the sample by 10 or
15 centimeters, which would shift the peak of interest to the left. The conclusion from these
tests is that the firmware change allowed us to improve the time resolution of our system,
and we expect a depth resolution between 5 to 10 cm. Further marginal improvements can
be obtained by optimizing the other CFD parameters. Other researchers recently suggested
that an even larger improvement can be obtained from a different algorithm altogether,
such as in [23]. However, it should be kept in mind the possibility of time walk with other
methods.
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Figure 4.7: API time spectra of the experimental setup shown in Figure 4.5b. Data was
taken using the new PIXIE-16 firmware, which uses the CFD parameter w = 0.3125. The
peak to the left of the spectra correspond to the sand boxes, and the approximate FWHM
for this peak is displayed in the legend. These time spectra are obtained by restraining the
energies (16O: 6.1 MeV and 28Si: 1.78 MeV) and X-Y position.

API Time Windows

In order to appropriately select the time windows to be implemented in the DAQ logic, it is
important to understand the arrival times of the coincident alpha particle and gamma ray
in all three detectors. The main factors influencing the recorded time are the flight times
of the neutron and alpha particles, and the transit times of the respective photomultiplier
tubes.

Figures 4.8 and 4.9 show the results of coincident events between a gamma ray and an
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alpha particle for the combination of both YAP-LaBr and YAP-NaI detectors, respectively.
The experiment was carried out by irradiating a graphite brick and the data recorded using a
digital oscilloscope [39]. However, it is unlikely that the events shown are from this graphite
brick.
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Figure 4.8: Alpha particle and gamma ray coincident event in YAP and LaBr, respectively.
Note the time delay between the two signals due to the alpha/neutron time of flight and
their PMT transit times. For comparison purposes, also a corner event is plotted.

Note that the PMT of the NaI detector is faster than that of LaBr, which results in a
shorter time difference with respect to the alpha signal. The LaBr, NaI, and YAP detectors
were operated at −700 V, −1670 V, and −1000 V, respectively. The reason why the polarity
of the alpha signal is positive is because it is measured at the last dynode of the PMT which
experiences more electrons leaving the dynode than coming in as opposed to the other two
detectors. The amplitude gain is chosen so that the signal can take full advantage of the
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Figure 4.9: Alpha particle and gamma ray coincident event in YAP and NaI, respectively.
Note the time delay between the two signals due to the alpha/neutron time of flight and
their PMT transit times. For comparison purposes, also a corner event is plotted.

dynamic range of the DAQ which allows for a signal with a maximum of 2 V at its input
stage [57]. The information presented above serves to optimize the time windows in our
DAQ.

4.3 Position Reconstruction

The pre-processed raw data obtained from the DAQ in coincidence mode is in the format
shown in Table 4.2. This information is used in order to reconstruct the 3D location of
interaction following a neutron-induced inelastic scattering gamma ray.
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Particle Reported value

Alpha CFD time

Gamma 1 CFD time, energy

Gamma 2 CFD time, energy

Alpha corner 1 energy

Alpha corner 2 energy

Alpha corner 3 energy

Alpha corner 4 energy

Table 4.2: Pre-processed data obtained from the DAQ (PIXIE-16). The Alpha CFD time
signal comes from the penultimate dynode of the photomultiplier tube. For every coincident
event, there is a total of 7 reported values assuming no gamma-gamma coincidence.

The (x0, y0) position on the YAP crystal of the alpha detector is calculated from the 4-
corner energies as explained in Chapter 2. These coordinate points are used to project down
the neutron travel path. Figure 4.10 shows how the scattering location (x,y,z) reconstruction
is calculated based on simple vector algebra.

The center of the active area of the YAP crystal with equal sides of length a = 4.8 cm
is taken to be the origin (0,0,0), the interaction point of the alpha particle in the crystal is
(x0, y0, 0), the neutron (point) source is located zt = 6 cm from the center of the face of the
YAP, the center of the photocathode of the gamma detector is located at (x1, y1, z1), and
the scattering location to be calculated is at (x, y, z). The unit vector ~u, shown in Equation
4.5 is used to determine the direction of the associated neutron.

~a = 〈−x0,−y0, zt〉

~u =
~a

| ~a |
(4.5)

With this unit vector, the vector | ~n | can be calculated as shown in Equation 4.6.

~n = 〈x, y, z − zt〉 = ~u | ~n | (4.6)

In order to calculate | ~n |, we use the known speed of the alpha, neutron, and gamma
ray together with the recorded time (dt). Equation 4.7 shows the relation between dt, the
travel time of the neutron tn, the gamma ray tg, and the alpha particle ta.
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Figure 4.10: Representation of the code output

dt = tn + tg − ta

dt+ ta =
| ~n |
vn

+
| ~g |
c

| ~g | =
(
dta −

| ~n |
vn

)
c

(4.7)

where vn is the speed of the neutron and c the speed of light. Because dt and ta are
known, we combine both of these terms into a single one dta = dt+ ta to simplify subsequent
calculations. Additionally, ~d is also known, so we can use the law of cosines as follows.

| ~g |2=| ~d |2 + | ~n |2 −2 | ~d || ~n | cos θ (4.8)

The angle θ can be obtained from the dot product between the vectors ~u and ~d, as follows:

~u · ~d =| ~u || ~d | cos(θ)
〈ux, uy, uz〉 · 〈dx, dy, dz〉 = (1) | ~d | cos(θ)

cos(θ) =
uxx1 + uyy1 + uzz1

| ~d |

(4.9)
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After combining Equations 4.7 and 4.8, we obtain a quadratic equation of the form:

| ~n |= −b±
√
b2 − 4ac

2a
(4.10)

where

a = 1− c2

v2
n

b = 2dta
c2

vn
− 2 | ~d | cos θ

c =| ~d |2 −c2dt2a

and based on our choice of coordinate systems, we take the negative value of the square
root. We can now use Equations 4.5 and 4.6 to obtain the coordinates of interaction as
follows: 

x = −x0
|~a| | ~n |

y = −y0
|~a| | ~n |

z = zt
|~a| | ~n | +zt

Note that the main assumptions in this reconstruction algorithm are that the neutrons
are emitted from a point source, the neutron and associated alpha are emitted exactly 180◦

from each other in the lab system, and the position of the gamma detector is a point in
space. We will later consider how these assumptions contribute to the overall error.

In order to test this algorithm, an experiment was carried out where two thick graphite
bricks were placed on top of each other separated by 12 cm with low-density foam, as shown
in Figure 4.5a.

The neutron generator was operated at 50 kV (≈ 5× 106 n/s) and data was acquired for
113 minutes in coincidence mode. Figure 4.11 shows the resulting time dt and reconstructed Z
histograms where the two carbon peaks are labeled. This histogram was created by selecting
only the carbon peak (4.4 MeV) in the gamma spectrum and constraining the X-Y position
around the carbon bricks. However, there are no constraints in the Z direction, hence the
background peaks from the floor and other structural materials underneath are also visible.

Note that the percent resolution improves somewhat when going from dt to Z because
when calculating Z, we include more available information based on the known geometry
and travel times of the alpha, neutron, and gamma ray, respectively. The Z distribution was
adjusted by offsetting the dt distribution by 11 ns due to internal time delays, particularly
from the electron transit times of the PMTs. Different 2D projections for this data set are
shown in Figure 4.12.

The results presented above already provide an idea about the overall system resolution,
which is in the order of a few centimeters. A more precise determination of the resolution is
presented in the next section.
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Figure 4.11: Time and Z histograms for the setup shown in Figure 4.5a, as detected with
the LaBr detector. Because of time delays mainly from the PMTs, the Z histogram was
adjusted by offsetting the dt distribution by 11 ns.

Another important feature of the API technique is that one can select a narrow region of
space and obtain its gamma spectrum, which is largely free of unwanted background (either
natural or from surrounding structural materials). Therefore, the spectroscopic analysis and
efficiency calibration are greatly simplified. For instance, the gamma spectrum shown in
Figure 4.13 is the result of constraining the time and X-Y to focus on the small graphite
brick for the experiment presented above.

Notice how clean the gamma spectrum is for this particular example. The photopeak,
single, and double escape peaks can be clearly observed together with their associated Comp-
ton continuum. The experiment above is better visualized in 3D. Therefore a cloud image
in Mayavi [41] was produced, as shown in Figure 4.14. The 3D plot can be very useful when
analyzing preliminary data in order to look for asymmetries and irregularities in the data.
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Figure 4.12: 2D projections of the setup shown in Figure 4.5a for LaBr. The X-Y projections
are slightly rotated because the YAP crystal is also rotated by the same angle. The relative
sizes between the two graphite bricks can be observed.
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Figure 4.13: API energy spectrum (LaBr) corresponding to the experiment shown in Fig-
ure 4.12. This spectrum is obtained by constraining the analysis on the graphite bricks,
hence the very clean energy spectrum corresponding to 12C alone, showing an important fea-
ture of the API technique, which is its ability to focus on a small volume. The photopeak,
single escape peak (SEP), double escape peak (DEP), and the Compton continuum (CC)
are shown.
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Figure 4.14: 3D representation of two graphite bricks stacked in Z and separated by 12 cm.
The units on the axes are arbitrary. The image was obtained with the Python package
Mayavi [41].
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4.4 Position Resolution Measurements

The system position resolution was measured with graphite samples in two different con-
figurations: 1) two thin (1 cm) slabs stacked in Z by increasingly smaller distances in order
to measure the depth resolution, as shown in Figure 4.15a and 2) two thick (6 cm) graphite
bricks placed next to each other (X-Y plane) and their distance varied along the Y dimen-
sion, as shown in Figure 4.15b. The neutron generator was operated at 50 kV (≈ 5 × 106

n/s).

Figure 4.15: Experimental setup used to characterize the system a) depth resolution using
thin (1 cm) graphite slabs, and b) X-Y resolution using thick (6 cm) graphite bricks.

System Depth Resolution

Figure 4.16 shows the experimental results (LaBr) for three different cases where the top
graphite slab was brought closer to the bottom one starting at 16 cm, then 8 cm, and finally,
6 cm. Figure 4.17 shows the same setup but for the NaI detector. The data was processed
by selecting events of 4.4 MeV gamma energy together with its single escape peak and by
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selecting only the area surrounding the graphite in the X-Y plane. The Z coordinate was
calculated by the method outlined above.
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Figure 4.16: LaBr experimental results for the depth resolution measurements with two thin
graphite slabs with varying distances among them. Note that at 16 cm separation, the two
slabs are clearly separated. The intensity maps also show the top slab being exposed to a
higher neutron flux as expected. The system resolution is somewhere between 6 and 8 cm as
defined where the two peaks start touching at their FWHM.

Given the above experimental results and the somewhat optimized CFD algorithm, the
system depth resolution is 7 ± 1 cm for YAP-LaBr and 8 ± 1 cm for YAP-NaI.
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Figure 4.17: NaI experimental results for the depth resolution measurements with two thin
graphite slabs with varying distances among them. Note that at 16 cm separation, the two
slabs are clearly separated. The intensity maps also show the top slab being exposed to a
higher neutron flux as expected. The system resolution is somewhere between 7 and 8 cm as
defined where the two peaks start touching at their FWHM.

System X-Y Resolution

The system X-Y resolution was measured in a systematic way with the arrangement shown
in Figure 4.15b where two thick graphite bricks were placed side by side separated initially
by 10 cm. The blocks were then brought together one centimeter at a time until they could
no longer be resolved as defined when the peaks start touching at their FWHM. Figure 4.18
shows the results of a representative set of these measurements

Even though these measurements were performed along a single axis, we expect the
resolution to be the same along the other axis too as there is no fundamental difference in
terms of the readout algorithm. The results presented are for the YAP-LaBr combination.
However, similar results were obtained with YAP-NaI.
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Figure 4.18: LaBr experimental results for the system X-Y resolution with graphite bricks.
The achieved resolution is somewhere between 2-3 cm.

4.5 Conclusions and Outlook

In this chapter we presented the performance of the API system. Specifically, we showed
that the instrument is capable of approximately 7 cm resolution along the Z-axis, which is
determined by the overall time resolution, and the X-Y resolution is approximately 2-3 cm.
It is important to note that this resolution is at one specific distance from the generator
(60 cm) and it changes as a function of this parameter. The X-Y resolution can be further
improved with a smaller neutron beam spot, but there is a trade-off between beam spot size
and DT beam current, which is proportional to the neutron yield. Additionally, a focused
DT beam would require a more involved cooling system in order to cope with the increased
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heat flux on the target. Therefore, the beam spot size cannot vary too much from 1-2 mm.
The X-Y resolution on the alpha detector also determines the overall position resolution.
However, the performance of our alpha detector, as discussed in Chapter 2 is close to its
optimum and would be difficult to improve on this. On the other hand, there can be a
significant improvement in the Z direction with a more optimized timing algorithm or a
faster combination of digitizer and FPGA. A time resolution of 1 ns with YAP and LaBr
is within reach of current technology and therefore, the depth resolution can improve by at
least 30%.
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Chapter 5

Analysis of API Gamma Spectra and
Initial Samples

Gamma-ray spectra contain information regarding the isotopic nature and absolute abun-
dance of the interrogated sample, as explained in Chapter 1. However, even an API spectrum,
which selects in a small volume only certain types of reactions that interact with nuclei in
short time frames of a few nanoseconds such as inelastic scattering, can be complex to an-
alyze because there are usually different isotopes of a single element, each with its unique
gamma fingerprint. Additionally, each isotope has a nuclear structure that may result in
the emission of several gamma rays with different energies. Therefore, it is important to un-
derstand the detector response for single elements before analyzing a more complex sample
such as soil. Furthermore, in order to obtain the abundance of each isotope, it is necessary
to perform an efficiency calibration for each voxel and a measurement of the total neutron
flux integrated over the measurement time, i.e fluence. This chapter discusses some of these
initial considerations in the context of carbon content determination in soil samples and
other specific elements relevant to soil chemistry. A similar discussion and analysis as the
one presented in this chapter has already been published in [49] where we present results
from a different data set and provide more details regarding the sample preparation.

5.1 Single-Element API Gamma Spectra

Several elements were identified as the most abundant in forest and agricultural soils, as
shown in Table 5.1. Notice some of the interfering lines in the carbon signal mostly due
to 16O and 28Si, which are usually present in these types of soils in greater quantities than
carbon. These gamma rays do not all originate from neutron inelastic scattering. In fact,
some of the most important interfering lines are the result of other types of reactions or
gamma transitions within certain nuclei. For instance, two significant interfering reactions
are shown in Equations 5.1 and 5.2.
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n+16 O → n′ + α +12 C∗ γ = 4.439 MeV (5.1)

n+28 Si→ n′ +28 Si∗ γ = 4.497 MeV (5.2)

The reaction shown in Equation 5.1 results in an excited state of 12C, which relaxes by
the emission of a 4.439 MeV gamma ray, and therefore it is indistinguishable from our signal
of interest [34]. It will be shown below (Figure 5.3) that this reaction may be significant
mainly because of the large relative abundance of oxygen in the soil. However, experimental
data for the cross-section of this specific reaction at 14.1 MeV incident neutron energy could
not be found by the author at the time of publication, which highlights the need to mea-
sure this cross-section for a more accurate determination of carbon abundance. Figure 5.1
shows the experimental cross-section for this particular reaction as measured by [35] (ob-
tained from the database EXFOR [62]), and its corresponding evaluated cross-section from
ENDF [4]. Note that there is no documented measurement in this database for 14.1 MeV
incident neutron energy and the error bars in the vicinity have a magnitude of ±1 MeV.
On the other hand, Yakubova et al. argue that this reaction may not impact soil carbon
measurements significantly [26], but they also found large discrepancies in evaluated cross-
section values from different data libraries. Specifically, in [59] and [58] they used the data
library JENDL4.0 [44] to account for such reaction given that G4NDL4.5 (the default cross-
section library from Geant4 [2] that draws their values mostly from ENDF) reported a value
of 127 mb for this reaction compared to 36.6 mb in JENDL4.0. This discrepancy can be
observed in Figure 5.1. The other reaction shown in Equation 5.2 is the result of a nuclear
cascade transition between two energy levels in 28Si, i.e. 6.276 MeV(+3)→ 1.779 MeV(2+).
The resulting gamma-ray energy is not resolvable in LaBr given that its energy resolution
at that energy is approximately ±120 keV. Therefore, its contribution to the carbon peak
needs to be accounted for during analysis.

Element Isotopic abundance (%) Main gamma energies (MeV)

Carbon 12C: 98.9 4.439

Aluminum 27Al: 100 0.844, 1.72, 2.21, 2.98

Oxygen 16O: 99.76 2.74, 3.089, 3.68, 3.854, 4.439, 6.13

Iron 54Fe: 5.85, 56Fe: 91.75, 57Fe: 2.12 0.847, 1.238, 1.81

Silicon 28Si: 92.2, 29Si: 4.7, 30Si: 3.1 1.78, 2.838, 4.489

Table 5.1: Most common elements present in soil, their natural isotopic abundance (greater
than 2%), and their main prompt non-elastic gamma-ray energies.
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Figure 5.1: Comparison between experimental cross-section values available in EXFOR [62]
and its corresponding evaluated cross-section from ENDF [4] for the reaction shown in Equa-
tion 5.1. The vertical dashed line indicates the 14.1 MeV line. Note that at this energy there
is a large discrepancy between the two of approximately a factor of 5. Additionally, the
error bars in the vicinity are ±1 MeV. This reaction can have an impact on the accuracy of
carbon measurements in soil.

Given some of these uncertainties, we took a more practical approach by irradiating
in coincidence some specific materials relevant to most common soil compositions in order
to obtain element-specific spectra that can be used in the analysis of soil samples. The
experimental procedure is exemplified in Figure 5.2, which shows an iron sample (SS1018)
that was irradiated for 100 min at a neutron generator voltage of 50 kV. The sample was
placed approximately 60 cm underneath the neutron generator. The corresponding time
spectrum is obtained by constructing a histogram of the difference in recorded times between
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the YAP and gamma detectors. The time is restricted to selectively capture the sample in
question (Z-dimension) and likewise for the X and Y dimensions. The resulting gamma
spectrum unique to natural iron is shown as the last step of this process in Figure 5.2.
Important experimental parameters are shown in Table 5.2.

Material Distance
±2 [cm]

Mass
±0.005 [kg]

Density
±2% [g/cm3]

Run time
[s]

Aluminum (6061) 0, 0, 52 4.210 2.63 4760

Graphite 0, 0, 56 3.100 1.93 7000

Water 0, 0, 60 2.470 1.00 7000

Silicon 0, 0, 55 3.164 2.4 7000

Iron (SS1018) 0, 0, 56 0.306 3.54 6000

Table 5.2: Experimental parameters used to obtain single-element gamma-ray spectra. The
distance is shown as (X, Y, Z) measured from the neutron production surface to the center
of the sample. Pure silicon was obtain from unused silicon wafers.

Figure 5.2: Example of the analysis procedure for obtaining elemental gamma spectra for
specific elements. The photograph of the sample is a top view from the perspective of the
neutron generator. The LaBr detector is located to the left of it.

The API method can be useful to not only identify the composition of a sample, but also
to quantify its absolute isotopic abundance. Additionally, this technique can be employed
to measure inelastic scattering cross-sections at 14.1 MeV. Figure 5.3 and 5.4 show the
measured gamma spectra for different elements using the method outlined above for both
LaBr and NaI, respectively. The main gamma lines shown in Table 5.1 can be observed
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in the spectra. However, many lines are washed-out due to the finite energy resolution of
the detectors, particularly in NaI. The following discussion focuses on LaBr only because of
the better quality of the data in terms of energy and time (depth) resolution, but the same
procedure and logic also applies to NaI.

An interesting side note to this API technique is the possibility of neutron scattering
from one material to the other, which results in the incorrect calculated position and would
show up in the data set even when time windows are restricted to the nanosecond level.
For instance, an emitted neutron can scatter off an aluminum nucleus and still have enough
energy to excite a 12C nucleus located nearby. The resulting gamma ray could interact in the
gamma detector and hence a 4.4 MeV line would show in the aluminum spectrum. In order
to investigate the significance of this process, we carried out another experiment where two
samples of aluminum and carbon where irradiated next to each other at the same time. The
samples are separated in the X direction by 8 cm, as shown in Figure 5.5. The spectra shown
correspond to only one region in the inset (top: graphite, bottom: aluminum). Notice the
significant scattering happening from aluminum to carbon as evidenced from the 4.4 MeV
peak present in the aluminum spectrum. On the other hand, scattering from carbon to
aluminum does not seem to be as significant. Further analysis is required to fully understand
this effect.
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Figure 5.3: Measured API gamma spectra of relevant elements for soil chemistry using a
LaBr detector. For irradiation details refer to Table 5.2.
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Figure 5.4: Measured API gamma spectra of relevant elements for soil chemistry using a NaI
detector. For irradiation details refer to Table 5.2.
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Figure 5.5: Neutron scattering effects resulting from two samples (graphite and aluminum)
separated by 8 cm being irradiated at the same time. The spectra correspond to only one
region in the inset, respectively (top: graphite, bottom: aluminum). Note that this effect
is more pronounced in the aluminum spectrum where carbon peaks show up. The same
aluminum sample was irradiated separately and its spectrum is shown in Figure 5.3.
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5.2 Single-Element Response Comparison with

MCNP6

The experimental data obtained for specific elements in the previous section were compared
to MCNP6 with the simulation technique explained in more detail in the last section of
Chapter 3. The gamma-ray response corresponding to LaBr is shown in Figure 5.6. Note that
there is a relatively good overall agreement, specifically for the main prompt gamma rays.
Nevertheless, there are significant discrepancies in regards to relative intensities for most
elements. In particular, from this representative sample, 27Al presents the largest divergence
from MCNP6. Interestingly, notice that the 4.439 MeV peak in the 16O spectrum due to the
reaction shown in Equation 5.1 seems to agree with MCNP6, which draws its cross-section
values from ENDF. This could indicate a large discrepancy from the experimental value
shown in Figure 5.1. The carbon signal is not shown in Figure 5.6 because it was already
presented in Chapter 3. MCNP6 simulations can be improved by using more optimized
parameters for Equation 3.6. Similar spectra for some of the same elements were obtained
by [25] and [15]. They found similar discrepancies with MCNP6, which highlight the need
for more accurate nuclear data measurements. These types of simulations are important for
data analysis and experiment planning. For instance, the overall elemental concentration in
a soil sample could be calculated with a linear combination of these elemental spectra.
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Figure 5.6: Comparison between measured gamma-ray spectra and MCNP6 simulations for
elements relevant to soil composition. Note the overall agreement, but there are significant
discrepancies for 27Al, in particular. The spectra were normalized by the most significant
highest-energy gamma.
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5.3 Dry Soil Samples with Varying Carbon Content

Soil samples were prepared by mixing pure sand (SiO2) with worm casting, which has a
high carbon content (greater than 40%). Three samples were prepared with the following
worm casting concentrations: 0%, 3%, and 10%. Note that this would be equivalent to
approximately: 0%C, 1.2%C, and 4%C. The soil samples as seen from the top are shown
in Figure 5.7. They were placed in two aluminum boxes, each with dimensions of 7.5 cm ×
7.5 cm× 12.5 cm. The resulting gamma spectrum from the soil samples using the procedure
explained above is shown in Figure 5.8.

Figure 5.7: Soil sample containing a mixture of sand and worm casting, and its resulting 2D
image using the API technique.

These spectra were normalized to the 1.78 MeV line from 28Si in order to account for dif-
ferent irradiation times and amount of sand in the samples. Notice the interfering reactions
discussed above resulting in some counts underneath the carbon peak. These preliminary
data show that for carbon concentrations below 1%, better statistics is clearly needed to-
gether with further study on sources of error. Because there are more energy bins than
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Figure 5.8: Resulting gamma spectra of soil samples with different carbon concentrations.
The samples were prepared by mixing pure sand and worm casting. The spectrum is
smoothed out with a Gaussian Kernel Estimation (KDE) algorithm implemented in Python.
Note the carbon peak at 4.4 MeV showing the difference in relative carbon concentrations.

needed given the limited resolution of our detectors, it is possible to smooth out the data for
more efficient analysis by either averaging over more bins or implementing different types
of algorithms such as Gaussian Kernel Estimation (KDE) or moving average filter. Both
of these techniques resulted in very similar smoothed spectra. Further work is required to
optimize the parameters in these filters.

This spectrum is more complicated to analyze given the overlap of all the gamma lines
from the individual elements. Therefore, we used the Python-based gamma spectrum anal-
ysis software becquerel [5], which allows for peak detection, FWHM calculation, and energy
calibration among others. Figure 5.10 shows the non-calibrated gamma spectrum for the
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Figure 5.9: Comparison of different algorithms for data smoothing. Both the KDE method
and the moving average filter yielded similar results. The data presented is for the case of
10% worm casting.

case of 4% carbon together with the results of becquerel’s internal algorithm to detect peaks
of interest and their respective FWHM.

The capabilities of becquerel are very useful specifically for energy calibration and FWHM
calculation since the latter serves as input for MCNP6 simulations. Additionally, it can be
used for peak integration accounting for proper background subtraction.
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Figure 5.10: Peak finding and FWHM calculation using becquerel. It uses energy-dependent
kernels that can be convolved with a spectrum to extract lines from the background contin-
uum [5].

5.4 Soil Analysis Outlook

The soil samples analyzed in this chapter are the first step of the analysis pipeline which
requires an end product of absolute carbon content. This would require an efficiency cali-
bration based on the location of origin of the gamma ray together with corrections for neu-
tron/gamma attenuation through soil. Preliminary experiments have already taken place and
data analysis will be published in the future. Additionally, refinements regarding MCNP6
simulations are needed to predict measurement times, compare inelastic scattering cross-
sections, and extract more information from actual measurements.
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Chapter 6

Next Generation API Systems

As part of this project, a second neutron generator is being built by Adelphi Inc. [1] that
takes into account important design changes which resulted from the experience obtained
with the first one. These changes will improve the performance in terms of better position
resolution, higher neutron yield, lower X-ray interference, more efficient cooling, and the
ability to handle higher alpha rates. In this chapter we present simulations and experimental
tests that led us to recommend certain design changes in the API system.

6.1 Improvements on the Alpha Detector

Lower X-ray and Gamma Sensitivity with a Thinner YAP

During operation of this type of neutron generators, X-rays are produced by different means
including beam-gas interactions, electron acceleration in the ion source, and ions hitting the
target (Bremsstrahlung radiation). The maximum energy of these X-rays is equal to the
accelerating voltage, which is more than three orders of magnitude lower than that of the
alpha particle. However, the rate can be several orders of magnitude higher depending on the
geometry, efficiency of the secondary electron suppression system, operating gas pressure, etc.
Therefore, they will have an impact on the alpha waveform in terms of increased “graininess”
or noise, which results in a larger error determining the energy accurately, which in turn
means that they have a negative impact on the position resolution. We identified beam-gas
interactions as the process that mostly contributes to X-ray production directly affecting the
YAP signal. The reason for this is that sealed-type neutron generators operate at a high
pressure of a few mTorr, and this pressure is the same in the ion source and the accelerating
drift region. This characteristic makes it even possible to see the beam with the naked eye
(actually atomic recombination processes within the accelerating region). The beam path is
around 6 cm from the YAP crystal and there is only a thin (1 µm) aluminum foil in between,
which results in energetic X-rays making it to the YAP crystal where they can be absorbed
and generate signals. Additionally, the neutrons produced can interact with the neutron
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generator structural materials, particularly with the copper target backing. Two isotopes of
copper, 63Cu and 65Cu, have a significant production of 511 keV gamma rays, as shown in
Figure 6.8, which is the result of an MCNP6 simulation. These relatively low gamma ray
energies will also have an impact on the YAP signal. This effect can be reduced by reducing
the amount of copper, but making sure there is enough left for proper heat transfer. The
reduction of copper will be discussed in greater detail in the next section. In order to reduce
the amount of X-rays and gamma rays that interact with the YAP, we decided to use a
different YAP crystal with a reduced thickness, which would stop all alpha particles and
reduce the X-ray and gamma ray interactions in the crystal. The attenuation was calculated
for two different YAP thicknesses: 1 mm and 100 µm. Note that the latter is sufficient to
stop all alpha particles as SRIM [64] simulations indicated in Chapter 2, which shows that
most 3.5 MeV alpha particles stop within the first 7-8 µm inside the YAP. The results are
shown in Figure 6.1.
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Figure 6.1: Percent X-ray absorption in YAP for different energies. Note the significant
reduction for the thinner YAP (0.1 mm) compared to the current YAP crystal (1 mm).

In order to test the performance of different YAP thicknesses, i.e. 1 mm (currently in
use) vs. 0.1 mm, we performed several experiments with an 241Am source, which emits a
5.5 MeV alpha particle and a 59.6 keV gamma-ray, the latter used as a proxy for the X-rays
emitted by the neutron generator. Figure 6.2 shows the different YAP responses to the



CHAPTER 6. NEXT GENERATION API SYSTEMS 93

59.6 keV gamma ray emitted by 241Am. The source was placed approximately 15 cm away
from the YAP crystal in a small test vacuum chamber. However, for this test, the pressure
inside the chamber was equal to the atmospheric pressure in order to stop alpha particles
within its volume and allow only gamma rays to reach the YAP crystal. Note the tail of the
distribution in the case of the thin YAP with an apparent shift to higher energies. This is
due to the fact that the PMT mounted with the thin YAP was operated at a higher voltage.
The reason for operating at this higher voltage was the experimentally observed higher light
yield for the thick YAP.
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Figure 6.2: Comparison between two YAP crystals of different thicknesses with respect to
low-energy gamma ray response. The sensitivity to 59.6 keV gamma rays is a factor of 10
higher in the case of the thick YAP.

Additionally, we recorded 100 traces using a digital oscilloscope [39] for each YAP crystal
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and averaged over all of them in order to have a sense for the noise on top of the signal due
to gamma rays from the 241Am source. The results are shown in Figure 6.3.
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Figure 6.3: YAP response to alpha particles and gamma rays emitted from an 241Am source
in two different YAP crystals. The traces correspond to the average of 100 individual ones
for each case. Note that the traces are very similar as expected. It may be that there are
fewer fluctuations due to X-rays from the alpha source in the case of the thinner YAP, but
further statistical analysis is required to confirm this.

The plot shows a more smooth curve for the thin YAP with fewer fluctuations. However,
this treatment is not very rigorous and it only serves for a qualitative comparison. The
final test consists of placing a flood-field mask (the same as the one shown in Chapter 2)
and performing the reconstruction routine. The results are shown in Figure 6.4. Note the
greater spread between interaction points, which would result in a better position resolution
particularly near the edges. Therefore, we can conclude that the thin YAP is superior and
will be mounted in our next API tube.
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Figure 6.4: Position reconstruction for two YAP crystals with different thicknesses. The
thinner YAP has a larger spread and hence better edge response.

Improvement on Alpha Rate Handling Capabilities with a 16×16
Readout Board

COMSOL [11] simulations of ray tracing through the alpha detector system shown in Chap-
ter 2 indicate that after a single alpha event, the resulting scintillation light spreads over
3×3 pixels onto the photocathode, which is important in order to obtain a sub-pixel resolu-
tion. However, every alpha interaction creates a dead time in the detector when a 4-corner
readout is used because every pixel is activated, as discussed in more detail in Chapter 2.
If we decouple the readout of the pixels by rows and columns, one alpha interaction would
activate at most 3 rows and 3 columns, allowing the other inactive pixels to read another
incoming alpha particle. Therefore, the dead time would be reduced by a factor of 3. This is
because an alpha particle interaction renders 3×16 + 3×16−9 = 87 pixels inactive, leaving
256 − 87 = 169 pixels ready to read another incoming signal. In light of this rationale, we
designed a 16 × 16 readout board similar to the one shown in [54] and [40]. The board is
shown in Figure 6.5 and it is constructed that way in order to avoid crossing connectors which
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would increase noise from capacitive coupling. The readout logic is further complicated due
to the fact that we are now required to read in coincidence 32 channels instead of only four
in order to calculate the position of interaction. Performance results will be published in the
future.

Figure 6.5: Row-column readout board designed by the Engineering Department at LBNL.
This new board will allow for higher alpha rate handling capabilities.
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6.2 Design Parameters for an Improved API Neutron

Generator

API Target Considerations

Commercially available neutron generator targets are usually made of a thin layer of tita-
nium with a thick copper substrate, which can act as a neutron scattering center, as shown
schematically in Figure 6.6. The scattered tagged neutron will then have an incorrectly
calculated trajectory but it can still be within the API cone and induce a reaction of interest
within the API time window. Therefore, this event would appear in the reconstructed image
and increase the rate of false coincidences.

In order to reduce this unwanted effect, we performed MCNP6 simulations to quantify
the neutron scattering as a function of copper thickness. The simple MCNP6 model consists
of a pencil beam of 14.1 MeV neutrons incident upon a copper target of various thicknesses.
We tallied the position of scattered neutrons that cross an artificial “screen” located 5 cm
from the target. This allows for the calculation of neutron scattering as a function of incident
angle, as shown in Figure 6.7. Note that the FWHM is around 11◦, which is inside the API
cone, i.e. 45◦. The current generator has a target thickness of 4 mm and the new one will
have a thickness of 2 mm, hence reducing the scattering by approximately 50 % allowing for
sharper images. These distributions present with non-Gaussian tails which suggest some
preferential scattering. However, these are not significant to our application.

A similar argument can be made regarding the passage of alpha particles through the
titanium layer. There can be changes in trajectory of alpha particles because of this effect.
Therefore, the new generator will have the YAP tilted a few degrees with respect to the
target in order to reduce alpha scattering. Additionally, the target region experiences the
highest neutron flux and hence we need to consider induced nuclear reactions within its
volume that lead to the emission of low to medium-energy gamma rays in order to minimize
their flux onto the YAP crystal. These gamma rays can significantly contribute to unwanted
background signal. Therefore, we performed another MCNP6 simulation to approximate the
rate and energies of gamma rays detected by the 1 mm YAP crystal. Due to the proprietary
information regarding the generator design, details of the simulation cannot be shown here,
but the total copper volume is around 40 cm3. The gamma spectrum resulting from the
total energy deposition in the YAP crystal (F6 tally) is shown in Figure 6.8. The maximum
gamma rate experienced at 2× 108 n/s is 2000 γ/s.

Note that there is a sizable contribution from 511 keV gamma rays coming from the
two most abundant copper isotopes 63Cu and 65Cu. There are a few ways to minimize this
contribution besides making the YAP crystal thinner as detailed in the previous section. The
amount of copper in the target can be reduced but care must be taken to keep the proper heat
transfer capabilities. Therefore, we performed COMSOL simulations in order to understand
the dependence of the maximum temperature experienced by the target as a function of its
radius (thickness set to 2 mm). The results are shown in Figure 6.9. Figure 6.10 shows the
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Figure 6.6: Schematic representation of a single neutron scattering in the target volume
which leads to the incorrect calculated neutron trajectory and hence atom location. This
effect can be reduced by decreasing the copper thickness.

geometry and results for the case of 3 mm radius.
These results are valid for a uniformly distributed beam profile with diameter equal

to 1 mm, 50 µA of beam current, and 100 kV. The power density on the target surface is
40 W cm−2 with these assumed parameters. Note that the maximum allowed temperature is
approximately 200 ◦C at which point there is significant hydrogen degassing from titanium,
which drastically reduces the neutron output [13]. Simulations show that we need a target
with a diameter of at least 1 cm to operate below this temperature limit with a safety factor
greater than two. Additionally, this simplified simulation assumes perfect cooling in the back
of the target. More detailed simulations show that the maximum temperature increases to
approximately 85 ◦C with standard air cooling and to more than 200 ◦C if left to be cooled
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Figure 6.7: MCNP6 simulation results of 14.1 MeV neutron scattering on various thicknesses
of copper. Note that this plot shows only the scattered neutrons. The plot of all events
including the non-scattered neutrons would show as a large peak in the center.

by ambient temperature and air flow. Therefore, active cooling is required.
In conclusion, the improvements in the target and alpha detector will allow for a signifi-

cant reduction (greater than a factor of 40) in X-rays and gamma rays incident on the YAP
crystal, which would allow for improved position resolution as well as for higher rate handling
capabilities. In addition to the improvements shown above, the new neutron generator will
have an ion source with inner aluminum walls as opposed to stainless steel. Aluminum was
shown to yield a higher monatomic D and T fraction [51], which has a direct impact on both
the neutron yield and reaction kinematics as explained in the introductory chapter. The
CAD drawing of this improved API neutron generator being built and tested by Adelphi
Inc. [1] is shown in Figure 6.11.
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Figure 6.8: MCNP6 simulation (F6 tally) of energy deposition from gamma rays originating
in the API target onto the 1 mm YAP crystal located 6 cm away. The total count rate at
maximum neutron output (2 × 108 n/s) is 2000 γ/s. This is expected to be reduced by at
least a factor of 40 in the new target design due to 4 times less copper and 10 times thinner
YAP.
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Figure 6.9: Simplified COMSOL heat transfer simulation results of a proposed API neutron
target. Note that there is a minimum copper substrate diameter needed for optimum heat
transfer.
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Figure 6.10: Example geometry and results for a COMSOL heat transfer simulation of a
proposed API neutron target. The geometry consists of a 120 µm titanium layer bonded
onto a 2 mm thick copper substrate. The beam profile on the target has a diameter of 1 mm
and a power density of 40 W cm−2. This example shows the maximum temperature on the
surface for the case of a 3 mm diameter copper substrate.
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Figure 6.11: New generation API neutron generator built and tested by Adelphi Inc. [1].
Several improvements were made to allow for a superior position resolution and the ability
to handle higher alpha rates among others.
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Chapter 7

Conclusions

We presented the design and performance of a high-resolution associated particle imaging
system for the determination of 3D isotopic distributions in soils. Initial MCNP6 simulations
and theoretical calculations showed that the system was, in principle, feasible when operating
the neutron generator at 2×108 n/s (100 kV in our setup) and it could measure carbon down
to the percent level. The alpha particle detector mounted on the neutron generator head was
designed using the ray tracing (optical photon transport) package in COMSOL Multiphysics
and its electronic response was modeled with LTspice and ngspice. Experimental tests were
performed with the alpha detector in isolation and as part of the overall system in order to
characterize certain properties including its position resolution, uniformity, and rate handling
capabilities. For this purpose, we used a four-corner electronic readout board. Even though
this readout board allows for a high degree of uniformity and a position resolution of 0.2 mm,
we found that it is the limiting factor in terms of rate capabilities. In practice it can handle a
neutron generator voltage of up to 65 kV (≈ 1×107 n/s) with minimal position degradation.

The gamma detectors were also characterized and integrated with the Data Acquisition
System; the PIXIE-16 from XIA. The energy and time algorithms used by the PIXIE-16 were
reproduced in software and the parameters optimized. In particular, the time resolution was
improved from 1.8 ns to 1.3 ns for LaBr and from 2.0 ns to 1.6 ns for NaI. Additionally, the
response of gamma detectors was modeled in MCNP6 and some of the experimental data
benchmarked against such simulations.

The complete system integration was described including the gamma detector shielding,
timing performance, and the position reconstruction algorithm. Our tests show that the
X-Y resolution is 3 ± 1 cm for both YAP-LaBr and YAP-NaI. The system depth resolution
is 7 ± 1 cm for YAP-LaBr and 8 ± 1 cm for YAP-NaI. We also successfully reconstructed
graphite samples in three dimensions as examples of applying the API technique. Overall, the
X-Y resolution from the alpha detector performed better than the initial estimate by a factor
of two. The Z-resolution, however, is currently slightly worse than the initial estimate of
5 cm due to a time resolution greater than 1 ns, but we outlined a few methods to improve it.
For instance, a better time resolution can be achieved by further optimizing the parameters
in the CFD algorithm used in the PIXIE-16.
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Initial soil samples were irradiated and basic analysis performed to compare soils with
different carbon concentrations. We also irradiated individual materials relevant to soil
chemistry in order to create a library with element-specific information regarding gamma-
ray response to 14.1 MeV neutrons. These elemental spectra were compared to MCNP6
simulations with an overall agreement, but with important discrepancies, some of which
may be due to a lack of reliable cross-section data at this energy.

Finally, based on our initial experience developing the API system, we made important
recommendations for an improved version of a neutron generator, which will be delivered by
Adelphi Inc. to LBNL in 2020. This new system will be able to handle higher alpha rates
and produce sharper images, hence reducing measurement times and improving the position
resolution of the system.

In the future, MCNP6 models must be improved to accurately predict measurement times
and isotopic concentrations. Additionally, more soil samples need to be irradiated and an
analysis pipeline should be developed before field measurements can begin. The ultimate
test of the device will be in the field, which is expected to happen in the spring of 2020.

In summary, we designed and built a non-destructive system to measure isotopic dis-
tributions in soil, particularly carbon. Experimental results show that the initial claims
of 5 cm × 5 cm × 5 cm resolution is achievable, and there is no indication that the system
cannot perform as planned. As expected, handling high alpha rates has proven to be the
main challenge to be overcome. Nevertheless, operation at high rates is not necessary for a
proof-of-concept of this technology. Furthermore, we identified a path forward for handling
high alpha rates that include an improved neutron generator and readout electronics. Initial
tests in this regard are currently being carried out at LBNL. The results presented in this
thesis show that using API for carbon measurements should greatly improve on the more
conventional methods currently employed.
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