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Abstract

Most studies of human category learning involve category
structures that do not change, or that change in a way that
is independent of people’s categorization behavior. We con-
sider the situation in which successful category learning causes
categories to change. In an experiment, participants learned
from feedback whether animals are healthy or diseased. Once
their categorization accuracy was near-perfect, the category
structure changed so that different animals became diseased.
Based on exploratory data analysis and the application of two
category learning models, we argue that, once they detect a
category change, people retain what they have learned about
healthy animals, but reset what they have learned about dis-
eased animals. We discuss future modeling goals and empha-
size the need for learning models to study situations in which
people’s behavior impacts the dynamics of the environment in
which learning takes place.

Keywords: category learning; changing environments; dy-
namic environments; categorization models

Introduction

Most studies of human category learning involve fixed cate-
gories (e.g., Feldman, 2000; Shepard, Hovland, & Jenkins,
1961; Smith & Minda, 2000). This is appropriate for under-
standing how people learn about stable concepts. It is rea-
sonable to assume that many natural kinds —fruits, insects,
weapons, and so on—have stable relationships between stim-
uli and categories. For example, the assignment of rocks to
categories like obsidian, basalt, and granite involves a stable
category structure (Nosofsky, Sanders, & McDaniel, 2018).
The assignment of colors to categories like red, blue, and yel-
low involves cultural differences in the available categories
and assignments (Regier, Kay, & Khetarpal, 2007), but those
structures are largely stable within a culture.

Some category learning studies use more dynamic envi-
ronments, in which categories change over time. The change
could be a sudden reassignment of stimuli to different cate-
gories, or a gradual drift in the probability that stimuli be-
long to categories (e.g. Estes, 1984; Gallistel, Mark, King,
& Latham, 2001; Navarro, Perfors, & Vong, 2013; Speeken-
brink & Shanks, 2010; Kruschke, 1996). These tasks are ap-
propriate for understanding how people adapt to new category
structures and non-stationary environments. Most of these
previous studies determine the dynamics of environmental
change ahead of time, and assume that change is indepen-
dent of participant behavior. Category learning studies rarely
consider dynamic environments that change in response to
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people’s decisions.! Assuming that category learning is in-

dependent of category structure may be appropriate in some
situations, at least as an approximation. For example, starting
from house telephones, the technological development that
led to the sudden introduction of car phones, then mobile
phones, and then smartphones has required people to change
how they categorize stimuli as phones. This learning process,
however, has not influenced technological development. As
another example, the seasons drift cyclically largely indepen-
dent of the categories people learn. This means that people
adapting their categorization from Finland being an undesir-
able vacation destination in winter to a desirable one in sum-
mer does not influence the weather in Helsinki.

These examples hint, however, at the limits of the inde-
pendence assumption. People’s ability to learn to use new
devices as phones creates longer-term markets for technolog-
ical development. Similarly, the independence of people’s be-
havior from temperature fluctuation only holds for those cat-
egories and time scales that do not involve human-influenced
global warming. It is generally not the case that the dynam-
ics of an environment are completely decouple from people’s
learning and behavior in that environment.

Accordingly, it is not hard to identify real-world category
learning situations in which people’s learning and environ-
mental dynamics are tightly coupled, with changes in cate-
gorization behavior leading to changes in the category struc-
tures being learned. In the natural world, one cause of virus
mutation, along with copying error and select cell pressure,
is a change in the immunity of potential hosts (Sugak, Mar-
tynyuk, & Drozd, 2015). This means that as society devel-
ops better treatments the virus environment changes. Loosely
speaking, as the categorization problems involved in provid-
ing immunity—correctly classifying treatments as effective
or not effective—is solved, the categorization problem itself
changes as a consequence. In the human-constructed world,
phishing scams continually need to adapt to evade spam fil-
ters (El Kouari, Benaboud, & Lazaar, 2020). The spam filters

IPerhaps the closest example is the Wisconsin Card Sorting Test
(WCST: Dehaene & Changeux, 1991; D’ Alessandro, Radev, Voss,
& Lombardi, 2020), in which participants have to organize a set
of cards base on an underlying rule. As performance improves the
rule can change. The main difference is that rules in the WCST
are typically based on a single stimulus dimension, such as color or
shape. In general, the relationship between stimuli and categories is
more complicated than a single dimension.

In J. Culbertson, A. Perfors, H. Rabagliati & V. Ramenzoni (Eds.), Proceedings of the 44th Annual Conference of the Cognitive Science
Society. ©2022 The Author(s). This work is licensed under a Creative Commons Attribution 4.0 International License (CC BY).
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Figure 1: The four category structures. The 21 animal stimuli are represented as points arranged so that more semantically
similar animals are located nearer each other. The four diseases are represented by colored regions that encompass those

animals that have the disease.

solve a categorization problem to separate email stimuli into
legitimate and blocked categories. As the accuracy of filters
improves, the nature of the categorization problem changes,
with new phishing attacks developed.

In this paper we study people’s category learning behav-
ior in a task for which the category structure being learned
changes when people become sufficiently accurate. Over a
sequence of trials, people are asked to categorize animals as
healthy or infected with some disease, based on feedback pro-
vided after every trial. Once they reach a high level of accu-
racy, the category structure changes, so that a different set of
animals become diseased. The environmental change is not
signaled other than through the change in feedback for spe-
cific animals on individual trials. We are interested in how
people perform in this learning situation, for which environ-
mental dynamics are linked to their category learning.

Experiment
Participants

38 undergraduate student participants at the redacted to sat-
isfy anonymous submission requirements completed the
experiment for course credit.

Stimuli

The stimuli were 21 animals and the four category struc-
tures corresponded to four real-world diseases: cryptococco-
sis, foot and mouth, lentivirus, and anthrax. Figure 1 shows
the set of stimuli, and their assignment to the healthy and
diseased categories for all four diseases. The animals are rep-
resented as points using non-metric multidimensional scaling
as a visualization method (Kruskal, 1964), based on similarity
data reported by Westfall and Lee (2021). The animals with
each of the diseases are contained within colored regions.

It is clear there is considerable overlap between the four
category structures and the differences between them are sub-
tle. Sheep and cow belong to the diseased category for all of
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the diseases, horse and deer belong to the diseased category
for exactly half the diseases, and a large number of animals al-
ways belong to the healthy category. The category structures
vary between five and eight diseased animals, so disease is
always the lower base-rate category.

Procedure

All participants completed 210 categorization trials. On each
trial, an animal was presented as a picture with an accom-
panying text label. The same picture was used every time
that animal was presented. Participants were required to cat-
egorize the animal as “healthy” or “diseased”. They then re-
ceived feedback of the form “wrong, the horse is diseased”,
informing them whether their response was correct and mak-
ing explicit the correct classification. At the top of the inter-
face a set of 210 slots was shown, corresponding to the 210
trials. Completed correct responses were shown as black cir-
cles, completed incorrect responses were shown as crosses,
and trials yet to be completed were shown as gray circles.
This information was updated after every trial.

If, at any point in the sequence of trials, the participant had
correctly categorized 18 or more out of the last 21 animals,
the category changed. The study information sheet told par-
ticipants that “It is possible that whether or not a particular
animal is healthy could change over the course of the experi-
ment,” but a change in category structure was not indicated in
any way during the experiment. The animals were presented
in a random order, subject to the constraint that no animal
be presented twice within the same disease category until all
other animals had been presented. The experiment was com-
pleted after 210 trials, regardless of the participant’s accuracy.

Three different sequences of transitions from one category
structure to the next were used. We refer to these sequences
as conditions. Condition 1 started with anthrax, followed by
lentivirus, cryptococcosis, and foot and mouth. Condition 2
started with anthrax, followed by foot and mouth, cryptococ-
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Figure 2: Category learning performance for all 38 participants. Each panel corresponds to a participant, with colored lines
showing their average proportion of correct responses on the last 10 trials with the current category. Changes in category are
shown by different colors. The participant panels are arranged so that the top two rows correspond to the first condition, the
middle two rows correspond to the second condition, and the bottom two rows correspond to the third condition.

cosis, and lentivirus. Condition 3 started with foot and mouth,
followed by lentivirus, cryptococcosis, and anthrax. A to-
tal of 14, 13, and 11 participants completed conditions 1, 2,
and 3 respectively, in a between-participants design. These
sequences were intended to allow comparisons that focus
on specific research questions. For example, always having
cryptococcosis as the third disease allows a controlled com-
parison of the impact of the previous two diseases on learning.

Results

Figure 2 shows the category learning performance of all 38
participants. Each panel corresponds to a participant and the
panels are organized by condition. The colored lines show
the average proportion of correct responses over the last 10
trials for the current disease category. Different diseases are
indicated by different colors. For most participants, there is
a clear pattern of a sudden decrease in accuracy following a
change and then subsequent learning of the new disease cat-
egory. After learning the first disease in their sequence, most
participants maintain an average accuracy well above chance
for the remaining diseases, which suggests some beneficial
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transfer of learning from one category to the next.

There are also clear individual differences. For example,
participant 28 learns the first foot and mouth disease category
quickly, whereas participant 38 takes many trials to reach the
criterion level of accuracy. Interestingly, however, participant
28 then takes many trials to learn the subsequent lentivirus
disease, whereas participant 38 now learns quickly.

Trials Needed to Learn Categories

Each of the four disease categories are about equally diffi-
cult to learn. Aggregated over all participants, and all of their
attempts at learning the categories, the mean (standard devia-
tion) number of trials to learn is 46.7 (22.0) for cryptococco-
sis, 52.0 (27.5) for foot and mouth, 39.0 (26.8) for lentivirus,
and 41.8 (25.2) for anthrax. The Bayes factor for a one-way
ANOVA is greater than 1000 in favor of these distributions
having the same mean, rather than independently different
means. This is evidence that the average number of trials that
it takes participants to learn does not depend on the category.

Figure 3 provides a vertical histogram of learning times,
considering both the disease category and its position in the
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Figure 3: The distribution of the number of trials needed to
learn the category at each position in the sequence. The dis-
tributions for conditions 1, 2, 3 are shown from left to right
at each position. Distributions are colored according to the
disease category. The dotted gray line shows the minimum of
21 trials needed to demonstrate learning.

learning sequence. The width of each square shows the fre-
quency with which participants took that number of trials to
learn that category in that position . Only the first four posi-
tions are considered, corresponding to the first time a partic-
ipant encountered each disease category. For each position,
there are three possibilities, corresponding to the three con-
ditions. There is little evidence of differences in the learning
distributions across the four positions. The Bayes factor for
a one-way ANOVA is greater than 1000 in favor of same-
ness. Comparing the same disease in different positions also
shows few differences. A t-test comparison of group means
for anthrax in the first versus fourth positions provides an in-
conclusive Bayes factor of 2.0 in favor of a difference. Com-
paring lentivirus in the second and fourth positions provides
a Bayes factor of 5.4 in favor of sameness. Comparing the
three distributions of cryptococcosis which involve different
prior learning experiences across the conditions, a one-way
ANOVA provides a Bayes factor of 9.3 in favor of sameness.

Overall, there are neither strong nor systematic differences
in the distributions of the number of trials needed to learn
the different categories at different positions in the sequence.
This is an interesting finding. On the one hand, the over-
lap between the different categories shown in Figure 1 means
there is clearly some transfer advantage from prior learning.
Many of the animals learned to be healthy, for example, will
remain healthy. On the other hand, the similarity of the cat-
egories means prior learning could interfere with the fine-
grained distinctions needed to master a new disease. The
results in Figure 2 suggest these transfer and interference ef-
fects tend to balance each other out.
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Figure 4: Accuracy for different patterns of change between
diseased and healthy animals across category changes. The
four lines correspond to the different transitions between
healthy and disease categories, showing the average accuracy
across all participants, stimuli, and changes for the 21 trials
leading up to the change and the 21 trials after the change.

Accuracy Before and After Category Changes

There are four possible patterns of category association for
an animal over a change in category structure. An animal
can be diseased in both categories, healthy in both, change
from being healthy to diseased, or change from being dis-
eased to healthy. Figure 4 shows the change in accuracy for
these four different possibilities, for the 21 trials following a
category change. It also shows accuracy for the diseased and
healthy animals in the original category structure for the 21
trials leading up to a category change. The measures of accu-
racy are aggregated over all participants, animal stimuli, and
disease category transitions.

Leading into the category change, most learning is evident
for the diseased animals, with the healthy animals generally
already being accurately categorized throughout. After the
category change, those animals that remain healthy continue
to be accurately categorized. Animals that continue to be dis-
eased, in contrast, are suddenly much less well categorized,
with accuracy falling to around 50%. This is about the same
level as animals that have changed from being healthy to dis-
eased. There is an even more drastic drop in accuracy for
animals that were healthy but have become diseased.

One interpretation of this pattern of results is that partici-
pants assume that the healthy animals continue to be healthy
after a category change, but decide to re-learn the diseased an-
imals. The assumption of stability in healthy animals is con-
sistent with high healthy-healthy accuracy but low healthy-
disease accuracy. The assumption of re-learning the dis-
eased category is consistent with disease-disease and disease-
healthy having the same moderate accuracy, independent of
whether or not the now diseased animals changed category.
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Figure 5: Model performance for three representative participants. The lines show the smoothed accuracy of the behavioral
data, the basic model, and the reset model. The x-axis tick marks indicate the trials at which a category change occurred.

Modeling

Many standard models of trial-by-trial category learning with
feedback rely on incremental learning rules that adjust the as-
sociations between stimuli and categories (Kruschke, 2008;
Shanks, 1991). Combining this approach to learning with
similarity-based generalization gradients, based on exemplar
representation of stimuli, has been shown to avoid catas-
trophic forgetting (Kruschke, 1993), and leads to the influen-
tial ALCOVE model (Kruschke, 1992) and its variants. We
base our modeling on the version of ALCOVE developed by
Lee and Navarro (2002) that relies on feature-based represen-
tations, since the animal stimuli seem better represented in
terms of high-level cognitive features than low-level percep-
tual dimensions.

Our empirical results, especially through the analysis in
Figure 4 suggest that adaptation to category change can be
understood in terms of what associations are preserved and
reset when the category changes. To explore this intuition, we
compare a basic model with only incremental learning against
an extended model that resets the associations for previously
diseased animals after each category change.

Two Learning Models

Formally, the similarity between animal i and j is represented
by s;; which are calculated as

8ij = €xp (—G |:;fix(1 = fix) +;(1 —ﬁx)fjxD ;D

where the f;; are binary features, with f;; = 1 if the animal
has feature x and f;, = O if it does not. The combination of
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features in Equation 1 provides a measure of the difference
between animals i and j, consistent with the contrast model
(Tversky, 1977). The exponentiation corresponds to a stan-
dard form of generalization gradient (Shepard, 1987), with a
decay parameter 6 > 0. We use the features for the animal
stimuli found using similarity modeling by Westfall and Lee
(2021). The association between the animal i and category k
(i.e., healthy or diseased) is represented by a weight wy, all
of which start at zero for the first category. When animal i is
presented, the overall response strength for each category is
calculated as

rik:ZSijoka 2
J
which provides a response probability
. exp (9rix)
PR=k|i)= —————, 3)
Zg exp ((Prig)

where ¢ > 0 is a response determinism parameter.

Once a decision has been made and feedback received, a
standard delta learning rule is used to update the association
weights (Sutton & Barto, 1998)

Awji = Mtk — rik)sij, 4
where 0 < A < 1 is a learning rate parameter and f; is the
teacher signal for category Cy. Following Kruschke (1992)
the “humble” teacher feedback is

{

ifi € C
ifi ¢ C.

max (+1,r)
min (—1,7y)

®)



The learning rule for the weights is designed to minimize the
sum-squared difference between the response strengths and
teacher values.

In the extended “reset” model, associations for the disease
category are reset to zero when a category changes. This is
consistent with the observation that accuracy for animals that
had previously been diseased is relatively low after the cate-
gory change, regardless of their new category membership.

Modeling Results

We applied both the basic and reset models to the category
decisions made by the 34 participants who performed well
enough to encounter each disease category at least once. The
two models were fit independently for each participant using
maximum likelihood, optimizing the G, ¢, and A parameters.
At the maximum-likelihood values, the basic model agrees
with the behavioral data for 76% of trials. The reset model
agrees on 81% of trials. This improvement is consistently
shown at the participant level, with 30 out of 34 participants
better described by the reset model.

Figure 5 provides insight into how the reset model im-
proves upon the basic model. It shows the accuracy over trials
of both models and the behavioral data for three representa-
tive participants, with one participant chosen from each con-
dition. The reset model is generally able to describe perfor-
mance between category changes a little better than the basic
model, although both are far from perfect. The reset model is
often significantly better, however, at describing the partici-
pants’ behavior immediately after a category change. The ba-
sic model regularly shows very low accuracy for a few trials,
whereas the reset model shows patterns of accuracy qualita-
tively more consistent with participant performance. This dis-
crepancy does not happen after every category change. There
are exceptions in which a participant does drop to very low
accuracy after a category change. Overall, however, the ad-
ditional assumptions in the reset model seem to capture an
important aspect of participant behavior that often occurs.

Limitations and Extensions

There is an obvious need to test the generality of our results
using other stimuli, categories, and category structures. In
particular, as Figure 1 shows, all of the disease categories we
used had large overlap, and contained a minority of stimuli.
Other base-rates and greater variability between categories
need to be considered.

Our modeling also provides only a small first step toward
understanding people’s behavior. The reset mechanism is
crude and there are plausible alternatives. In particular, atten-
tion shifts provide a mechanism that could account for how
people quickly learn as categories change (Kruschke, 2003).
In addition, the reset model assumes that people detect the
category change accurately and immediately. A more com-
plete model needs to account for how people identify that
the category structure has changed. There are some psycho-
logical theories and cognitive models of adaptation and self-
regulation in learning that provide possible starting points
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(e.g., Lee, Newell, & Vandekerckhove, 2015).

There is also a broader cognitive science literature from ar-
tificial intelligence and machine learning in concept and con-
text drift that is relevant for understanding how participants
performed in our task (Iwashita & Papa, 2018; Widmer &
Kubat, 1996). For example, Devaney and Ram (1996) study
small changes in category structure for the same set of stim-
uli. This is the same basic situation as we studied, as the over-
lap between categories in Figure 1 shows. They develop a
COBWEB account of this sort of category drift, using a mod-
eling framework rooted in economic models of market fluc-
tuations. As alternative modeling approaches, Maloof (2003)
develops a system that adapts by removing irrelevant exam-
ples of old concepts, Koychev (2007) presents a statistical
method based on making inferences about change points, and
D’ Alessandro et al. (2020) develops a Bayesian model that re-
lies on a probability distribution over possible states and the
interactions between responses and feedback on each state.

Discussion

We considered a category learning experiment in which peo-
ple’s success in learning whether animals were healthy or
diseased caused changes to those categories. Our analysis
suggested that people adapt to the changing categories by
preserving their knowledge about healthy animals, but dis-
carding information about diseased animals. A model that
incorporated this insight provided a better account of peo-
ple’s behavior than a standard incremental associative learn-
ing model.

An interesting question is why there is an asymmetry be-
tween the disease and healthy categories. It seems partic-
ipants actively re-learned the diseased animals but not the
healthy animals after a category change. One possible expla-
nation for this difference is in terms of the category structures
shown in Figure 1. Many animals are healthy in all of the
categories, whereas only two animals are always diseased. A
different, potentially complementary, explanation is in terms
of the semantics of the categories. It seems natural to treat the
category learning task requiring the concept of “diseased ani-
mals” to be learned. This would naturally lead to an emphasis
on positive instances of the category (Tenenbaum & Griffiths,
2001), meaning animals categorized as diseased are the focus
of re-learning after a category change. Further experimental
work, with different category structures and category labels
is needed to distinguish and evaluate these possibilities.

People learn about their world in order to guide their fu-
ture decisions and actions. This means that learning can im-
pact the world, and introduces a coupling between what peo-
ple learn as their environment changes and how the environ-
ment actually does change. Thus, restricting the study of cate-
gory learning, or any learning or decision-making process, to
static environments or environments that change independent
of people’s behavior, fails to consider an important aspect of
human learning.
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