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ABSTRACT OF THE DISSERTATION

On Priors for Bayesian Neural Networks

By

Eric Thomas Nalisnick

Doctor of Philosophy in Computer Science

University of California, Irvine, 2018

Professor Padhraic Smyth, Chair

Deep neural networks have bested notable benchmarks across computer vision, reinforcement

learning, speech recognition, and natural language processing. However, neural networks still

have deficiencies. For instance, they have a penchant to over-fit, and large data sets and careful

regularization are needed to combat this tendency. Using neural networks within the Bayesian

framework has the potential to ameliorate or even solve these problems. Shrinkage-inducing

priors can be used to regularize the network, for example. Moreover, test set evaluation is done

by integrating out uncertainty and using the posterior predictive distribution. Marginalizing the

model parameters in this way is not only a natural regularization mechanism [MacKay, 1992a]

but also enables uncertainty quantification—which is increasingly important as machine learning

is deployed in ever more consequential applications.

Bayesian inference is characterized by specification of the prior distribution, and unfortunately,

choosing priors for neural networks is di�icult [Buntine and Weigend, 1991]. The primary ob-

stacle is that the weights have no intuitive interpretation and seemingly sensible priors can in-

duce unintended artifacts in the distribution on output functions. This dissertation aims to help

the reader navigate the landscape of neural network priors. I first survey the existing work on

priors for neural networks, isolating some key themes such as the move towards heavy-tailed

priors [Neal, 1994]. I then describe my own work on broadening the class of priors applicable to

xii



Bayesian neural networks. I show that introducing multiplicative noise to the hidden layer com-

putation induces a Gaussian scale mixture prior, suggesting links between dropout regularization

[Srivastava et al., 2014] and previous work on heavy-tailed priors. I then turn towards priors

with frequentist properties. Reference priors [Bernardo, 1979] cannot be analytically derived for

neural networks so I propose an algorithm to approximate them. Similarly, it is hard to derive

priors that make the model invariant under certain input transformations. To make progress, I

use an algorithm inspired by my work on objective priors to learn a prior that makes the model

approximately invariant. Lastly, I describe how to give Bayesian neural networks an adaptive

width by placing stick-breaking priors [Ishwaran and James, 2001] on their latent representation.

I end the dissertation with a discussion of open problems, such as incorporating structure into

priors while still maintaining e�icient inference.
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Chapter 1

Introduction

To call in the statistician a�er the

experiment is done may be no more than

asking him to perform a post-mortem

examination: he may be able to say what

the experiment died of.

R. A. Fisher

Imagine you are a scout for a major league baseball franchise and are tasked with finding the

next Ted Williams.1 For any player you encounter, you ask the natural question: what is the

chance he will register a ‘hit’ in any given at-bat? This chance is known within baseball as a

player’s ba�ing average: a real number between zero and one (inclusive) representing the chance–

or more precisely, probability—that the player will score a hit. Of course, it is impossible to

know a player’s innate ba�ing average, but we can take steps toward an answer through making

observations, by tracking the results of his at-bats. The hope is that if we track the player’s

ba�ing results for long enough, we can eventually make a good estimate of his true ba�ing

1Theodore Samuel Williams (August 30, 1918 – July 5, 2002) was the last major league baseball player to record
a ba�ing average of .400 or higher over a season, which he accomplished in 1941.

1



potential (assuming the player’s skill and di�iculty of the opposing pitchers remain constant).

These ba�ing observations can be thought of as data: an at-bat results in a realization of a

random variableX ∈ {0, 1}. Say we observeN total at-bats for a given player, in turn producing

a data set x = {x1, . . . , xi, . . . , xN} with each xi being a realization of X , equal to one if the

player achieved a hit in the ith at-bat and zero if not. The total number of hits is
∑N

i=1 xi = k.

A probabilistic model for binary data of this type is the binomial distribution. The probability of

a data set can be computed under the model as follows:

p(x; π) = Binomial(k;N, π) =

(
N

k

)
πk(1− π)N−k

where π ∈ [0, 1] is known as a model parameter and, in the case of the binomial applied to ba�ing

results, represents the probability of a hit—or in other words, the player’s ba�ing average. In fact,

if we assume this posited binomial model is indeed a useful model of how hits are generated, then

ba�ing results for the player can be thought of as draws from the model, i.e. x̂ ∼ Binomial(1, π∗)

with π∗ being the player’s true hit probability. Making these modeling assumptions has turned

the problem of player evaluation into one of statistical inference: what is the value of a given

player’s Bernoulli parameter π∗? If we can somehow obtain π∗ or closely approximate it, then we

know the player’s innate ba�ing average, which then allows us to evaluate him as a prospect.

A frequentist approach to inference relies on two fundamental principles: repeated observation

and maximum likelihood estimation. In our example of player evaluation, a frequentist scout

would collect as large of a data set as possible. Then, given the (hopefully large) data set x,

maximum likelihood estimation finds the parameter estimate π̂ that results in the data having

its highest probability under the model. Moreover, as N →∞, maximum likelihood estimation

recovers the true parameter (under assumptions) [Casella and Berger, 2002]. Solving the simple

maximization problem for the binomial model yields the formula π̂MLE = k
N

. The result is intu-

itively satisfying as it is simply the number of hits divided by the number of at-bats. Readers

2



familiar with how major league baseball (as well as most other levels of play) reports statistics

will notice that o�icial ba�ing averages are obtained via the frequentist paradigm, i.e. maxi-

mum likelihood estimates of the Bernoulli parameter. If the frequentist scout does not feel a

su�iciently large data set has been collected as to trust the maximum likelihood estimate, un-

certainty in the estimate can quantified via a confidence interval, which represents how widely

π̂ might vary under alternative data sets of the same size.

While the frequentist approach is undoubtedly elegant in its simplicity, its reliance on an in-

creasing amount of data becoming available is unrealistic in some cases. Using π̂MLE to quantify

a professional baseball player’s hi�ing ability is not problematic because professionals play over

160 games and usually bat at least three times per game, but consider a scout a�empting to

evaluate amateur players by observing their performance in college or high school games. These

players will take only a fraction of the number of at-bats a professional does. In that case, it may

seem as if statistical inference is doomed from the outset for how can we glean knowledge from

data without having much of it?

1.1 Bayesian Inference

Bayesian inference is an alternative to the frequentist paradigm, and it assumes the model pa-

rameters are fundamentally random. Instead of obtaining a point estimate π̂ and controlling for

how it varies under data resampling, Bayesians’ fundamental quantity of interest is a probabil-

ity distribution in its own right. Continuing with the baseball scout example, given the binomial

model p(x|π)2 and a prior distribution p(π), the scout uses Bayes’ theorem [Bayes, 1763] to

compute

p(π|x) =
p(x|π)p(π)

p(x)
(1.1)

2I have changed the notation from p(x;π) to p(x|π) to emphasize that π is now considered a random variable.
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where p(x) =
∫
π
p(x|π)p(π)dπ, which is known as the model evidence, and p(π|x) is the condi-

tional distribution of the parameter given the data and is known as the Bayesian posterior.

Before turning discussion towards the posterior, let us first consider the prior. Before any player

data is observed, the Bayesian scout must specify p(π), and doing so is “the most important

step” in the Bayesian approach in that it can “drastically alter the subsequent inference” [Robert,

2001]. At first glance, Bayesian inference may seem non-rigorous for why would we want to let

the modeler—with all of her human bias and subjectivity—exert such a degree of control over

the parameter estimates? The criticism of using ‘personalistic probability’ [Savage, 1972, Jaynes,

1968] has been slung against Bayesians since the infancy of statistical inference [Fisher, 1922].

Yet, as Jaynes [1968] elegantly clarifies, priors, when specified properly, are not ‘personalistic’ in

the sense that they contain information available only to one person. Rather, priors should be

based on information that is scientifically testable and therefore available to anyone who may

perform the appropriate experiment [Jaynes, 1968]. In this view, priors are perhaps no more

subjective than the data model, which needs to be specified no ma�er the inference philosophy.

Returning to the problem posed above—how can we evaluate players without many ba�ing

observations?—the Bayesian scout can still hope to make accurate inferences by specifying a

useful prior. If the player has ba�ing performance data available for a previous season, that

information could serve as a reasonable prior. Or for another example, perhaps out-of-game in-

formation such as the speed with which he swings the bat or the distance his hits travel during

practice has been recorded. A player with a high bat speed and who hits many home runs during

practice should likely be given a prior that favors a higher estimate of π. Note that in the these

examples, the information on which the prior is based is all testable.

Now with p(π) chosen, the Bayesian scout is free to collect data, again observing N at-bats

x = {x1, . . . , xN}, and then compute the posterior p(π|x). Assume that the prior has been
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chosen to be the Beta distribution, which has density function

p(π;α0, β0) =
πα0−1(1− π)β0−1

B(α0, β0)

where α0, β0 > 0 are the parameters (chosen by the modeler during prior specification) and

B(·, ·) is the Beta function. For the Bernoulli model, the Beta distribution is said to be its conjugate

prior [Casella and Berger, 2002] since the posterior distribution is again a Beta:

p(π|x) = Beta (π;α = k + α0, β = (N − k) + β0) =
πk+α0−1(1− π)(N−k)+β0−1

B (k + α0, (N − k) + β0)
. (1.2)

Notice how the prior’s parameters interact with the data via addition. This simple posterior form

enables us to think of α0 and β0 as pseudo-counts (or pseudo-data) contributing to the number of

successes (k) and total number of at-bats (N ) respectively. Knowing that the posterior will have

this intuitive form enables the prior to be specified even more precisely since the scout can reason

about the prior’s parameters in terms of the data. For instance, if the prior is set according to

the player’s bat speed, then the scout can be explicit in how many extra hits (α0) or failures (β0)

any given speed is worth. Having a concrete translation between physical or observed quantities

and parameters further elucidates prior assumptions, allowing them to be reformulated if shown

over time to be misguided. From this perspective we can see that priors provide nothing for free

and are perhaps be�er thought of as a mechanism through which already observed data and the

corresponding inferences can be brought mathematically to bear in a new inferential task.

Once it is time for the Bayesian scout to report her evaluation of the player, point estimates

such as the posterior mean—which for the Beta is π̂MPE = (k + α0)/(N + β0 + α0)—or the

posterior mode—which is π̂MAP = (k+α0−1)/(α0 +N +β0−2)—can be computed. If the scout

wishes to incorporate some notion of uncertainty, then she can also report a posterior credible

interval. Unlike confidence intervals, credible intervals have the intuitive interpretation that the

parameter has the specified level of probability of falling within the range. Lastly, a satisfying
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aspect of the Bayesian methodology is that it naturally lends itself to continual inference. If the

scout is tasked with re-evaluating a player, such as in the subsequent season, then the current

posterior can serve as the future prior and the whole framework remains coherent.

1.2 Priors for Prediction

For much of the discipline’s history, statistics has concerned itself with asking inferential ques-

tions like the one posed in the previous section. There is some random variable that we wish to

hone in upon by observing data generated as a function of that same variable. In the example of

a baseball scout, the random variable is the ba�ing average (π), the data is the ba�ing results,

and the model is the binomial distribution. Once the quantity has been estimated to a satisfy-

ing degree of accuracy and precision, then the task is essentially complete, and decisions can be

made based on the outcome. The scout reports the estimated ba�ing average to the franchise

and the leadership decides whether to sign the player to a contract or not. Situations such as

determining the e�ectiveness of a pharmaceutical drug or validating the outcome of a scientific

experiment would transpire similarly.

However, there are alternative forms of probabilistic reasoning. The one this dissertation is pri-

marily concerned with is model-based prediction. Instead of seeking to determine the value of a

particular model parameter, prediction’s goal is to estimate the parameters of the model so that

the model’s output itself is useful. I will demonstrate the di�erence via another example from

baseball. Consider a data set that contains the coordinates of a player’s hits, and denote this

data set as X = {xi = (xi, yi)}Ni=1 whereby xi = (xi, yi) are the x− y coordinates of the ith hit

and N is the total hits observed. If a team’s statistician has such a data set for opposing players,

she can build a model to predict where a given player may hit the ball. The team’s coach can

then use the model to position his players in the field so they may make a catch3. A Gaussian

3If a ba�ed ball is caught by an opposing player before it touches the ground, then it is counted as an ‘out.’ The
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Figure 1.1: Gaussian Mixture Model Fit to Hit Locations. Graphic made with baseballr [Pe�i, 2016].

mixture model is one model that can make such predictions; it has the form

p
(
x;π, {µk}Kk=1, {Σk}Kk=1

)
=

K∑
k=1

πk Normal(x;µk,Σk) (1.3)

where π is a K-dimensional vector of mixture weights that sum to one, µ and Σ are the mean

(row) vector and covariance matrix of a Gaussian (a.k.a. normal) distribution, and k indexes

the K components that form the mixture. The Gaussian densities have the functional form:

Normal(x;µ,Σ) = exp
{−1

2
(x− µ)Σ−1(x− µ)T

}
/
√
|2πΣ|. A�er performing maximum like-

lihood estimation to find the weights, means, and covariances, the model’s output can be vi-

sualized by plugging every position on the baseball field into Equation 1.3. Doing this with an

example data set yields the density shown in Figure 1.1. The utility of Figure 1.1 is immediate,

even from a cursory glance. The red shading—the area of highest probability density—clearly

shows that the player’s hits favor the le� side of the field. Thus, the coach should signal to the

third baseman to expect a hit his way and perhaps should even have the other players take a

few steps to their right.

The crucial di�erence between the ba�ing average example and the hit density example above

is that there is no specific parameter of interest in the la�er model. Of course, we need the

o�ensive player does not reach base and leaves the field of play.
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parameter estimation procedure—in the example above, maximum likelihood—to work well in

order to build a model faithful to the data, but in no way are we concerned with recovering some

true mean or covariance. Rather, we simply want the aggregate density, which is formed by all

parameters in concert, to reflect the ba�er’s future behavior. To rephrase the distinction, a coach

has a clear interpretation of what the ba�ing average estimate π̂ means in the absence of the

binomial model. Yet, she has no immediate use for, say µ̂k=2, the mean of the second component.

It is only the model output p
(
x; π̂, {µ̂k}Kk=1, {Σ̂k}Kk=1

)
that is useful.

Another way to think about the di�erence between prediction and inference is of the former sub-

suming the later. The goal of artificial intelligence (AI) is to build autonomous systems that can

perform useful tasks without any human supervision. And if one assumes these decisions should

be based on data, then a well-performing AI must encapsulate both the role of the statistician—

building models, performing inference—and the person making the decision based on the in-

ference [Ghahramani, 2008]. In the example of deciding whether to give a player a contract or

not, a franchise could build an AI program to make that decision itself, giving it the raw ba�ing

data as input. The AI ostensibly would need to perform inference for the Bernoulli parameter

on its own as a sub-task, which is the role of the statistician / scout, and then generate the final

decision, the role of the franchise leadership. Robust, general AI is far o�, but I include the above

argument to show that inference and prediction are not necessarily disparate.

Thinking back to the Bayesian paradigm for inference, one may wonder how useful it is for

prediction tasks. If we do not have a strong concern for the values of the model parameters, how

can we set the prior distribution? For the Gaussian mixture model, it is possible to incorporate

some considerations about the player for which we wish to build the model. For instance, if the

player has a large and powerful physique, the statistician make place priors on the means such

that they are located closer to the outfield fence than would be done for, say, a player known

for his smaller stature and quickness. However, the Gaussian mixture posterior does not have

the additive interactions between the prior and data that the beta-Bernoulli model does and

8



therefore priors may behave in unexpected ways.

Se�ing priors for the Gaussian mixture is relatively easy compared to the the models with which

this dissertation is concerned: neural networks [Hebb, 1949, McCulloch and Pi�s, 1943, Rosen-

bla�, 1958, Hopfield, 1982, Hinton, 1986, LeCun et al., 1998, Goodfellow et al., 2016]. Neural

networks are hierarchical models that transform some input by composing several pairs of lin-

ear transformations followed by element-wise non-linear functions. In a Bayesian treatment,

the priors are (usually) placed on the parameters of the linear transformation. Se�ing priors for

these parameters is an especially challenging task that is only magnified at the deeper levels

of composition. The immediate answer to this problem is that we should not be thinking about

priors in terms of the distribution they induce on parameters but instead as the distribution they

induce on output functions. Since output is the model artifact the user truly cares about, then

the priors should be specified in that context. Of course, such a statement is easier wri�en than

done well. Over the course of this dissertation, I will discuss a range of priors for neural networks,

including ones that are objective, subjective, and nonparametric.

1.3 Preliminaries

Before starting the dissertation’s technical material, I give its outline and highlight the primary

research contributions. I then introduce the notation used throughout the dissertation.

1.3.1 Outline and Contributions

This dissertation is organized into a background chapter (2), a chapter surveying the work on

neural network priors (3), four chapters of original work (4, 5, 6, 7), and a concluding chapter (8).

The background chapter briefly reviews neural networks in their supervised and autoencoder

formulations before discussing Bayesian versions of each model. Posterior inference by way
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of both Markov chain Monte Carlo and variational inference is also covered. Since there are

many well-wri�en textbooks and tutorials on this foundational material, my treatment aims to

be high-level and to draw connections between concepts. Detailed explanations can be found in

the relevant citations.

Moving on to Chapter 3, the dissertation surveys other work on priors for neural networks (again,

for both supervised and unsupervised models). The dissertations of MacKay [1992c] and Neal

[1994] established much of the research bedrock underlying Bayesian neural networks, and

many of their contributions are still relevant today. I summarize their ideas and then discuss

how they have been built upon in the deep learning era. This chapter is the most current survey

of neural network priors of which I am aware. In fact, Robinson [2001] and Lee [2004] are the

only previous surveys I could find, and they are now considerably out of date.

I begin discussing my own work in Chapter 4, starting with an analysis of multiplicative noise in

neural networks [Nalisnick et al., 2015]. I show that regularizing a network with multiplicative

noise—as is done with dropout [Srivastava et al., 2014]—is equivalent to placing a Gaussian scale

mixture prior on the parameters and integrating out the scale with a Monte Carlo approxima-

tion. I then derive a variational EM update for the noise / scale parameter, revealing its shrinkage

mechanism. Interestingly, the derivation shows that the mechanics of noise regularization con-

flict with the commonly used signal-to-noise weight pruning heuristic. I then reformulate the

heuristic so that it is in agreement with noise-based regularization. Experiments validate the

analysis, showing that my proposed heuristic outperforms the signal-to-noise ratio in several

pruning tasks.

In the subsequent chapter, I turn to my work on approximating objective Bayesian priors [Nalis-

nick and Smyth, 2017b]. Objective priors are said to be noninformative in the sense that they re-

sult in posteriors with frequentist properties—for example, credible intervals nearly match confi-

dence intervals [Irony and Singpurwalla, 1997]. These priors, however, are intractable to compute

for neural networks. To bypass the obstacle, I derive an algorithm for learning reference prior
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approximations for a wide class of models that includes neural networks. In the experiments, I

show the proposed approach is superior to two previously proposed methods for approximating

reference priors and use it to reveal the variational autoencoder’s objective prior.

One notable hole in the previous work on Bayesian neural networks is the lack of subjective

priors. Inspired by the above work on reference priors, I fill in this gap for a subclass of invariant

priors [Nalisnick and Smyth, 2018]. The method measures how the model output changes under

input perturbations and optimizes the prior so that the model output is le� invariant. In super-

vised se�ings, this method does not depend on the labels being present and thus is amenable to

semi-supervised learning. The prior can be optimized on the unlabeled data and then used in the

fully-supervised model as usual. Experiments show that learning invariant priors improves model

performance, allowing Bayesian methods to become competitive to non-Bayesian approaches.

The final original work contained in the dissertation is described in Chapter 7. I propose placing

Bayesian nonparametric priors on the latent variables of unsupervised Bayesian neural networks

[Nalisnick et al., 2016, Nalisnick and Smyth, 2017c]. This allows their width to become adaptive

and enables their latent space to inflate its dimensionality as the data necessitates. I show two

variants of this model—one with just stick-breaking latent variables and another with a Dirichlet

process mixture latent space. Experiments confirm these priors allow for richer latent represen-

tations: we see factors of variation divide into di�erent subspaces or regions of latent space

(depending on the model version).

Finally, chapter 8 concludes the dissertation. I discuss several directions for future research,

concentrating particularly on structured and discrete priors that do not admit analytic di�er-

entiation. Such priors are especially challenging to apply to neural networks since they do not

admit backpropagation, but they have the potential to make neural network computation more

e�icient and to extend Bayesian reasoning to the level of network architectures.
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1.3.2 Notation

I use the following notation throughout the dissertation except where noted otherwise. Matri-

ces are denoted with upper-case and bold le�ers (e.g. X), vectors with lower-case and bold (e.g.

x), and scalars with lower-case and no bolding (e.g. x). Data are represented as row vectors

x ∈ X with X representing the underlying population. I assume N independently and identi-

cally distributed draws from X are observed, and these draws constitute the empirical data set

X = {x1, . . . ,xN}. When X is the variable I wish to model, I define the likelihood function to be

p(x|θ) where θ ∈ Θ are the model parameters taking values in some space Θ. Furthermore, let

the data set likelihood be denoted p(X|θ) =
∏N

i=1 p(xi|θ) with the factorization following from

the i.i.d. assumption. In the case of prediction or supervised learning tasks in which X are covari-

ates (features) that are predictive of another variable y = {y1, . . . , yN}, the likelihood function is

a conditional model of the form p(y|x,θ), and the data set likelihood is
∏N

i=1 p(yi|xi,θ). When

a distribution is conditioned on a random variable, I write it as p(X|θ), but when those param-

eter are considered fixed or a hyperparameter, I denote the distribution as p(X;θ). I overload

the notation for Bayesian inference, using the semi-colon to demarcate variables without priors.

For example, writing p(X|θ;α) means that the reader should expect there to be a prior p(θ)

placed on θ. On the other hand,α does not have a prior and will be given a point estimate when

performing any posterior inference.
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Chapter 2

Bayesian Neural Networks

Radford Neal: I don’t necessarily

think that the Bayesian method is the best

thing to do in all cases…

Geoff Hinton: Sorry Radford, my

prior probability for you saying this is zero,

so I couldn’t hear what you said.

An exchange at the 2004 CIFAR workshop

When performing prediction, the goal of model building is to obtain parameter estimates that ex-

tract generalizing pa�erns from the data. To make the model as accurate as possible, it is natural

to want to make it as ‘big’ as possible. ‘Big,’ in this sense, means it has the capacity to represent

a wide range of predictive functions. Neural networks are one variety of high-capacity model that

have achieved notable success as of late. The family of neural-network-based techniques known

under the umbrella term deep learning [LeCun et al., 2015, Goodfellow et al., 2016, Deng and Yu,

2014, Bengio et al., 2013a, Schmidhuber, 2015] has made clear empirical progress on certain tasks

in the subfields of computer vision [Krizhevsky et al., 2012], speech processing [Dahl et al., 2012],

13



natural language processing [Manning, 2016], and reinforcement learning [Mnih et al., 2015]. In

this chapter, I define neural networks in both their supervised and unsupervised variants. I then

motivate and introduce their Bayesian formulation, establishing the necessary background for

the dissertation’s eventual discussion of various classes of priors.

2.1 Neural Networks

I introduce neural networks by starting with linear models in order to demonstrate how the

former can be composed from the la�er. Assume we have data of the formD = {(xi, yi)}Ni=1 with

xi being a row vector of covariates predictive of the corresponding label or response yi. Recall

the definition of a generalized linear model (GLM) [Nelder and Baker, 1972], which parametrizes

the expected value of the dependent variable by way of a transformed inner product between

data and parameters:

E[yi|xi] = g−1(xiw + b) (2.1)

where E[y|x] denotes the conditional expectation of y, g : µ 7→ R is the link function, w ∈ Rd

is a column vector of real-valued parameters, and b ∈ R is a scalar bias variable. Crucially, the

link function maps the mean of the distribution to the real line, and its specification depends

on the distributional assumptions placed on y. For instance, if we assume y ∼ Poisson(λ =

g−1(xw + b)), then g−1 is the exponential function, i.e. λ = exp(xw + b).

A common problem is that while x may contain information about its corresponding y, that infor-

mation is not laid bare in the original feature set—or at least not exposed enough to be extracted

by a linear function. One solution is to define a new feature vector based on a transformation,

i.e. x̃ = h(x) with h(·) denoting the transformation function. A polynomial expansion is one

simple way to define h(·); if x is assumed two-dimensional, then h(x) = (x1, x2, x
2
1, x1x2, x

2
2).
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Yet, choosing a specific feature transformation can be time consuming, and one workaround is

to parametrize the transformation, i.e. x̃ = h(x;φ) with φ being the parameters. Combining

this formulation with the GLM definition, we have what is known as adaptive basis function

regression:

E[yi|xi] = g−1(h(xi;φ)w + b). (2.2)

This model is termed adaptive since the model itself can choose how to transform the features

(up to the expressivity of h(·)). As the model’s choice is guided by the optimization objective, the

transformation should be one that enables a good fit of the conditional model. While passing

the burden of feature design from modeler to model is sensible and a�ractive, it comes with a

trade-o� in that the new feature representation may not be interpretable to the user. All of its ties

to the original semantic designations and physical quantities may be lost. Yet, as our primarily

goal is optimal predictive accuracy, many modelers are willing to sacrifice interpretability if the

predictive gains are worthwhile. The successes of deep learning have been won by taking this

bet.

2.1.1 Conditional Models

Neural networks (NNs) are simply adaptive basis function regressors with the basis function being

a series of stacked GLMs. To demonstrate, a one-hidden-layer NN is defined as follows:

E[yi|xi] = g−1(h(xi; W1,b1)w2 + b2), h(xi; W1,b1) = f(xiW1 + b1) (2.3)

where the equality on the LHS is the same as Equation 2.2 but with the basis function parameters

made explicit, i.e. φ = {W1,b1}. The equation on the RHS is the feature transformation; it takes

the form of our previous GLM definition except that it produces a vector output. Accordingly, the

parameters W1 ∈ Rd×d′ and b1 ∈ Rd′ are a matrix and a vector respectively, and they map from
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the original feature space’s dimensionality d to a new dimensionality d′. The function f(·) acts

element-wise and is known as the activation function. Sometimes f(·) is chosen to be a particular

link function—the logistic function used to be a common choice—but it is important to note that,

unlike g(·), f(·)’s form is in no way dictated by y’s support. Instead, f(·) is essentially free for the

modeler to choose. Yet, in order to perform gradient-based optimization, f(·) is all but always

chosen to be di�erentiable and non-saturating (at least in one direction). The rectified linear unit

(ReLU) defined as f(z) = max(z, 0) is a popular choice [Nair and Hinton, 2010, Goodfellow et al.,

2016]. Readers familiar with spline regression [De Boor et al., 1978, Schumaker, 2007] will notice

this as the ‘hockey stick’ function.

Extending a one-hidden-layer network to a deep network of multiple layers simply means that

h(x; ·) is comprised of a composition of several GLM-like transformations. Define aL-layer NN’s

basis function recursively as

hl
(
xi; {Wj}lj=1, {bj}lj=1

)
= fl(hl−1

(
xi; {Wj}l−1j=1, {bj}l−1j=1

)
Wl + bl), h0 (xi) = xi (2.4)

for l ∈ [0, L]. The deep NN output is then a GLM defined on the last layer of features: E[yi|xi] =

g−1(hL(xi; {Wl}Ll=1, {bl}Ll=1)WL+1 + bL+1). For simplicity, from here forward I suppress the

functional notation and instead write the intermediate hidden representations as

hi,l = hl
(
xi; {Wj}lj=1, {bj}lj=1

)
.

In order to perform probabilistic inference, we need to write the deep NN log likelihood. It is:

L
(
D, {Wl}L+1

l=1 , {bl}
L+1
l=1

)
= log p

(
y|X, {Wl}L+1

l=1 , {bl}
L+1
l=1

)
=

N∑
i=1

log p
(
yi|xi, {Wl}L+1

l=1 , {bl}
L+1
l=1

) (2.5)

with the model parameters being the collection of weights and biases.

16



2.1.2 Autoencoders

NNs can also be used without supervision, and these models are known as autoencoders (AEs)

(a.k.a. diablo networks or auto-associators) [Co�rell et al., 1989, Baldi and Hornik, 1989, Bourlard

and Kamp, 1988, Hinton and Salakhutdinov, 2006, Bengio et al., 2013a]. The AE takes in an

observation xi as input, computes one or more hidden representations hi,1, . . . ,hi,L, and then

tries to predict the observation back from the latent representation:

E[xi|xi] = g−1(hi,LWL+1 + bL+1), hi,l = fL(hi,l−1Wl + bl), hi,0 = xi (2.6)

where g−1(·) is again the inverse link function that maps the inner product to the proper domain,

fl(·) is the hidden activation, such as a ReLU, that produces a non-linear latent representation,

and the parameters to be estimated are the weights {Wl}L+1
l=1 and biases {bl}L+1

l=1 . One-hidden-

layer AEs are usually thought of as being comprised of two separate components: the encoder

f(xiW1 + b1) and the decoder g−1(hiW2 + b2). The AE optimization objective is equivalent to

that of principal components analysis (PCA) when (i) we assume the observations are Gaussian,

(ii) the non-linear activation functions are removed (or equivalently, assumed to be the identity

function), and (iii) the encoding and decoding parameters are tied [Baldi and Hornik, 1989]. Just

as one could do with the latent representations produced by PCA, hi can be used as a compressed

representation of xi and incorporated into downstream tasks such as fast retrieval [Hinton and

Salakhutdinov, 2006].

The data set log likelihood under an AE is wri�en as:

L
(
X, {Wl}L+1

l=1 , {bl}
L+1
l=1

)
= log p

(
X|X, {Wl}L+1

l=1 , {bl}
L+1
l=1

)
=

N∑
i=1

log p
(
xi|xi, {Wl}L+1

l=1 , {bl}
L+1
l=1

)
.

(2.7)

Notice that the basic AE is not a principled probabilistic model because the distribution on xi
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is conditioned on itself via the latent representation hi,L. Yet, the model is made practical by

choosing h to have a dimensionality less than that of x, resulting in a ‘bo�leneck’ that prevents

the model from learning a spurious identity map. Ideally, the information lost should be the

observation noise, and hi,· should retain the underlying, useful semantic information. Some

work has been done to reformulate AEs to be proper generative models. Bengio et al. [2013c]

accomplishes this by adding noise to x before it is passed into the model. Then the noise model

and AE can be composed to form a transition operator of a Markov chain (subject to assumptions

and conditions).

2.2 Bayesian Neural Networks

Frequentist methods—such as maximum likelihood for parameter estimation, penalized objec-

tives for regularization, cross-validation for model selection, and bagging [Breiman, 1996] as

a means of ensembling—have predominantly been used to fit NNs. Bayesian treatments have

been less common with the primary obstacle being mathematical: the analytical intractabilities

that result from the NN’s composition of non-linear functions. However, Bayesian NNs have

the potential to be immune to several of the problems known to accompany deep learning. For

instance, NNs are ‘data hungry,’ requiring training data sets of perhaps millions of labeled in-

stances. Bayesian NNs may get around this glu�ony by, for example, using well specified priors,

similarly to how I described them being used in Chapter 1 for the data scarce baseball se�ing.

Or for another example, the denominator in Bayes’ theorem, the model evidence term p(x), in-

tegrates over the uncertainty in the parameters and thus is a natural regularization mechanism

[MacKay, 1992a]. Using the evidence and related quantities such as the posterior predictive

distribution may make deep NNs robust even in situations without much available data.
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2.2.1 Conditional Models

NNs can be given a Bayesian treatment by placing priors on the weights and biases. Writing

Bayes theorem with a conditional NN model, we have

p({Wl}L+1
l=1 , {bl}

L+1
l=1 |y,X) =

p(y|X, {Wl}L+1
l=1 , {bl}

L+1
l=1 )

∏L+1
l=1 p(Wl)p(bl)

p(y|X)
(2.8)

where the model evidence term is computed as

p(y|X) =

∫
W,b

p(y|X, {Wl}L+1
l=1 , {bl}

L+1
l=1 )

L+1∏
l=1

p(Wl)p(bl) dWdb.

One glance at the posterior distribution above provokes the question: why is it useful? In the

baseball example from Chapter 1, the posterior p(π|x) is conspicuously useful since it quan-

tifies uncertainty about the player’s ba�ing average. There is no analogous interpretation for

p({Wl}L+1
l=1 , {bl}

L+1
l=1 |y,X). Wl is just one of many (perhaps billions) of parameters and has no

inherent meaning in isolation. In fact, NNs are invariant under permutation—that is, the incom-

ing and outgoing weights of the hidden representations can be switched and (with appropriate

book keeping) still the network will have the same output [Goodfellow et al., 2016]. Thus, even if

two NNs have exactly the same architecture and produce exactly the same outputs, their param-

eter estimates will not necessarily correspond. This fact makes clear that it will be exceptionally

hard for the modeler to glean an interpretation from p({Wl}L+1
l=1 , {bl}

L+1
l=1 |y,X) alone.

Recalling that our goal is to generate predictions for a newly observed point x∗, the posterior

predictive distribution is the quantity we truly desire:

p(y∗|x∗,y,X) =

∫
W,b

p(y∗|x∗, {Wl}L+1
l=1 , {bl}

L+1
l=1 ) p({Wl}L+1

l=1 , {bl}
L+1
l=1 |y,X) dWdb (2.9)

where p(y∗|x∗, {Wl}L+1
l=1 , {bl}

L+1
l=1 ) is the likelihood evaluated on the new feature vector and

p({Wl}L+1
l=1 , {bl}

L+1
l=1 |y,X) is the posterior as computed on the training set. Notice that this
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Figure 2.1: Example of a Posterior Predictive Distribution.

distribution is defined on the data space and therefore has much more of a hope of being inter-

pretable than any distribution on the NN parameters. Figure 2.1 shows an example predictive

distribution. The black squares denote training observations, the blue line represents the predic-

tive function, and the gray regions mark the model’s posterior predictive uncertainty. Observe

how the uncertainty inflates in the areas without data.

2.2.2 Generative Models

AEs could be given a Bayesian formulation in much the same way as the conditional model

above, by simply placing priors on the weight matrices and biases. However, this would not fix

the problem of AEs being improper generative models. One solution is to reformulate the AE

into a latent variable model akin to factor analysis (FA) [Bartholomew, 1987], where the latent

representation is a random variable. MacKay and Gibbs [1999] call this model a density network,

and its one-hidden-layer version is defined as follows:

E[xi|zi] = g−1(hiW2 + b2), hi = f(ziW1 + b1), zi ∼ p(z) (2.10)

where hi represents a deterministic latent representation (like in the AE) and zi denotes a random

latent variable drawn from the shared (across all i) prior p(z). Priors can also be placed on the
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(a) Autoencoder

(b) Deep Density Network, Deterministic (c) Deep Density Network, Stochastic

Figure 2.2: Unsupervised Neural Network Models. Computation diagrams for the various unsu-
pervised neural network models. Black rectangles denote observed quantities, gray rectangles
denote deterministic hidden units, white rectangles denote stochastic latent variables.

weights and biases. Density networks are properly generative since z appears on the RHS of the

conditional expectation and not x. Thus, ancestral sampling can be used to draw from the model:

ẑ ∼ p(z), x̂ ∼ p(x|ẑ; {Wl}L+1
l=1 , {bl}

L+1
l=1 ). Readers familiar with FA will first notice that remov-

ing the deterministic hidden layer and se�ing the link to the identity results in FA’s traditional

formation, i.e. E[xi|zi] = ziW + b, with W being known as the loading matrix. Hence, the den-

sity network model can be thought of as a particular implementation of non-linear FA [Gibson,

1960, McDonald, 1962]—specifically, non-linear in both the parameters and the factors, as was

first introduced by Amemiya [1993]. Generative adversarial networks [Goodfellow et al., 2014]

have a density network as their underlying generative model; however, the generator network

is not trained through the usual likelihood-based approaches, making the coming discussion of

inference methods not fully applicable.

Density networks can be made ‘deep’ in at least two ways. The first is to insert multiple de-

terministic representations hi,· between zi and the model output, just as one would make an

AE deep. The second is slightly more interesting: use multiple stochastic latent variables and

parametrize the prior at layer l in terms of the variables at layer l − 1. For a concrete example,
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consider parametrizing the mean of a Gaussian with the preceding latent variable:

p(zl|zl−1;θ,Σl) = N(zl;µl = ψ(zl−1;θ),Σl)

where ψ(zl−1;θ) is a function with parameters θ that maps the latent variable to the mean.

Rezende et al. [2014] consider such a model and use NN transformations for the maps (which

could include multiple deterministic layers). Figure 2.2 shows computation diagrams for the

unsupervised NN models discussed: the AE and the two variants of a deep density network.

Subfigure (b) shows how depth is added to the density network via deterministic transformations

and no additional stochastic latent variables. Subfigure (c) shows multiple levels of stochastic

variables with the one at an earlier layer parametrizing the prior for one at a later layer. There

has also been work on fusing density networks with general graphical model structures [Johnson

et al., 2016, Lin et al., 2018].

Lastly, I show how to write Bayes’ theorem for the density network. In order to make the ex-

pression most general, I write it for the deep stochastic version with L layers of (random) latent

variables. I use θl to denote the parameters of the transformation that maps zl−1 to the param-

eters of the distribution on zl:

p({zi,l}Ll=1|X; {θl}L+1
l=2 ) =

∏N
i=1 p(xi|zi,L;θL+1)p(zi,1)

∏L
l=2 p(zi,l|zi,l−1;θl)

p(X; {θl}L+1
l=2 )

(2.11)

where p(X; {θl}L+1
l=2 ) is the model evidence1 and is computed by integrating over all {zi,l}Ll=1 for

all i. A fully Bayesian treatment would also place priors
∏L+1

l=1 p(θl) on all the transformation

parameters, but practical implementations commonly use point estimates [Kingma and Welling,

2014b, Rezende et al., 2014].

1Note that since there is no transformation associated with z1, the index on θl begins at two.
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2.3 Posterior Inference

While I have given the analytical expression for the posterior distribution of both types of Bayesian

NNs discussed (Equations 2.8 and 2.11), computing the posterior is not easily done. It is made

complicated by the model evidence terms p(y|X) and p(X; {θl}L+1
l=2 ). These integrals are in-

tractable, generally, because (i) NN’s composition of non-linear functions prevents analytical

solutions and (ii) the usual high-dimensionality of the parameter space causes naive numerical

approaches, i.e. quadrature, to fail. There are two ways to get around computing the model ev-

idence. The first is to work with posterior ratios so the model evidence term cancels out; this is

the idea behind Markov chain Monte Carlo. The second is to optimize a bound on the evidence;

this is the idea behind variational inference. I describe both ideas below, and to do so most gen-

erally, I use π to denote the random variables and X to denote the data. A�er introducing the

methods, I discuss the details for each Bayesian NN type.

2.3.1 Markov Chain Monte Carlo

Markov chain Monte Carlo (MCMC) generates posterior samples via a random walk through the

posterior density. A random walk is simply a probabilistic transition between two points, which I

denote p(πt+1|πt), and in order to guarantee proper sampling, this walk’s stationary distribution

must be the posterior:

p(πt+1|πt)
p(πt|πt+1)

=
p(πt+1|X)

p(πt|X)
(2.12)

Although the RHS of the expression looks problematic, as it involves the very posterior we are

unable to compute, it is not since the evidence terms cancel, i.e.

p(πt+1|X)

p(πt|X)
=
p(X|πt+1) p(πt+1)���p(X)

p(X|πt) p(πt)���p(X)
.
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This simplification is the key property that makes MCMC suitable for posterior inference. Turn-

ing back to Equation 2.12, constructing the LHS, the transition probabilities, is actually the chal-

lenging part. We can make progress by decomposing the true transition into a proposed tran-

sition and an accept probability [Hastings, 1970]: p(πt+1|πt) = q(πt+1|πt)A(πt+1|πt) where

q(πt+1|πt) is known as the proposal distribution and A(πt+1|πt) as the accept distribution. With

these two quantities in hand, we can write:

p(πt+1|X)

p(πt|X)
=
p(X|πt+1)p(πt+1)

p(X|πt)p(πt)
=
p(πt+1|πt)
p(πt|πt+1)

=
q(πt+1|πt)A(πt+1|πt)
q(πt|πt+1)A(πt|πt+1)

. (2.13)

The user specifies the proposal distribution thus leaving A(·|·) as the only unknown quantity

above. Re-writing Equation 2.13 by moving the proposals to the same side as the likelihood and

prior, so that all the known quantities are together, we have

A(πt+1|πt)
A(πt|πt+1)

=
p(X|πt+1)p(πt+1)

p(X|πt)p(πt)
q(πt|πt+1)

q(πt+1|πt)
. (2.14)

The second ratio on the RHS is known as the Hastings correction since it adjusts for any asym-

metry in the proposal and will cancel out if the proposal is symmetric.

From Equation 2.14, we see the problem of posterior sampling has been distilled into the problem

of computing the accept probability A(πt+1|πt). Or in other words, given a seed point π̂t and

a new point sampled from the proposal π̂prop ∼ q(πt+1|π̂t), does π̂prop have a high enough

probability under p(πt+1|πt) such that we can treat it as a sample from the chain and hence

from the posterior? The di�iculty is we do not have access to A(πt+1|πt) directly, only the

surrogate ratio on the RHS of Equation 2.14. We can work in terms of the RHS by observing that

there are only two outcomes when evaluating

r(π̂prop, π̂t) =
p(X|π̂prop)p(π̂prop)

p(X|π̂t)p(π̂t)
q(π̂t|π̂prop)

q(π̂prop|π̂t)
. (2.15)

If r(π̂prop, π̂t) ≥ 1, then that implies A(π̂prop|π̂t) ≥ A(π̂t|π̂prop), meaning that the proposed
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point is at least as probable under the chain as the previous point. If this is the case, we should

accept the transition. On the other hand, if r(π̂prop, π̂t) < 1, then A(π̂prop|π̂t) < A(π̂t|π̂prop),

which means that the new point is less probable under the chain. But this does not mean that we

want to reject for then the algorithm would get trapped at modes. We instead want to sample

an outcome (move or not) from A(π̂prop|π̂t). Noticing that A(π̂t|π̂prop) is an upper bound on

the probability of accepting π̂prop makes the ratio of accept distributions amenable to rejection

sampling, which we can perform on the surrogate: sample û ∼ Uniform[0, 1] and if r(π̂prop, π̂t) >

û, we accept the move, se�ing π̂t+1 = π̂prop [Hastings, 1970]. Otherwise, we sample a new

proposed transition and re-evaluate. A�er many iterations, the algorithm returns a collection

of samples {π̂0, . . . , π̂t, . . . , π̂T}. Usually the early samples from time t ∈ [0, B] are discarded

because they were sampled when the chain was simply making its way from the initial point

to an area of high density; this is known as the burn-in phase. The samples {π̂B+1, . . . , π̂T} are

then treated as being from the posterior and used to calculate quantities of interest, such as

moments: E[f(π)] ≈ 1
T−B−1

∑T
t=B+1 f(π̂t).

While MCMC has proven successful, its base implementation described above can fail as di-

mensionality increases. One reason is that the proposal distribution must be set well in order

to e�eciently explore the high dimensional space. However, as dimensionality increases, human

intuition degrades, making it hard to set the very proposal distribution that is so critical. One

way to fix this is to incorporate model information into q(πt+1|πt). Hamiltonian Monte Carlo

(HMC) [Neal, 2011] does just this by using the model’s gradient to compute the next candidate

point. HMC operates on an augmented system with Hamiltonian function

H(π,v) = U(π)+
1

2
vTM−1v, U(π) = −

N∑
i=1

log p(xi|π)− log p(π), v ∼ N(0,M) (2.16)

with v being an auxiliary momentum variable and M being a mass matrix. The system then

moves with dynamics {dπ = M−1vdt, dv = −∇U(π)dt} for a user-defined number of

‘leapfrog’ steps to propose new v̂prop and π̂prop variables. Once this is done, the usual HM accept-
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reject step is performed with the ratio

rHMC(π̂prop, π̂t, v̂prop, v̂t) = exp{H(π̂prop, v̂prop)−H(π̂t, v̂t)} (2.17)

with π̂prop being accepted as π̂t+1 = π̂prop if rHMC(π̂prop, π̂t, v̂prop, v̂t) > û.

2.3.1.1 Conditional Models

Now I discuss performing MCMC for Bayesian NNs in particular. To reduce notational clu�er,

I drop the bias variables from here forward. As most practical NNs are deep and wide, the

high dimensionality of their parameter space complicates MCMC from the outset, and using

HMC is all but required [Neal, 1993]. HMC requires the model joint be di�erentiable in order to

calculate∇U({Wl}L+1
l=1 ) to run the Hamiltonian dynamics. Fortunately, this is not an issue with

NNs, as it can be for some models, since they are designed with gradient-based optimization

(i.e. backpropagation) in mind. However, notice that U({Wl}L+1
l=1 ) (Equation 2.16) requires a

sum over the whole data set for each leapfrog step, and this O(N) dependence can present an

obstacle to scaling HMC to large data sets. One natural idea is to use a subset of the data to

compute an approximation:

U({Wl}L+1
l=1 ) = −

N∑
i=1

log p(yi|xi, {Wl}L+1
l=1 )− log p({Wl}L+1

l=1 )

≈ −N
M

M∑
m=1

log p(ym|xm, {Wl}L+1
l=1 )− log p({Wl}L+1

l=1 )

(2.18)

for some subset or mini-batch of the data {(y1,x1), . . . , (yM ,xM)},M << N . Chen et al. [2014]

propose such a scheme, calling it stochastic gradient HMC, but Betancourt [2015] points out

subsampling the data introduces “an irreducible bias that devastates the scalable2 performance”

of HMC.
2Scalable here refers to scalable w.r.t the dimensionality of the parameter space.
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When HMC is made impractical by the data set size, stochastic gradient Langevin dynamics

(SGLD) [Welling and Teh, 2011] and its sister method stochastic gradient Fisher scoring [Ahn

et al., 2012] (SGFS) can be used instead. SGLD generates a posterior sample at time t, denoted

Ŵt, via the equation:

Ŵt+1
l = Ŵt

l +
α

2
C ∇Wl

[
N

M

M∑
m=1

log p(ym|xm, {Wt
l}L+1
l=1 )− log p({Wt

l}L+1
l=1 )

]
+ ε̂

ε̂ ∼ N(0, αC)

(2.19)

where α is again the step size, C is a preconditioning matrix, and ε is a Gaussian random vari-

able. Notice that the expression inside the brackets is the subsampled U({Wl}L+1
l=1 ) from above.

Intuitively, SGLD generates posterior samples via ‘noisy’ stochastic gradient ascent on the log

model joint. The Gaussian noise serves a similar role to the rejection sampling component of

the Metropolis-Hastings step in it allows the chain to transition out of local modes and explore

neighboring regions of lower posterior probability. Hence, the SGLD step size must be prop-

erly annealed in order to perform unbiased sampling from the posterior [Welling and Teh, 2011].

SGFS uses the same base update as SGLD but improves upon the chain’s mixing time by se�ing

the gradient preconditioning as:

α

2
C→ 2

[
N +M

N
F̂ +

4

α
B

]−1

where B is any symmetric positive-definite matrix and F̂ is the running empirical Fisher infor-

mation matrix (online estimate of the covariance of the gradients). The Gaussian distribution

is changed as well, to ε ∼ N(0, 4
α
B). Experiments [Welling and Teh, 2011, Ahn et al., 2012]

have demonstrated that SGLD and SGFS are competitive alternatives to HMC, especially when

computational costs are factored in.

The choice of MCMC variant not withstanding, the unidentifiability, symmetries, and invari-

ances innate to the NN model definition can prevent mixing [Müller and Insua, 1998, Vehtari
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et al., 2000, Pourzanjani et al., 2017]. For instance, as noted earlier in the chapter, NNs are in-

variant under permutation, and this leads to multiple, equally-likely posterior modes. MCMC is

liable to explore all of these modes but the e�ort is essentially wasted since the modes represent

practically equivalent solutions. This permutation invariance can be broken by imposing a strict

ordering on the biases at each hidden layer [Pourzanjani et al., 2017]. ReLU units present another

model pathology because they have the scaling symmetry ReLU(hw) = 1/c · ReLU(c · hw) for

a scalar c. Constraining the incoming weight vectors to have unit norm breaks this symmetry

[Pourzanjani et al., 2017]. In addition to these details of model specification, implementation

details such as the starting value and the number of chains can have a substantial e�ect on the

results [Vehtari et al., 2000].

2.3.1.2 Density Networks

Performing MCMC for density networks involves all the parametrization-based di�iculties en-

countered with conditional models—scale invariance, equivalence under permutation—but these

are magnified by the fact that we need to perform MCMC for each per-data-point latent variable

zi. The O(N) dependence has moved from the inner loop, the proposal step, to the outer loop

of running the whole chain. In the paper that proposed density networks, MacKay and Gibbs

[1999] performed posterior inference by Monte Carlo importance sampling and by HMC. How-

ever, the data sets used were relatively small by today’s standards in both number of points and

in dimensionality.

Ho�man [2017] revisits MCMC for GPU-era density networks, proposing a hybrid strategy in

which a model q(zinit
i |xi;φ) is used to sample an initialization and then HMC is run starting from

the sample. The number of necessary HMC steps, presumably, should be reduced since the ini-

tialization model can be optimized to give HMC a significant ‘head start.’ The initialization model

is also helpful when encountering new data points since the training set can be leveraged to ex-

pedite inference. This general strategy—incorporating a parametrized distribution into MCMC
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and optimizing it—is called variational Monte Carlo [De Freitas et al., 2001].

2.3.2 Variational Inference

Variational inference (VI) [Peterson and Anderson, 1987, Saul et al., 1996, Jordan et al., 1999, Blei

et al., 2017] is a model- and optimization-based approach to computing the posterior. Instead of

obtaining a finite set of samples as MCMC does, VI fits a distribution—call it q(π;φ) with pa-

rameters φ—to approximate the true posterior: p(π|X) ≈ q(π;φ). VI bypasses the problematic

evidence term by bounding it, usually from below, and optimizing the bound w.r.t. the variational

parameters. The derivation is as follows:

log p(X) = log

∫
π

p(X,π)dπ = log

∫
π

q(π;φ)

q(π;φ)
p(X,π)dπ

= logEq(π)

[
p(X,π)

q(π;φ)

]
(importance integral)

≥ Eq(π) [log p(X,π)− log q(π;φ)] = Eq(π) [log p(X,π)] + Hq(π)[π]

= JELBO(X,φ)

(2.20)

where Hq(π)[π] is the entropy of the approximation. The inequality is from Jensen’s. This ob-

jective is known as the evidence lower bound (ELBO) [Jordan et al., 1999], and it is optimized by

maximizing w.r.t. φ. Readers familiar with the expectation-maximization (EM) algorithm [Demp-

ster et al., 1977] may notice similarities. In fact, the relationship runs deep, as pointed out by

Neal and Hinton [1998]. Firstly, the expectation in the ELBO is the same as the one computed

in the E-step of EM except that in VI it is taken w.r.t. a model of our choosing, not a conditional

posterior. Secondly, the entropy term does not appear in EM since the approximation is just a

point estimate with constant entropy. Turning back to VI’s implementation, o�en a mean-field

assumption [Peterson and Anderson, 1987, Saul et al., 1996] is invoked that assumes the pos-

terior approximation factorizes over some or all variables, i.e. q(π;φ) =
∏D

d=1 q(πd;φd). This

simplification makes computing the ELBO’s expectations easier. A�er the approximation has
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been fit, q(π;φ) can be used to compute posterior quantities of interest, such as expectations:

Ep(π|X)[f(π)] ≈
∫
π
q(π; φ̂)f(π)dπ.

Further intuition about the ELBO’s workings can be gleaned by separating the model joint into

likelihood and prior:

JELBO(X,φ) = Eq(π) [log p(X,π)− log q(π;φ)]

= Eq(π) [log p(X|π) + log p(π)− log q(π;φ)]

= Eq(π) [log p(X|π)]− KLD [q(π;φ) || p(π)]

(2.21)

where KLD [· || ·] denotes the Kullback-Leibler divergence (KLD), which is defined as KLD [q || p] =∫
z
q(z)[log q(z)− log p(z)]dz. From this view, we see that the ELBO is akin to regularized maxi-

mum likelihood: the first term is simply the expected log likelihood under the variational poste-

rior and the second term, the KLD regularizer, quantifies how far the approximation has deviated

from the prior. Since the posterior is an interpolation between the MLE and prior, we see that

both of these terms are accounted for when fi�ing q(π;φ).

Lastly, an important question but one I have yet to address is: how accurate is the approximation

p(π|X) ≈ q(π;φ)? An alternative derivation of the ELBO unveils the approximation gap:

KLD [q(π;φ) || p(π|X)] =

∫
π

q(π;φ)
q(π;φ)

p(π|X)
dπ =

∫
π

q(π;φ)
q(π;φ)p(X)

p(X,π)
dπ

= −Eq(π) [log p(X,π)− log q(π;φ)] + log p(X)

= −JELBO(X,φ) + log p(X), rearranging terms yields…

log p(X) = JELBO(X,φ) + KLD [q(π;φ) || p(π|X)] .

(2.22)

This derivation shows that maximizing the ELBO is equivalent to minimizing the KLD between

approximation and posterior. The gap between ELBO and model evidence is exactly the bits

lost in the approximation, as quantified by the KLD. If the approximation becomes exact, then

KLD [q(π;φ) || p(π|X)] = 0, making the ELBO equivalent to the log evidence. Unfortunately,
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while this derivation reveals the intuition underlying the approximation gap, it does not allow us

to usefully quantify the gap because the expression depends on the hard-to-compute posterior

that necessitates the use of VI in the first place. Developing metrics to assess VI’s goodness-of-

fit is an open problem; see Yao et al. [2018] for work in the area. Using alternative optimization

objectives is also an area of active research [Minka, 2001, Burda et al., 2016, Li and Turner, 2016,

Ranganath et al., 2016, Liu and Wang, 2016, Bouchard and Lakshminarayanan, 2015, Dieng et al.,

2017, Chen et al., 2015].

2.3.2.1 Conditional Models

For Bayesian NNs, unfortunately, the ELBO’s expectations do not have a closed-form except in

simplistic cases (such as with identity or linear activation functions). Therefore, the major chal-

lenge in performing VI is how to approximate these expectations e�iciently and within a scalable

optimization framework [Hinton and Van Camp, 1993, Graves, 2011]. Due to stochastic gradient

ascent/descent being just about the only viable method for NN optimization, we aim to com-

pute the gradients w.r.t. the parameters of the mean-field approximation p({Wl}L+1
l=1 |y,X) ≈

q({Wl}L+1
l=1 ;φ) =

∏L+1
l=1 q(Wl;φl):

∇φJNN-ELBO(X,φ)

=
N∑
i=1

∇φEq({Wl}L+1
l=1 )

[
log p(yi|xi, {Wl}L+1

l=1 )
]
−

L+1∑
l=1

∇φKLD [q(Wl;φl) || p(Wl)]

≈
M∑
m=1

∇φEq({Wl}L+1
l=1 )

[
log p(ym|xm, {Wl}L+1

l=1 )
]
−

L+1∑
l=1

∇φKLD [q(Wl;φl) || p(Wl)]

= ∇φJ̃NN-ELBO(X̃,φ)

(2.23)

where X̃ denotes a mini-batch {x1, . . . ,xM} (M << N ) of the training set. Again, I have

dropped the bias terms to simplify the expressions. We assume the KLD gradient can be com-

puted in closed form, which is usually the case, but if not, techniques similar to the ones I describe

31



below can be used for approximation. Thus, the primarily di�iculty is how to compute the gradi-

ent of the expected log likelihood. There are essentially three well-known techniques that I now

summarize.

1. Delta Method: A straight-forward but expensive and usually inaccurate approximation

is to linearize around the mean of the variational posterior [Tierney et al., 1989, MacKay,

1992b, Wang and Blei, 2013]:

Eq({Wl}L+1
l=1 )

[
log p(ym|xm, {Wl}L+1

l=1 )
]

≈ Eq({Wl}L+1
l=1 )

[
log p(ym|xm, {µφ

l }
L+1
l=1 )

+
L+1∑
l=1

(Wl − µφ
l )∇µφ

l
log p(ym|xm, {µφ

l }
L+1
l=1 )T

+
1

2

L+1∑
l=1

(Wl − µφ
l )∇2

µφ
l

log p(ym|xm, {µφ
l }

L+1
l=1 )(Wl − µφ

l )T
]

= log p(ym|xm, {µφ
l }

L+1
l=1 )

+
L+1∑
l=1

(Eq(Wl) [Wl]− µφ
l )∇µφ

l
log p(ym|xm, {µφ

l }
L+1
l=1 )T

+
1

2

L+1∑
l=1

Eq(Wl)

[
(Wl − µφ

l )∇2

µφ
l

log p(ym|xm, {µφ
l }

L+1
l=1 )(Wl − µφ

l )T ]
]
.

Solving the expectations then yields the final gradient approximation:

∇φEq({Wl}L+1
l=1 )

[
log p(ym|xm, {Wl}L+1

l=1 )
]

≈ ∇φ

[
log p(ym|xm, {µφ

l }
L+1
l=1 ) +

1

2

L+1∑
l=1

trace
{

Σφ
l ∇

2

µφ
l

log p(ym|xm, {µφ
l }

L+1
l=1 )

}] (2.24)

where µφ
l is the first moment of q({Wl}L+1

l=1 ) and Σφ
l is the second. I use the subscript φ

to emphasize these are (or are functions of) the variational parameters. Thus, they have

been exposed and gradients can be calculated as usual.
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2. Score Function Estimator: The score function (or likelihood ratio or REINFORCE) estima-

tor [Williams, 1992, Paisley et al., 2012] relies on an algebraic identity of the score function

to re-write the gradient of the expectation as an expectation of the score function:

∇φEq({Wl}L+1
l=1 )

[
log p(ym|xm, {Wl}L+1

l=1 )
]

=

∫
W

log p(ym|xm, {Wl}L+1
l=1 )∇φq({Wl}L+1

l=1 ;φ) dW

=

∫
W

log p(ym|xm, {Wl}L+1
l=1 )∇φ log q({Wl}L+1

l=1 ;φ) q({Wl}L+1
l=1 ;φ) dW

= Eq({Wl}L+1
l=1 )

[
log p(ym|xm, {Wl}L+1

l=1 )∇φ log q({Wl}L+1
l=1 ;φ)

]
≈ 1

S

S∑
s=1

log p(ym|xm, {Ŵl,s}L+1
l=1 )∇φ log q({Ŵl,s}L+1

l=1 ;φ)

(2.25)

where the Monte Carlo expectation is calculated with S samples from the approximation,

i.e. Ŵl,s ∼ q(Wl). While this estimator is quite general, not even requiring the likelihood

be di�erentiable w.r.t. W, it su�ers from high variance and must o�en be paired with

control variates [Ross, 2006].

3. Pathwise Derivative Estimator: The pathwise derivative estimator (a.k.a. infinitesimal

perturbation analysis or the re-parametrization trick) [Glasserman, 2004, Kingma and Welling,

2014b,a] uses a change of variables to write the integral as a Monte Carlo expectation under

some fixed distribution, call it p0(ξ), whose samples can be deterministically transformed

into samples from q(·;φ), i.e. Ŵ = g(ξ̂;φ), ξ̂ ∼ q(·;φ). For example, the Normal distri-

bution can be sampled via its location-scale form: x̂ = µx + σx � ξ̂, ξ̂ ∼ N(0, 1). Inverse

transform sampling is another re-parametrization that would fall into this class. Given p0
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and g(·; ·), a Monte Carlo estimate of the gradient can be derived as:

∇φEq({Wl}L+1
l=1 )

[
log p(ym|xm, {Wl}L+1

l=1 )
]

= ∇φ

∫
W

log p(ym|xm, {Wl}L+1
l=1 ) q({Wl}L+1

l=1 ;φ) dW

= ∇φ

∫
W

log p(ym|xm, {Wl}L+1
l=1 )

∫
ξ

q({Wl}L+1
l=1 |ξ;φ)p0(ξ) dξ dW

= ∇φ

∫
ξ

∫
W

log p(ym|xm, {Wl}L+1
l=1 )δ({Wl}L+1

l=1 − {g(ξl;φ)}L+1
l=1 )p0(ξ) dW dξ

= ∇φ

∫
ξ

log p(ym|xm, {g(ξl;φ)}L+1
l=1 )p0(ξ) dξ

= Ep0(ξ)
[
∇φ log p(ym|xm, {g(ξl;φ)}L+1

l=1 )
]

≈ 1

S

S∑
s=1

∇φ log p(ym|xm, {g(ξ̂l,s;φ)}L+1
l=1 )

(2.26)

where again S samples are drawn ξ̂l,s ∼ p0(ξ). This estimator has been shown to have a man-

ageable variance [Kingma and Welling, 2014a] and is currently the preferred choice in VI for

Bayesian NNs [Blundell et al., 2015].

Once a gradient estimator has been chosen, performing VI for Bayesian NNs is simply a ma�er of

performing updates φt+1 = φt + α∇φJ̃NN-ELBO(X̃,φt), with α denoting the learning rate, until

convergence. Then the approximation can be used to compute quantities such as the posterior

predictive distribution, which will require a Monte Carlo expectation:

p(y∗|x∗,y,X) ≈
∫

W

q({Ŵl,s}L+1
l=1 ;φT ) p(y∗|x∗, {Wl}L+1

l=1 ) dW

≈ 1

S

S∑
s=1

p(y∗|x∗, {Ŵl,s}L+1
l=1 )

(2.27)

where Ŵl,s ∼ q(Wl;φT ). Notice that there are two steps of approximation. The first arises from

using an approximation to the true posterior and the second is from the Monte Carlo expectation.
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2.3.2.2 Density Networks

Moving on to VI for generative models, the ELBO for a one-stochastic-layer density network is

given as:

JDN-ELBO(X,φ) = Eq({zi}Ni=1)

[
log p(X|{zi}Ni=1;θ)

]
− KLD

[
q({zi}Ni=1;φ) || p(z)

]
=

N∑
i=1

Eq(zi) [log p(xi|zi;θ)]− KLD [q(zi;φi) || p(z)]
(2.28)

where again I have assumed a mean-field factorization of the approximation: p({zi}Ni=1|X; ;θ) ≈

q({zi}Ni=1;φ) =
∏N

i=1 q(zi;φi). Whereas with conditional models the posterior factorizes over

weight matrices, here the variational posterior factorizes across per-data-point latent variables,

each with their own parameters φi. VI for density networks involves the same challenges de-

scribed for conditional models in the previous subsection. Again, as stochastic gradient methods

are the target optimization strategy, we require cheap gradients of the expected log likelihood

Eq(zi) [log p(xi|zi;θ)]. The same three techniques—the delta method, score function estimators

[Mnih and Gregor, 2014], and pathwise derivatives [Kingma and Welling, 2014b] can all be used

here—but the pathwise estimator has been the particular method of choice for density networks

[Kingma and Welling, 2014b, Kingma et al., 2014, Burda et al., 2016]:

Eq(zi) [log p(xi|zi;θ)] ≈ 1

S

S∑
s=1

log p(xi|g(ξ̂i,s;φi);θ), ξ̂s ∼ p0(ξ̂) (2.29)

with p0 again being the fixed distribution subject to transformation.

Calculating the expectations and their gradients is not the only obstacle with performing VI

for density networks. There is an additional cost, an O(N) memory requirement for storing the

variational parameters, which limits their application to large data sets. Amoritzed VI [Gershman

and Goodman, 2014] alleviates this cost by using a model to predict the variational parameters
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whenever they are required:

φi = γ(xi;ψ) (2.30)

where γ(·;ψ) is the inference model with parameters ψ. NNs [Kingma and Welling, 2014b,

Rezende et al., 2014] and Gaussian processes [Tran et al., 2016] both have been used success-

fully as inference models. Writing the ELBO with both the pathwise derivative function g(·; ·)

and the amortization model γ(·; ·), we have

JDN-ELBO(X,φ) = JDN-ELBO(X,ψ)

=
N∑
i=1

Ep0(ξ)
[
log p(xi|g(ξ̂i,s;φi);θ)

]
− KLD [q(zi;φi) || p(z)]

=
N∑
i=1

Ep0(ξ)
[
log p(xi|g(ξ̂i,s; γ(xi;ψ));θ)

]
− KLD [q(zi; γ(xi;ψ)) || p(z)] .

(2.31)

Notice that the local variational parameters φi have all been replaced by the global (shared) pa-

rameters ψ of the inference model. Not only does amortization help with the model’s memory

footprint, but it also expedites inference for a new (test) point x∗. Without the inference model,

obtaining x∗’s posterior would require fi�ing a new distribution q(z∗;φ∗) from some random

initialization, usually requiring several optimization steps. But with amortization, new param-

eters φ∗ are produced by simply running the inference model. Note that using an inference

model, no ma�er how deep or complex it is, does not necessarily result in a more flexible pos-

terior approximation. Using independent parameters {φ1, . . . ,φN} is actually the upper limit

of flexibility since they are not constrained by a shared parametrization. Yet, amortization can

lead to a be�er approximation in practice because the inference model can act as a regularizer

and make optimization be�er conditioned.

Looking at Equation 2.31 and recalling the base AE definition in Equation 2.6, we see a striking

similarity: xi now appears on both sides of the conditional distribution p(xi|g(ξ̂i,s; γ(xi;ψ));θ).
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Figure 2.3: Variational Autoencoder.

The form is reminiscent of an AE, and this is why the composition of a density network with

an inference model is known as a variational autoencoder (VAE) [Kingma and Welling, 2014b,

Rezende et al., 2014]. A diagram of the VAE computation path is given in Figure 2.3. We see

that there is a fully di�erentiable path between µxi and xi, thus allowing gradients to be used to

update both the generative (θ) and inference (ψ) parameters simultaneously—just as we would

take gradients w.r.t. both the decoder and encoder of a regular AE. Yet note that xi being on both

sides of the likelihood conditional does not make the model improperly generative. The RHS xi is

an artifact of the end-to-end composition of the generative and inference processes, and proper

sampling is being done via the introduction of ξ̂. If we view the regular AE from this perspective,

we can think of the encoder as parametrizing a degenerate distribution δ(zi − h(xi; ·)), where

h(xi; ·) are the hidden units computed at some intermediate layer. As this distribution is just a

point mass concentrated at h(xi; ·), the only sample it can return is h(xi; ·), resulting in a fully

deterministic computation path.

One may wonder if amortized inference is useful for models with global variables, such as condi-

tional NNs. Upon first thought, the answer is ‘no’ since by definition global variables are already

shared across all data points. However, upon further thought, amortization could be used to

quickly generate posteriors over multiple data sets; this is the idea behind the neural statistician

(NS) [Edwards and Storkey, 2017]. The NS is characterized by a statistic model q(·|D) that takes

as input an entire data set D and produces some aggregate representation. Specifically, Ed-
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wards and Storkey [2017] use mean pooling to get an exchangeable, fixed-dimension summary

vector. I have done work (not described in this thesis) using amortization within the frequentist

paradigm. The amortized bootstrap [Nalisnick and Smyth, 2017a] uses a shared model to gen-

erate the parameter estimates for each bootstrap replicate. This allows an unlimited number of

parameter samples to be drawn at test time, providing a richer distribution than one restricted

to the original K bootstrap replicates.
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Chapter 3

Survey of Neural Network Priors

We demand rigidly defined areas of doubt

and uncertainty!

Douglas Adams

The Hitchhiker’s Guide to the Galaxy

Having covered the basics of Bayesian NNs and strategies for inferring their posterior, I now

turn to the focal point of the dissertation: prior distributions for both conditional NNs and den-

sity networks. Surprisingly, a broad review of Bayesian NN priors has been performed by only

Robinson [2001], which is now considerably out of date. Thus, in this chapter I survey the ex-

isting work on NN priors, some of which was performed in the early days of Bayesian NNs and

therefore also discussed by Robinson [2001]. However, most of the work is recent, some having

been conducted concurrently with my own work to be presented in the coming chapters.

NNs have been applied to a myriad of di�erent problems over the past thirty years, and this

of course makes it impossible to discuss every prior ever used for a NN. Instead, I a�empt to

summarize broad themes from the literature that pertain to core NN methodology. For instance,

for conditional NNs, this discussion dates back to Neal [1993] and centers around the use of
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Gaussian priors, their relationship to Gaussian processes, and why this relationship has provoked

the use of heavy-tailed priors. Priors for density networks, on the other hand, have only recently

become an active area of research. Accordingly, I point to various open questions.

3.1 Conditional Models

As conditional NNs were the predominant flavor of Bayesian NNs until of late, choosing their

priors has been given the most thought. Regularization is usually of the foremost concern with

conditional models, and therefore I will mainly discuss the work on shrinkage inducing priors,

which is the most abundant. Yet, I will close with a brief discussion of more exotic priors such

as discrete and noninformative ones.

3.1.1 Gaussian Priors

Not surprisingly, mostly due to its connection to weight decay [Plaut et al., 1986] and the ridge

penalty [Hoerl and Kennard, 1970], the zero-mean Gaussian distribution was the first NN prior

to be explored [Buntine and Weigend, 1991, MacKay, 1992c, Neal, 1993]: p(Wl) = N(0,Σ). The

choice is a reasonable one since the zero-centering induces shrinkage and the Gaussian assump-

tion implies smoothness. A thorough analysis of the prior by Neal [1994] showed that, assuming

hl is bounded, placing Gaussian priors on the output parameters and taking the number of hid-

den units to infinity results in the NN becoming a Gaussian process (GP) [Rasmussen, 2004]. To

see this, I write the NN in terms of its last layer

ψ(xi) = hL(xi)wL+1 =
H∑
k=1

wL+1,khL,k(xi),
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and place the Gaussian prior wL,j ∼ N(0, σ2/H) (where H is the number of hidden units in

the last hidden layer and σ2 is some constant) on the hidden-to-output weights. It is easy to

compute the first two moments, them being:

E

[
H∑
k=1

wL+1,khL,k(xi)

]
=

H∑
k=1

E [wL+1,k]hL,k(xi) = 0

and

E

( H∑
k=1

wL+1,khL,k(xi)

)2
 = hL(xi)hL(xi)

T

H∑
k=1

E
[
w2
L+1,k

]
= hL(xi)hL(xi)

THσ2/H = σ2hL(xi)hL(xi)
T .

From the central limit theorem, the distribution on the NN output is then

p(ψ(xi)) = N(0, σ2hL(xi)hL(xi)
T ).

To show the equivalence to a GP, we need to show the joint distribution between function eval-

uations is Normal: p(ψ(xi), ψ(xj)) = N(0,K). The crucial quantity is the covariance between

function evaluations, which Neal [1994] shows is:

E [ψ(xi)ψ(xj)] = E

[(
H∑
k=1

wL+1,khL,k(xi)

)(
H∑
k=1

wL+1,khL,k(xj)

)]

=
H∑
k=1

E
[
(wL+1,k)

2
]
hL,k(xi)hL,k(xj) = σ2κ(xi,xj).

(3.1)

The multivariate CLT then implies p(ψ(xi), ψ(xj)) = N(0,K) where κ(xi,xi) = hL(xi)hL(xi)
T

and κ(xi,xj) = hL(xi)hL(xj)
T . It is then natural to consider how placing priors on the preced-

ing layers a�ects the GP equivalence, i.e. wl,j,k ∼ N(0, σ2/H). Lee et al. [2018] show that the
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distribution at layer l can be characterized by the recurrence relation

E [ψl(xi)ψl(xj)] = σ2
l Eψl−1∼GP(0,Kl−1) [fl(ψl−1(xi))fl(ψl−1(xj))] . (3.2)

This quantity can be found in closed-form for ReLU functions [Lee et al., 2018].

Lastly, I recreate Neal [1994]’s simulations to show the GP behavior of NNs. The blue lines in

Figure 3.1 are sampled from a one-hidden-layer NN with one input dimension (x-axis), H step-

function (i.e. discrete) hidden units, and one output dimension (y-axis). They represent a draw

of ψ(xi). Subfigure (a) shows sampled functions when a Gaussian prior is placed on the weights

and as the number of hidden units increases (H = {10, 1000, 100, 000}). WhenH = 10, one can

see that there are ‘jumps’ in the regression line, meaning that the function can change drastically

depending on which hidden units are active. If it is desired that the NN learn latent features,

then these jumps are a good thing for the NN to exhibit. However, as H →∞, the line becomes

Brownian motion: it wanders according to very small, independent increments. This is markedly

di�erent behavior than the jumps we saw when H = 10, and in the words of Neal [1994]: “the

contributions of individual units are all negligible, and consequently, these units do not represent

hidden features that capture important aspects of the data.”

de G Ma�hews et al. [2018] show that this convergence to Brownian motion is a concern in

practice, with Bayesian NNs taking on GP-like behavior when using as few as 20 hidden units.

NN depth helps combat the behavior but only for a few 10’s of units more. Yet, the convergence

to GP behavior occurs for a wider class of priors than just Gaussian. In fact, the central limit

theorem (CLT) underlies the phenomenon, and therefore even NNs with discrete weights will

converge to GPs via the Lyapunov CLT if the hidden units are real valued. In order to stop

the convergence, Bayesian NNs must be defined so that the CLT’s underlying assumptions are

broken [de G Ma�hews et al., 2018]. Doing so presents challenges, but I discuss priors that stop

the onset of the CLT in the next section. While Bayesian NNs seem to insist on converging to
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(a) Bayesian Neural Network with Gaussian Prior

(b) Bayesian Neural Network with Cauchy Prior

Figure 3.1: Gaussian Process Behavior of Bayesian Neural Networks.

GPs, this tendency can be a good thing for GP users as it means that Bayesian NNs can be used

as plug-in approximations for GPs. Swapping a GP for a Bayesian NN results in considerable

computational savings for large data sets since the user is trading the GP’sO(N3) cost of matrix

inversions and determinants for a Bayesian NN’s O(N) training data dependence. Snoek et al.

[2015] use this very idea to perform scalable Bayesian optimization.

3.1.2 Heavy-Tailed Priors

One way to break the CLT is to draw the NN’s weights from a distribution with infinite variance—

such as from a member of the symmetric stable family with index α < 2. These distributions

have ‘heavy,’ sub-exponential tails, which allows “some of the hidden units in an infinite network

[to] have output weights of significant size, allowing them to represent hidden features” [Neal,

1994]. The Cauchy distribution is in the stable family (α = 1) and therefore meets the criterion.

To demonstrate how the NN behavior changes under priors of this form, in Subfigure (b) of

Figure 3.1 I sample functions from the same NN architecture but with a Cauchy prior1. We see

1This is another figure recreated from Neal [1994].
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that the line exhibits large jumps even as H →∞, which means that the regression function is

still dependent on which hidden units are active.

Unfortunately, heavy-tailed distributions are not easy to work with analytically or computation-

ally. The Cauchy, for instance, does not have finite moments of any order. Neal [1994] recom-

mends the student-t distribution as a compromise, which is CLT-breaking when its degrees of

freedom parameter is less than two. A student-t can be conveniently represented as a Gaussian

scale mixture of the form

wl,i,j ∼ N(0, σ2), σ2 ∼ Γ−1(ν/2, sν/2)

where Γ−1(·, ·) denotes the inverse gamma distribution. The marginal distribution is then a zero-

centered student-t with scale s and ν degrees of freedom:

student-t(w; 0, s, ν) =

∫
σ

Γ−1(σ2; ν/2, sν/2)N(w|0, σ2)dσ.

Posterior inference for Bayesian NN’s with student-t priors can be performed e�iciently by using

MCMC or VI to compute the expectation under the Gaussian and then by using Gibbs sampling

steps to update the student-t’s parameters (if desired). Decoupling inference for the weights

and hyperparameters in this way allows the user to easily monitor and control the NN’s CLT

conditions.

In other work on heavy-tailed distributions, Laplacian priors were proposed by Williams [1995]

and Gou�e and Hansen [1997]. Like the student-t, the Laplace distribution can be represented

as a Gaussian scale mixture but with the exponential distribution as the hyperprior:

wl,i,j ∼ N(0, σ2), σ2 ∼ Exponential(b).

Williams [1995]’s argument for the prior is driven by Jaynes [1968]’s principles of transformation.
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Since most NN architectures have symmetry w.r.t. the sign of the weights—as I discuss in Section

2.3.1.1—the prior should be a function of |wl,i,j|. Gaussian priors, on the other hand, are a function

of the signed weight and therefore do not reflect the symmetry. Both Williams [1995] and Gou�e

and Hansen [1997] present experiments using MAP estimates and demonstrate the ability to

prune weights without su�ering performance degradation. However, Kabán [2007] and Castillo

et al. [2015] (among others) have shown that Laplace priors do not induce the same amount of

useful sparsity in their posteriors as is found in their MAP estimates. Thus, Laplace priors may

not provide enough regularization under fully Bayesian treatments of NNs.

Recently, advances in VI have allowed more aggressive heavy-tailed priors to be considered, such

as the horseshoe prior (HSP) [Carvalho et al., 2009]. It too has a convenient hierarchical form:

wl,i,j ∼ N(0, σ2), σ ∼ Cauchy+(x0 = 0, γ = 1)

where Cauchy+(·, ·) denotes the half-Cauchy distribution—the Cauchy restricted to the positive

real numbers. The HSP has no closed-form marginal expression, but it can be plo�ed, which

I do in Figure 3.2 (a) using the red line. From the figure we see the HSP has heavy tails like

the student-t, but unlike the student-t, it asymptotes to the le� and right of zero. This means

that it allows the NN weights to grow large, like the student-t, but has fierce shrinkage near

zero, making the HSP a stronger regularizer than the Gaussian, Laplacian, or student-t densities.

Ghosh and Doshi-Velez [2017] describe Bayesian NNs with HSPs placed on their pre-activation

values in order to perform model selection over the number of hidden units.

Any time a hyperprior is placed on the first-level prior’s scale parameter, as is the case for the

student-t, Laplace, and HSP, then it is amenable to the automatic relevance determination (ARD)

framework [MacKay, 1994, Neal, 1994]. ARD, when applied to NNs, ties the variance of all out-

going weights from a particular hidden unit:

wl,i,j ∼ N(0, σ2
l,i,·), σl,i,· ∼ pσ(λ) (3.3)
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(a) Density Functions (b) Regularization Penalties

Figure 3.2: Heavy-Tailed Priors.

where λ denotes the parameters of the scale hyperprior and σl,i,· signifies that all of the weights

in the ith row of Wl share the same scale. Giving the prior this structure ensures that all the

weights multiplied with hidden unit hl−1,i grow and shrink together. This is a form of group

regularization: all weights within the same row must be shrunk together if any are shrunk. The

end result is essentially feature / hidden unit selection since if all of a unit’s outgoing weights

are near zero, then the unit in inconsequential to the model output.

Lastly, heavy-tailed priors without hierarchical forms have been proposed by Williams [1999],

Toussaint et al. [2006], and Kingma et al. [2015]. Beginning with the earliest work, Williams

[1999] further developed his invariance arguments (used to motivate Laplace priors above) to

derive the prior:

p(wi) ∝
1

||wi||γp

where ||wi||p denotes the pth norm of the weight vector wi and γ is a positive constant. Focus-

ing on invariance in the activation functions in particular, Toussaint et al. [2006] proposed the

following values for Williams [1999]’s constants: p(wi) ∝ 1/||wi||γ=d+1
p=2 where d is the number

of elements in the vector. In the most recent work, a variational-inference-based analysis lead

Kingma et al. [2015] to find that the log-uniform distribution is the Bayesian prior that best
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mimics the dropout2 [Srivastava et al., 2014] regularization mechanism:

p(wl,i,j) ∝
c

| wl,i,j |
(3.4)

where c is a scalar constant and | · | denotes the absolute value. Interestingly, this is the same

as Williams [1999]’s prior with p = 1, γ = 1 but factorized across the vector, i.e. p(wl,i) =∏d
j=1 p(wl,i,j). In Figure 3.2 (a), I plot the log-uniform density (orange line) against the Gaussian

(blue), student-t (purple), and horseshoe (red) densities. I omi�ed the other priors mentioned to

prevent clu�er. We see that the log-uniform is similar to the HSP but has even stronger shrinkage

and fla�er tails. Molchanov et al. [2017] present experiments using the log-uniform prior and

find that indeed it induces weight sparsity3.

When finding a MAP estimate, the log-uniform prior corresponds to the regularization penalty

− log{1/ | wl,i,j |} = log | wl,i,j |. Interestingly, Helmbold and Long [2015] analyze dropout

from the perspective of optimizing a penalized loss and find a regularization penalty that looks

qualitatively similar to log | wl,i,j |. In subfigure (b) of Figure 3.2, I plot Helmbold and Long

[2015]’s function (their Equation 10) in green against the regularization penalties derived from

the mentioned distributions by taking the negative logarithm of their density functions. From

this figure, we see that all penalties except the Gaussian have the ability to ‘turn o�’ in the

sense that the penalty plateaus as the weight moves away from zero. This is from heavy-tailed

densities’ unique ability to distribute their mass away from their center. Although Helmbold

and Long [2015]’s analysis is not within the Bayesian framework, their derived penalty is clearly

similar in character to the densities discussed here, thus implying connections between dropout,

heavy-tailed densities, and certain invariance properties. I explore connections between dropout

and scale mixtures in the next chapter, but I conjecture there is more to be uncovered in this

area, especially in regards to the invariances induced by dropout.

2Dropout will be defined and discussed at length in a later chapter.
3Although, Hron et al. [2017] argues that the log-uniform prior induces an ill-posed posterior that does not

induce sparsity, in general, and that the observed sparsity is an optimization artifact.
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3.1.3 Other Priors: Discrete and Noninformative

While the vast majority of work has been done on shrinkage-inducing priors, there are at least

two more types of prior to note. The first is discrete. NNs with binary weights are defined via

Bernoulli priors [Saad and Marom, 1990, Mayoraz and Aviolat, 1996, Soudry et al., 2014, Cour-

bariaux et al., 2015, Hubara et al., 2016], and they are of interest for their computational e�iciency

[Soudry et al., 2014] and biological plausibility [Baldassi et al., 2007]. Unfortunately, binary NNs

are exceptionally di�icult to train since they are not amenable to backpropagation (gradients

are undefined), and the majority of work has focused on inventing di�erentiable relaxations.

The most widely studied solution is the straight-through estimator [Bengio et al., 2013b]: binary

weights are sampled for the forward pass but their mean is used during the backward pass.

Solutions relying on the CLT [Soudry et al., 2014, Shayar et al., 2018] have also been proposed.

The second prior type that deserves mention are so-called ‘noninformative’ priors. These will be

discussed in further detail in Chapter 5, but to briefly summarize, noninformative priors are de-

rived to be invariant under model re-parametrization. Je�reys priors [Je�reys, 1946] are the best

known of this type and are defined as pJEFF(π) ∝
√

detF (π) where π are the model parameter

and F (π) is the Fisher information matrix. Lee [2005] derives the Je�reys prior for a NN’s out-

put parameters and shows it produces results comparable to Neal [1994]’s student-t—with the

added benefit of not having any hyperparameters to tune. However, deriving the Je�erys prior

for the weights of any preceding layer is intractable, which is the problem my work addresses.

3.2 Density Networks

Gaussian densities were also the first priors investigated for density networks [MacKay and

Gibbs, 1999], and the use of Gaussians has continued through to the modern work on VAEs

[Kingma and Welling, 2014b, Rezende et al., 2014, Kingma et al., 2014, Burda et al., 2016]. The
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widespread use of Gaussian priors seems sensible since density networks can use their NN lay-

ers to create complex transformations for warping the latent variables. Moreover, D. Kingma

reported that preliminary experiments using Laplacian and scale mixture priors “did not result

in be�er generative models.”4

However, Ho�man and Johnson [2016] analyzed the VAE’s ELBO and showed that it can be

re-wri�en by decomposing the KLD term as:

JDN-ELBO(X,φ) =
N∑
i=1

Eq(zi) [log p(xi|zi;θ)]− Iq(i,zi) [i, zi]− KLD [q(zi) || p(z)] (3.5)

where q(z) = 1
N

∑N
i=1 q(zi|xi) is the marginal distribution over latent variables and Iq(i,zi) [i, zi]

is the mutual information between a latent variable and its index. Ho�man and Johnson [2016]

found that the first two terms are optimized well by the basic VAE formulation, but the third term

is o�en still considerably large even upon convergence, e�ectively decreasing the ELBO. Large

values of KLD [q(zi) || p(z)] imply that the model is finding it di�icult to match the aggregate

posterior and the prior. The VAE wants to make the marginal posterior significantly richer but

needs to sacrifice capacity in order to match the prior. Ho�man and Johnson [2016] recommend

that “we should investigate multimodal priors that can meet q(z) halfway.”

There have been several proposed solutions to this marginal matching problem. Makhzani et al.

[2016] were actually the first to highlight the pathology, and they proposed optimizing the

marginal posterior directly via an adversarial loss. Unfortunately, this modifies the VI objec-

tive away from the foundationally-sound ELBO. Subsequent work by Chen et al. [2017] fix the

problem without changing the ELBO by simply parametrizing the prior with an autoregressive

transformation, which allows it to warp itself as necessary in order to meet the demands of the

marginal posterior. Tomczak and Welling [2018] a�ack the problem more directly yet still within

the ELBO framework. Firstly, they show that the prior that maximizes the ELBO is, unsurpris-

4�ote taken from D. Kingma’s comment posted in r/MachineLearning: “Behind the scenes I did compare with
sparse priors (Laplace and Gaussian scale mixtures) but these didn’t result in be�er generative models.”

49



ingly, the marginal posterior itself. However, se�ing the prior to the aggregated posterior can

lead to overfi�ing and would be expensive to evaluate, requiring a sum over all the training data.

In turn, Tomczak and Welling [2018] define the prior as the marginal posterior over K pseudo-

inputs: p(z) = 1
K

∑K
k=1 q(zk|uk) with uk being the kth pseudo-input. The authors term this the

variational mixture of posteriors prior, or VampPrior for short. The pseudo-inputs are optimized

along with the other generative and variational parameters; yet this does not lead to overfi�ing

since K is chosen to be much smaller than N 5. Lastly, another path to solving the marginal

matching problem is through re-scaling the KLD term in the ELBO. Higgins et al. [2017] propose

training the VAE via

Jβ−VAE(X,φ) =
N∑
i=1

Eq(zi) [log p(xi|zi;θ)]− βKLD [q(zi;φi) || p(z)]

where β > 0. Jβ−VAE was proposed originally for learning disentangled latent representations,

but Ho�man et al. [2017] show that training with that objective is equivalent to regular ELBO

optimization under the prior

r(z) =
q(z)1−βp(z)β

Z(β)
, Z(β) =

∫
z

q(z)1−βp(z)β dz

with Z(β) being the normalizing constant. The implicit prior r(z) interpolates between the

aggregated posterior q(z) and the explicit prior p(z). We can think of p(z) as multiplicatively

regularizing q(z) (with the regularization strength controlled by β), and therefore it serves the

same role as choosing K << N for the VampPrior.

Just as with conditional models, there is interest in using discrete priors on the latent space of

density networks. In addition to the computational benefits noted earlier, discrete latent vari-

ables have the potential to be more interpretable than continuous ones. Discrete variables are

clearly ‘on’ or ‘o�’ and thus can be visualized with a grid of black-and-white boxes and the di-

5Experiments showed se�ing K to be between 200 and 400 to be su�icient.
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mensions commonly active across a group can be readily identified. Yet, again because of a lack

of available gradients, training density networks with discrete variables is di�icult. Score func-

tion [Mnih and Gregor, 2014] and pass-through estimators could be used to a�ain gradients,

but the most promising approach seems to be a continuous relaxation of the Gumbel-max ‘trick’

for sampling discrete variables. Instead of using the non-di�erential argmax operator, Maddison

et al. [2017] and Jang et al. [2017] propose passing the Gumbel noise through the so�max op-

erator so that the random variable is still amenable to pathwise gradients. Unfortunately, using

this relaxation makes the Monte Carlo pathwise gradients biased, but follow-up work by Tucker

et al. [2017] has shown the bias can be eliminated by using the Gumbel-so�max trick not as the

primary estimator but as a control variate for a score function estimator.

Before ending my discussion of priors for density networks, I must note that using multiple

stochastic layers induces complex priors on the subsequent variables, and this in turn mud-

dles much of the discussion above. To elaborate, assume z1 is given a Gaussian prior and the

prior on z2 is a Gaussian parametrized by z1, i.e. p(z2|z1) = N(µ(z1),Σ(z1)). While the

prior on z2 is conditionally Gaussian, the marginal prior is decidedly not Gaussian: p(z2) =∫
z1
p(z1)N(z2;µ(z1),Σ(z1))dz1. Performing this marginalization is intractable. Density net-

works with multiple stochastic latent variables have been found di�icult to train [Rezende et al.,

2014, Sønderby et al., 2016, Zhao et al., 2017], and hence, understanding their training dynamics—

and how the choice of prior a�ects their performance—is an open problem.
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Chapter 4

Multiplicative Noise as an Induced Prior

We have only begun to learn how to detect

and measure,…finding in each Deeper

Significance and trying to string them all

together like terms of a power series hoping

to zero in on the tremendous and secret

Function whose name, like the permuted

names of God, cannot be spoken…

Thomas Pynchon

Gravity’s Rainbow

Training deep NNs (DNNs) under multiplicative noise—by introducing a random variable into

the inner product between a hidden layer and a weight matrix—has led to significant improve-

ments in predictive accuracy. Typically the noise is drawn from the Bernoulli distribution, which

is equivalent to randomly dropping neurons from the network during training, and hence the

practice has been termed dropout [Hinton et al., 2012, Srivastava et al., 2014]. Yet, Gaussian

[Srivastava et al., 2014] and beta [Tomczak, 2013] noise have been shown to be just as e�ective.

Despite its empirical success, regularization by way of multiplicative noise is not well understood

52



theoretically, especially for DNNs. The multiplicative noise term eludes analysis as a result of

being buried within the DNN’s composition of non-linear functions.

Adopting a Bayesian perspective, I show that we can develop closed-form analytical expressions

that describe the e�ect of training under multiplicative noise1. When a zero-mean Gaussian prior

is placed on the weights of the DNN, the multiplicative noise variable induces a Gaussian scale

mixture (GSM), i.e. the variance of the Gaussian prior becomes a random variable whose distri-

bution is determined by the multiplicative noise model. Conveniently, GSMs can be represented

hierarchically with the scale mixing variable—in this case the multiplicative noise—becoming

a hyperprior. This allows us to circumvent the problematic coupling of the noise and likeli-

hood through reparametrization, making them conditionally independent. Once in this form,

variational EM can be used to derive updates for the multiplicative noise terms and make the

regularization mechanism explicit. While the GSM reparametrization and learning procedure

are not novel in their own right, employing them to understand multiplicative noise in NNs is a

novel contribution. Moreover, the analysis is not restricted by the network’s depth or activation

functions, as previous a�empts at understanding dropout have been.

As for its practical implications, my analysis suggests a new criterion for principled model com-

pression. The closed-form regularization penalty I isolate naturally suggests a new weight prun-

ing strategy. Interestingly, my new rule is in stark disagreement with the commonly used signal-

to-noise ratio (SNR) [Graves, 2011, Blundell et al., 2015]. The SNR is quick to prune weights with

large variances, deeming them noisy, but my approach finds large variances to be an essential

characteristic of robust weights that are likely to generalize. Experimental results on well-known

predictive modeling tasks show that my weight pruning mechanism is not only superior to the

SNR criterion by a wide margin, but also competitive to retraining with so�-targets produced

by the full network [Hinton et al., 2014, Ba and Caruana, 2014]. In each experiment my method

was able to prune at least 20% more of the model’s parameters than SNR before seeing a vertical

1The work in this chapter is from Nalisnick et al. [2015]
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asymptote in test error. Furthermore, in two of these experiments, the performance of mod-

els pruned with my method reduced or matched the error rate of the retrained networks until

reaching 50% reduction.

4.1 Background

Training with multiplicative noise (MN) is a regularization procedure implemented through slight

modification of the base NN definition (Equation 2.4). It causes the intermediate representation

hi,l−1 to become stochastically corrupted by introducing random variables to the inner product

hi,l−1Wl. Rewriting Equation 2.4 with MN (and again dropping the bias terms to reduce clu�er),

we have

hi,l = fl(hi,l−1ΛlWl) (4.1)

where Λl is a diagonal dl−1 × dl−1-dimensional matrix of random variables λj,j drawn indepen-

dently from some noise distribution p(λ). Dropout corresponds to a Bernoulli distribution on λ

[Hinton et al., 2012, Srivastava et al., 2014].

Training under MN is done by sampling a new Λl matrix for every forward propagation through

the network. Backpropagation is done as usual using the corrupted values. We can view the

sampling as Monte Carlo integration over the noise distribution, and therefore, the MN loss

function can be wri�en as

LMN(y,X, {Wl}L+1
l=1 ) = Ep(λ)[− log p(y|X, {Wl}L+1

l=1 , {Λl}Ll=1)]

≈ 1

S

S∑
s=1

− log p(y|X, {Wl}L+1
l=1 , {Λ̂l,s}Ll=1)

(4.2)

where the expectation is taken with respect to the noise distribution p(λ) and Λ̂l,s denotes the
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sth set of samples for the lth layer. At test time, the bias introduced by the noise is corrected;

for instance, the weights would be multiplied by (1− p) when training with Bernoulli(p) noise.

Direct analysis of Equation 4.2 for NNs is di�icult since the non-linear activation functions sit

between the expectation and the noise variables. Nevertheless, analysis of dropout has received

a significant amount of a�ention in the recent literature, and progress has been made by consid-

ering second order approximations [Wager et al., 2013, Baldi and Sadowski, 2013], asymptotic

assumptions [Wang and Manning, 2013], linear networks [Baldi and Sadowski, 2013, Warde-

Farley et al., 2013], generative models of the data [Wager et al., 2014], and convex proxy loss

functions [Helmbold and Long, 2015].

4.2 Multiplicative Noise as Gaussian Scale Mixtures

In this section, I show that analysis of multiplicative noise (MN) regularization can be made

tractable by adopting a Bayesian perspective. The key observation is that if we assume the

weights to be Gaussian random variables, the product λw, where λ is the noise andw is a weight,

defines a Gaussian scale mixture (GSM). GSMs can be represented hierarchically with the scale

mixing variable—in this case the noise λ—becoming a hyperprior. The reparametrization works

even for deep NNs (DNNs) regardless of their size or activation functions.

4.2.1 Gaussian Scale Mixtures

A random variable θ is a Gaussian scale mixture (GSM) if and only if it can be expressed as the

product of a Gaussian random variable–call it u with zero mean and some variance σ2
0–and an

independent scalar random variable z [Andrews and Mallows, 1974, Beale and Mallows, 1959]:

θ
d
= zu, u ∼ N(0, σ2

0), z ∼ p(z) (4.3)

55



where d
= denotes equality in distribution. The RHS is known as the GSM’s expanded parametriza-

tion [Kuo and Mallick, 1998]. While it may not be obvious from Equation 4.3 that θ is a scale

mixture, the result follows from the Gaussian’s closure under linear transformations, resulting

in the following marginal density of θ:

p(θ) =

∫
zp(u; 0, σ2

0)p(z)dz =

∫
N(0, σ2

0z
2)p(z)dz (4.4)

where p(z) is now clearly the mixing distribution. As I discuss at length in Section 3.1.2, super-

Gaussian distributions, such as the student-t, Laplace, and horseshoe, can be represented as

GSMs, and this hierarchical formulation is o�en used when employing these distributions as

robust priors [Steel et al., 2000].

4.2.2 Noise Induced ARD Priors

Now that I have defined GSMs, I demonstrate their relationship to training under MN noise. I do

so by assuming the Bayesian framework and then working to derive the Monte Carlo objective

in Equation 4.2. Assume we have a L-hidden layer Bayesian NN with the following hierarchical

specification:

yi ∼ p(y|xi, {Ml}L+1
l=1 ), ml,j,k ∼ N(0, σ2

0ξ
2
l,j,·), ξl,j,· ∼ p(ξ) (4.5)

where ml,j,k denotes the NN weights and ξl,j,· is the Gaussian prior’s scale and thus takes the

role of z in the GSM definition above. Notice that I have given ξl,j,· a layer index (l) and row index

(j) but not a column index (k). Thus, all weights in the same row share the same scale—this is

the ARD framework discussed in Section 3.1.2 (Equation 3.3). As the prior on the weights is a

GSM, we can reparametrize the model into the GSM’s equivalent expanded form:

yi ∼ p(y|xi, {Wl}L+1
l=1 , {Ξl}Ll=1), wl,j,k ∼ N(0, σ2

0), ξl,k,· ∼ p(ξ) (4.6)
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where now the weights are denoted wl,j,k and drawn from a Gaussian with a fixed variance. The

reparametrization changes the NN’s hidden layers to:

hi,l = fl(hi,l−1Ml)
reparametrization−→ fl(hi,l−1ΞlWl) (4.7)

where Ξl is a diagonal dl−1 × dl−1-dimensional matrix of scale values ξl,j,·. The kth hidden unit

is now computed as hi,l,k = fl

(∑dl−1

j=1 hi,l−1,jξl,j,·wl,j,k

)
.

Lastly, now consider marginalizing out the scale variables in the expanded parametrization:

p({Wl}L+1
l=1 |y,X) ∝

∫
ξ

p(y|X, {Wl}L+1
l=1 , {Ξl}Ll=1)p(ξ)

L+1∏
l=1

p(Wl; 0, σ2
0) dξ

= Ep(ξ)
[
p(y|X, {Wl}L+1

l=1 , {Ξl}Ll=1)
] L+1∏
l=1

p(Wl; 0, σ2
0).

(4.8)

Doing so makes the objective for the marginal MAP estimate of the weights:

LMAP(y,X,{Wl}L+1
l=1 ) = − log p({Wl}L+1

l=1 |y,X)

∝ − logEp(ξ)
[
p(y|X, {Wl}L+1

l=1 , {Ξl}Ll=1)
]

+− log
L+1∏
l=1

p(Wl; 0, σ2
0)

∝ − logEp(ξ)
[
p(y|X, {Wl}L+1

l=1 , {Ξl}Ll=1)
]

+
1

2σ2
0

L+1∑
l=1

dl−1∑
j=1

dl∑
k=1

w2
l,j,k.

(4.9)

I now perform the final two steps in the derivation: (i) I use Jensen’s inequality to upper-bound
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the first term, and (ii) I assume the variance of the prior on the weights goes to infinity.

LMAP(y,X,{Wl}L+1
l=1 )

≤ Ep(ξ)
[
− log p(y|X, {Wl}L+1

l=1 , {Ξl}Ll=1)
]

+
1

2σ2
0

L+1∑
l=1

dl−1∑
j=1

dl∑
k=1

w2
l,j,k

→ Ep(ξ)
[
− log p(y|X, {Wl}L+1

l=1 , {Ξl}Ll=1)
]

(assuming σ0 →∞)

≈ 1

S

S∑
s=1

− log p(y|X, {Wl}L+1
l=1 , {Ξ̂l,s}Ll=1) (Monte Carlo approximation)

= LMN(y,X, {Wl}L+1
l=1 ) (Equation 4.2 with p(ξ) = p(λ)).

(4.10)

In the last step, I reach equality with Equation 4.2, the Monte Carlo MN optimization objective,

by se�ing the scale distribution p(ξ) to be the noise model p(λ).

To summarize the derivation, I started with a Bayesian NN given an ARD GSM prior. I then

reparametrized the model into its expanded form, moving the random Gaussian scale from the

first-level prior into the likelihood function. To arrive at the objective, I considered the model’s

marginal map estimate of the NN weights and upper-bounded the objective via Jensen’s, e�ec-

tively moving the noise distribution outside the logarithm (first line in Equation 4.10). I then

assumed the Gaussian prior’s variance is su�iciently large so that the ridge penalty can be ig-

nored. Equation 4.2 is then a�ained by assuming the expectation is computed with a Monte

Carlo approximation. The assumption that the Gaussian’s variance goes to infinity (second line

of Equation 4.10) can be removed if using both weight decay [Hinton, 1986] and MN regulariza-

tion, which is done by Srivastava et al. [2014] (see their Table 9). The variance should simply be

set so that the term 1/2σ2
0 matches the weight decay strength parameter. The ARD assumption

can be removed if we assume all weights have independent scales, which changes the hidden

layer computation to:

hi,l = fl(hi,l−1(Ξl �Wl))

where� denotes the Hadamard product (element-wise) and Ξl is now a dense matrix. Following
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the same derivation from this point reveals an equivalence to dropconnect regularization [Wan

et al., 2013], which uses MN on each weight instead of each hidden unit. This disconnection

from ARD may explain why dropconnect is not as widely used as dropout.

4.2.3 Corresponding Priors

Having shown the equivalence between GSM priors and MN, I now discuss some specific noise

distributions and their corresponding priors. Starting with dropout, the noise distribution is

λ ∼ Bernoulli(p), and this implies the prior on the Gaussian’s variance is also Bernoulli, i.e.

λ2 ∼ Bernoulli(p), since the square of a Bernoulli random variable is still a Bernoulli of the same

distribution. The marginal prior on the NN weights is then

p(w) =
∑

λ∈{0,1}

λ N(w; 0, σ2
0) p(λ) = p N(w; 0, σ2

0) + (1− p) δ[0] (4.11)

where δ[0] denotes the delta function located at zero. This is the spike-and-slab prior commonly

used for Bayesian variable selection [Mitchell and Beauchamp, 1988, George and McCulloch,

1993, Kuo and Mallick, 1998]. Interestingly, the expanded parametrization was used for linear

regression by Kuo and Mallick [1998], and thus their work should be considered a precursor to

dropout. However, Kuo and Mallick [1998] were interested in obtaining the marginal posteriors

p(λ = 1|y,X) rather than deriving a regularization mechanism to improve predictive perfor-

mance. When dropout is performed without weight decay, dropout’s prior becomes

pDROP(w) ∝ p 1 + (1− p) δ[0], (4.12)

where the improper uniform distribution 1 is derived by taking σ0 → ∞. Thus, we see that

dropout interpolates between no regularization (1) and absolute shrinkage (δ[0]). Recalling the

regularization penalties discussed in Section 3.1.2, we see that the penalties derived by Kingma
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Noise Model p(λ) Variance Prior p(λ2) Marginal Prior p(w)
Bernoulli Bernoulli Spike-and-Slab
Gaussian χ2 Unnamed
Rayleigh Exponential Laplace

Inverse Nagakami Γ−1 Student-t
Half-Cauchy Unnamed Horseshoe

Table 4.1: Noise Models and their Corresponding Gaussian Scale Mixture Prior.

et al. [2015] and Helmbold and Long [2015] do exactly this: they aggressively pull the weights

toward zero but then relax the penalty into a plateau once su�iciently far from the origin. The

region near zero corresponds to the δ[0] term and the plateau to corresponds to the 1 term.

In Table 4.1, I list several more noise models, their corresponding priors on the Gaussian vari-

ance, and their marginal distribution on the weights. Gaussian MN, which Srivastava et al.

[2014] showed to work as well as or be�er than Bernoulli noise, corresponds to a χ2-distribution

on the variance. I am unaware of a name for the corresponding marginal distribution, however.

Other notable cases are Rayleigh noise, which corresponds to a Laplace marginal, inverse Na-

gakami noise [Nakagami, 1960], which corresponds to a student-t, and half-Cauchy noise, which

corresponds to the HSP [Carvalho et al., 2009] discussed in Section 3.1.2.

4.3 A Variational Derivation with Applications to Pruning

Having established the link between MN and GSMs, I next wish to isolate the mechanics of MN

regularization. Writing Λl as a function of Wl may reveal the interplay between the noise and

parameters. Such a derivation for the expanded parametrization is still di�icult, as the noise is

buried within the activation functions, but working with the hierarchical form has the potential

to simplify the problem. Leaving the ‘noise’ variable as the Gaussian scale removes it from the

likelihood term and thus outside of the deep NN.
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Consider the following variational EM derivation for the Bayesian NN with a GSM prior in its

hierarchical formulation (originally defined in Equation 4.5):

yi ∼ p(y|xi, {Ml}L+1
l=1 ), ml,j,k ∼ N(0, σ2

0λ
2
l,j,·), λl,j,k ∼ p(λ)

where λ is now used for the scale / noise variable. I assume the posterior is approximated by

p({Ml}L+1
l=1 , {Λl}Ll=1|y,X) ≈

L+1∏
l=1

dl−1∏
j=1

dl∏
k=1

q(ml,j,k;µi,j,k, σl,j,k)δ[λl,j,k]

where the posterior on the weights is assumed to be Gaussian with parameters µi,j,k and σl,j,k.

Writing the ELBO for this model and approximation we have:

log p(y|X) ≥ Eq(M)

[
log p(y|X, {Ml}L+1

l=1 )
]

+
L+1∑
l=1

−Eδ[λl] [KLD[q(Ml)||p(Ml|λl)]] + Hδ[λ][λl]− Eδ[λ][log p(λl)]

= Eq(M)

[
log p(y|X, {Ml}L+1

l=1 )
]

+
L+1∑
l=1

−KLD[q(Ml)||p(Ml|λ̂l)]− log p(λ̂l) + C

= Eq(M)

[
log p(y|X, {Ml}L+1

l=1 )
]

+
L+1∑
l=1

dl−1∑
j=1

dl∑
k=1

− log
λ̂l,j,k
σl,j,k

−
σ2
l,j,k + µ2

l,j,k

2λ̂2l,j,k
− log p(λ̂l,j,k) + C

(4.13)

where C is a constant. If we assume the noise model has continuous support, we can then update

the noise variable by taking the derivative and se�ing it to zero:

0 =
∂

∂λ̂l,j,k

[
Eq(M)

[
log p(y|X, {Ml}L+1

l=1 )
]
− log

λ̂l,j,k
σl,j,k

−
σ2
l,j,k + µ2

l,j,k

2λ̂2l,j,k
− log p(λ̂l,j,k)

]

=
−1

λ̂l,j,k
+
σ2
l,j,k + µ2

l,j,k

λ̂3l,j,k
− ∂

∂λ̂l,j,k
log p(λ̂l,j,k)

= −λ̂2l,j,k + σ2
l,j,k + µ2

l,j,k − λ̂3l,j,k
∂

∂λ̂l,j,k
log p(λ̂l,j,k).

(4.14)
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To get the final update, I assume that λ̂l,j,k nearly maximizes log p(λ̂l,j,k) so that I can consider

its derivative weak and therefore negligible. The approximate update for λ̂l,j,k is then:

λ̂t+1
l,j,k ≈ σ2

l,j,k,t + µ2
l,j,k,t. (4.15)

In words, we should set the noise / variance at time t + 1 to the sum of the weight’s posterior

variance and mean. The connection to the shrinkage dynamics can then be seen by plugging the

update back into the Gaussian prior and viewing it as a ridge penalty:

R(mt) =
1

2σ2
0

L+1∑
l=1

dl−1∑
j=1

dl∑
k=1

m2
l,j,k,t

λ̂tl,j,k
≈ 1

2σ2
0

L+1∑
l=1

dl−1∑
j=1

dl∑
k=1

m2
l,j,k,t

σ2
l,j,k,t−1 + µ2

l,j,k,t−1
. (4.16)

The update results in the ridge penalty being scaled inversely proportional to σ2
l,j,k,t−1 +µ2

l,j,k,t−1,

meaning that the larger the posterior moments, the weaker the regularization. Conversely, as

σ2
l,j,k,t−1 + µ2

l,j,k,t−1 → 0, the penalty explodes, quenching the weight to true zero. This behavior

roughly parallels that of the heavy-tailed penalties (Section 3.1.2).

While the above analysis provides some view into the mechanics behind MN, it does not im-

mediately suggest an improvement upon how MN and GSMs are used in practice. However, I

did find immediate and practical benefits in the context of model compression [Ba and Caruana,

2014, Hinton et al., 2014]. My variational EM derivation of MN regularization conspicuously con-

flicts with the signal-to-noise ratio (SNR) commonly used for NN weight pruning [Graves, 2011,

Blundell et al., 2015]. The SNR heuristic is defined by the following inequality:

|µl,j,k|
σl,j,k

< τ (4.17)

where |µl,j,k| is the absolute value of the posterior mean of weight ml,j,k, σl,j,k is the posterior

standard deviation of the same weight, and τ is some positive constant. Pruning is carried out

by se�ing to zero all weights for which the inequality holds (i.e. |µ|/σ is below the threshold τ ).
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Blundell et al. [2015] conducted experiments using the SNR and stated it “is in fact related to

test performance.”

Now I propose an alternative rule based on my EM analysis. Recall that the ridge penalty in

Equation 4.16 is weighted by the inverse of the posterior mean and variance. Since large posterior

moments turns o� the shrinkage penalty, that means that we should retain the weights with

large means and large variances. This conclusion conflicts with the SNR since using |µ|/σ prunes

weights with large variances first. Thus, I propose the following competing heuristic I call signal-

plus-robustness (SPR):

|µl,j,k|+ σl,j,k < τ (4.18)

where the terms are defined the same as above.

4.4 Experiments: Weight Pruning

I experimentally compared both pruning rules on three data sets, each with very di�erent char-

acteristics. The first is the well-known MNIST dataset (d = 784, N = 50k/10k), the second is

the large IMDB movie review dataset for sentiment classification [Maas et al., 2011] (d = 5000,

N = 25k/25k), and the third is a regression task using features preprocessed from the Million

Song Dataset (MSD) [Lichman, 2013] (d = 90, N = 460k/50k). I trained the networks with

Bernoulli MN and when convergence was reached, switched to Langevin dynamics (Equation

2.19) with no MN to collected 10,000 samples from the posterior weight distribution of each

network. A polynomial decay schedule was set by validation set performance.

I ordered the weights of each network by SNR and SPR and then removed weights (i.e. set them

to zero) in increasing order according to the two rules. Plots showing test error (number of

errors, error rate, mean RMSE) vs percentage of weights removed can be seen in panels (a), (b),
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(a) MNIST, 500-300 Hidden Units (b) IMDB, 1000 Hidden Units

(c) MSD, 120 Hidden Units (d) Posterior Weight Moments

Figure 4.1: Experimental Results. Weight pruning task (a, b, c) and empirical moments (d).
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and (c) of Figure 4.1. For another source of comparison, I show the performance of a network

(completely) retrained on the so�-targets [Hinton et al., 2014] produced by the full network. To

make comparison fair, the retrained networks had the same depth as the one on which pruning

was done, spli�ing the parameters equally between the layers. No so�-target results are shown

for (c), the MSD year prediction task, as I found training with so�-targets does not have the

same benefits for regression it does for classification.

We see that my rule, SPR (|µ|+σ), is clearly superior to SNR (|µ|/σ). I was able to remove at least

20% more of the weights in each case before seeing a catastrophic increase in test error. The most

drastic di�erence is seen for the IMDB dataset in (b), which I believe is due to the sparsity of the

features (word counts), exaggerating SNR’s preference for over-determined weights. My method,

SPR, even outperformed retraining with so�-targets until at least a 50% reduction in parameters

was reached. Finally, further empirical support of my findings, a sca�er plot showing the first

two moments of each weight for two networks–one trained with Bernoulli MN and the other

without MN–can be see in panel (d) of Figure 4.1. I produce the figure to show that although

my closed-form penalty technically doesn’t hold for discrete noise distributions (due to the need

to compute the gradient), the analysis (shrinkage vs scale robustness) most likely extends to

discrete mixtures.

4.5 Conclusions

This chapter improves our understanding of how multiplicative noise regularizes the weights

of deep NNs. I show that multiplicative noise can be interpreted as inducing a Gaussian scale

mixture prior (under mild assumptions). This analysis holds for NNs regardless of their depth or

activation function. Moreover, I derive a variational EM algorithm to isolate the mechanics of

MN, writing the noise variable in terms of the posterior weight moments. Lastly, I demonstrated

the utility of my findings via a new weight pruning rule that naturally extends from my analysis
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of MN. Pruning via signal-plus-robustness is significantly more e�ective than the previously

proposed signal-to-noise ratio and is even competitive to retraining with so�-targets.
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Chapter 5

Approximating Objective Priors

And both that morning equally lay

In leaves no step had trodden black.

Oh, I kept the first for another day!

Yet knowing how way leads on to way,

I doubted if I should ever come back.

Robert Frost

The Road Not Taken

In many practical situations, there are no available means for obtaining useful prior information.

For example, in high-dimensional problems the parameter space is o�en inherently unintuitive.

The usual way to proceed is to pick a noninformative prior that is flat and/or objective. By

flat prior I mean a distribution that does not have any substantial concentration of its mass;

maximum entropy priors [Jaynes, 1957] o�en exhibit this characteristic. An objective prior is one

that has some formal invariance property. The two best known examples of objective priors are

Je�reys [Je�reys, 1946] and reference [Bernardo, 1979] priors, which are both invariant to model

reparametrization. Some priors are both objective and flat: the Je�reys prior for the Gaussian

mean is the (improper) uniform distribution. However, just because a prior is relatively flat does
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not mean it is objective. For example, the Bernoulli’s Je�reys prior is the arcsine distribution,

which, having vertical asymptotes at 0 and 1, is conspicuously not flat.

Since there are no guarantees that what looks to be a flat prior might not harbor hidden sub-

jectivity, objective priors seem to be the be�er ‘default’ choices. However, the mathematical

rigor that makes objective priors a�ractive also makes their use problematic: their derivation is

di�icult for all but the simplest models. To be specific, solving the calculus of variations prob-

lem for a reference prior requires, among other properties, an analytical form for the posterior

distribution, which is rarely available.

In this chapter, I broaden the potential use of objective priors by describing a method for learning

high-fidelity reference prior approximations1. The proposed method is akin to black-box (poste-

rior) variational inference [Ranganath et al., 2014]: I posit a parametric family of distributions

and perform derivation-free optimization to find the member of the family closest to the true

reference prior. Doing so would be useful, for example, if one wishes to have an objective prior

that preserves model conjugacy2. The modeler could employ the techniques proposed below to

find the conjugate prior’s parameter se�ing that makes it closest to objective. Moreover, these

methods learn a reference prior for a given model independently of any data source3, which

means that obtaining a reference prior for a particular model needs to be done only once.

In my experimental results I demonstrate that the proposed framework recovers the Je�reys

prior be�er than existing numerical methods. I also analyze the optimization objective, providing

intuition behind a number of hyper-parameter choices. And lastly, I learn a reference prior for

a variational autoencoder [Kingma and Welling, 2014b] (see Section 2.3.2.2). In an interesting

case study, we see that the variational autoencoder’s reference prior di�ers markedly from the

standard Normal distribution that is commonly used as the prior on the latent space.

1The work in this chapter is presented in Nalisnick and Smyth [2017b].
2Reference priors are o�en improper distributions, let alone conjugate.
3Except when the model is for a conditional distribution, i.e. p(y|x). In this case, samples of x are necessary to

learn the approximate reference prior.
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5.1 Background and Related Work

I begin by defining reference priors, highlighting their connection to the Je�reys prior, and sum-

marizing the related work on computing intractable reference priors. I use the following nota-

tion throughout the chapter. Define the likelihood to be p(D|θ) =
∏N

i=1 p(xi|θ) where θ are the

model parameters andD is the data set, which is comprised ofN i.i.d. observations xi ∈ X . p(θ)

denotes the prior, p(θ|D) the posterior, and p(D) =
∫
θ
p(D|θ)p(θ)dθ the marginal likelihood (or

model evidence). When I refer to the ‘likelihood function’ I mean the functional form of the data

model, p(x|θ). I write expectations with respect to the data set likelihood, but because of D’s

i.i.d. assumption, these can be wri�en equivalently in terms of each data instance; for example:

HD|θ[D] = −
∫
D
p(D|θ) log p(D|θ)dD = −

∫
x

∏
i

p(xi|θ) log
∏
i

p(xi|θ)dx = NHx|θ[x].

5.1.1 Reference Priors

Reference priors [Berger et al., 2009, Bernardo, 2005] (RPs) are objective Bayesian prior distri-

butions derived for a given likelihood function by finding the prior that maximizes the data’s

influence on the posterior distribution. Equivalently, the prior’s influence on the posterior is

minimized, which is precisely the behavior we desire if we wish to represent a state of ignorance

about the model parameters. The RP’s data-driven nature yields ‘frequentist-esque’ posteriors:

for large sample sizes, the 1−α credible interval approximates a confidence interval with signifi-

cance levelα [Irony and Singpurwalla, 1997]. Thus, RPs give results that are the nearest Bayesian

equivalent to maximum likelihood estimation, and this behavior is how they derive their name:

RPs serve as a reference against which to test subjective priors.

Definition. I now state the RP definition formally. A RP p∗(θ) is the distribution that maximizes

the mutual information between the parameters θ and the dataD [Berger et al., 2009, Bernardo,
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1979]:

p∗(θ) = argmax
p(θ)

I(θ,D) = argmax
p(θ)

H[θ]︸︷︷︸
maximize prior

uncertainty

− H[θ|D].︸ ︷︷ ︸
minimize posterior

uncertainty

(5.1)

Here I(·, ·) denotes mutual information. In the second line, I(·, ·) is (by definition) decom-

posed into separate marginal and conditional entropy terms, showing that maximizing I(θ,D)

in turn maximizes the prior’s uncertainty while minimizing the posterior’s uncertainty. The

second term reflects the RP’s data-driven nature as it encourages the posterior to contract

quickly (as N increases). Another way to see how the RP accentuates the data’s influence is

by writing the mutual information in terms of a Kullback-Leibler divergence (KLD): I(θ,D) =∫
D p(D) KLD[p(θ|D) || p(θ)] dD. This form shows that increasing I(θ,D) decreases the similar-

ity between the posterior and prior. I�i and Baldi [2006] call the KLD between prior and posterior

beliefs the Bayesian surprise, and from this point of view, we can interpret RPs as the priors that

result in the largest expected surprise.

Solution. Solving Equation 5.1 for p∗ is a calculus of variations problem whose solution can be

expressed by re-writing the mutual information as

I(θ,D) = −
∫
θ

p(θ) log
p(θ)

f(θ)
dθ where f(θ) = exp

{∫
D
p(D|θ) log p(θ|D) dD

}
. (5.2)

Clearly, the mutual information is maximized when p(θ) ∝ f(θ). See Bernardo (1979) for a

complete discussion of the derivation. Equation 5.2 also makes clear the analytical obstacles

that need to be overcome to solve the optimization problem for a given model: the functional f

requires that the log posterior—which is usually intractable to compute—be integrated over the

likelihood function. Note that the solution is commonly not a proper distribution (that integrates

to 1).

Relation to Je�reys Priors. Je�reys priors are defined as π(θ) ∝
√

detF [θ] where F de-
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notes the Fisher information matrix, and RPs are equal to the Je�reys in one dimension but not

in general. The equivalence is obtained by invoking the Bernstein-von Mises theorem: se�ing

p(θ|D) ≈ N(θMLE,F−1(θ)) where θMLE is the maximum likelihood estimate and F is the Fisher

information matrix. RPs, also like the Je�reys, are invariant to model reparametrization, which

follows from the fact that the mutual information is itself invariant to a change in parametriza-

tion [Berger et al., 2009].

5.1.2 Related Work

Next I review existing techniques for approximating intractable RPs. These methods have a no-

table lack of scalability, requiring numerical integration over the parameter space. Nonetheless,

since they share some fundamental similarities with my proposed method, I reproduce their main

components so that I can later discuss how my method handles the same analytical di�iculties.

Numerical Algorithm. Berger et al. [2009] proposed a numerical method for computing a RP’s

value at any given point θ0. Their method is, simply, to calculate f(θ) numerically via Monte

Carlo approximations:

p∗(θ0) ≈ exp

{
1

J

J∑
j=1

log
p(D̂j|θ0)1Θ∑S
s=1 p(D̂j|θ̂s)

}
(5.3)

where 1Θ is an improper uniform prior over the parameter space. The method proceeds by

sampling J data sets from the likelihood function, i.e. D̂j = {x̂j,i|x̂ ∼ p(x|θ0)}, and S pa-

rameter values from the prior, i.e. θ̂s ∼ 1Θ. The posterior is then approximated as p(θ|D) ≈

p(D̂j|θ0)1Θ/
∑S

s=1 p(D̂j|θ̂s). This numerical approximation has two significant downsides. The

first is that the user must specify the points at which to compute the prior, and the second is

that numerically integrating over the parameter space is computationally expensive in even low

dimensions.
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MCMC. La�erty and Wasserman [2001] proposed a Markov chain Monte Carlo (MCMC) method

for sampling from a RP. Their approach involves running the Metropolis-Hastings algorithm on

the following ratio [La�erty and Wasserman, 2001]:

log
pt+1(θ)

pt+1(θ′)
= (t+ 1)(Hx|θ′ [x]−Hx|θ[x]) +

∑
x∈X

W t(x)[p(x|θ′)− p(x|θ)] (5.4)

where t is the iteration index, Hx|θ[x] is the entropy of the likelihood function, and W t(x) =

W t−1(x)+log 1
St

∑St
s=1 p(x|θ̂ts) where θ̂ts are the parameter samples collected during the previous

iteration.

While this MCMC approach may look dissimilar to Berger et al. [2009]’s method at first glance,

the two methods are in fact related. We can see the connection by examining just one of the

distributions in the ratio (when t = 0):

log p1(θ) = −Hx|θ[x] +
∑
x∈X

−W 0(x)p(x|θ) =
∑
x∈X

p(x|θ)

[
log p(x|θ)− log

1

S0

S0∑
s=1

p(x|θ̂0s)

]
.

The line above becomes equivalent to Equation 5.3 if we use a Monte Carlo approximation of the

expectation over p(x|θ) and then exponentiate both sides. Despite this close connection between

the two methods, La�erty and Wasserman [2001]’s approach is superior to that of Berger et al.

[2009]’s since it draws samples from the prior instead of merely computing its value at points the

user must select. Yet the same costly discrete approximations of the integrals will be required.

Reference Distance Method. The third approach, and the only other that I am aware of for

finding approximate RPs, is the Reference Distance Method (RDM) proposed by Berger et al.

[2015]. This method focuses on finding a joint RP by minimizing the divergence between a

parametric family and the marginal RPs [Berger et al., 2015]. Since we are concerned with models

for which even the marginal RPs are intractable, the RDM is not a relevant point for comparison.
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5.2 Learning Reference Prior Approximations

I now turn to the primary contribution of this chapter: approximating RPs by learning the pa-

rameters of the approximation. My proposed approach contrasts with Berger et al. [2009]’s and

La�erty and Wasserman [2001]’s in that their methods are not model-based. In other words,

their procedures produce no parametric artifact for the prior unless a post-hoc step of model fit-

ting is carried out. My black-box optimization framework subsumes the utility of the numerical

and MCMC methods as it can directly learn either a parametric approximation to evaluate the

prior’s density or a functional sampler that can generate new samples from the prior at any later

time.

Inspired by recent advances in posterior variational inference (VI), I use similar ideas to optimize

an approximate prior—call it pλ(θ) with parameters λ—so that it is the distribution in the family

closest to the true RP p∗(θ). The mutual information still serves as the natural optimization

objective; the di�erence is that I take the argmax over λ, instead of the density p itself, such

that p∗(θ) ≈ pλ∗(θ):

λ∗ = argmax
λ

I(θ,D)

= argmax
λ

∫
θ

pλ(θ)

∫
D
p(D|θ) log

p(D,θ)

pλ(θ)p(D)
dDdθ

= argmax
λ

∫
θ

pλ(θ)

∫
D
p(D|θ) log

p(D|θ)

p(D)
dDdθ

= argmax
λ

Eθλ

[
−HD|θ[D]− ED|θ[log p(D)]

]
.

(5.5)

In the final line above, I wrote the mutual information as the di�erence between the negative like-

lihood entropy and the expected log marginal likelihood because this is I(θ,D)’s most tractable

form: it contains only p(D) instead of p(D) and p(θ|D). I use the notional θλ to emphasize that

θ’s distribution is a function of λ.

Bounding log p(D). The marginal likelihood term in Equation 5.5 is still problematic, and thus,
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just as in posterior VI, we need some tractable bound to optimize instead. Since we need to

bound I(θ,D) from below, log p(D) must be bounded from above. Hence, unfortunately, we

cannot use the evidence lower bound (ELBO) common in posterior VI. As an alternative I use the

variational Rényi bound [Li and Turner, 2016] (VR), which is defined as:

log p(D) ≤ 1

1− α
logEθ

[
p(D|θ)1−α

]
for α ≤ 0.

Plugging the VR bound into Equation 5.5 yields a general lower bound on the mutual information:

I(θ,D) ≥ Eθλ

[
−HD|θ[D]− ED|θ

[
1

1− α
logEθ

[
p(D|θ)1−α

]]]
. (5.6)

In theory, se�ing α = 0 provides the tightest bound, and decreasing α loosens the bound. How-

ever, as I discuss next, practical implementation requires a negative value for α.

Optimization Objective. The expectation within the VR bound usually will not be analyti-

cally solvable, requiring the use of a Monte Carlo approximation (which I refer to as MC-VR).

Yet, introducing sampling into the VR bound can give rise to numerical challenges. The MC-

VR estimator is an exponentiated form of the harmonic mean estimator [Ra�ery et al., 2007],

which is notorious for its high variance. Furthermore, approximating the expectation with sam-

ples, since they reside inside the logarithm, biases the bound downward. Li & Turner (2016)

propose the following VR-max estimator, corresponding to α→ −∞, to cope with these issues:

maxs log p(D|θ̂s) where s indexes samples θ̂s ∼ p(θ). I find that the VR-max estimator generally

preserves the bound and needs to be checked only in high dimensions (100+), which is a regime

not well suited for reference priors anyway (due to overfi�ing).

Introducing the VR-max estimator into Equation 5.5 yields a tractable lower bound on the mutual
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information:

I(θ,D) ≥ JRP(λ) = Eθλ

[
−HD|θ[D]− ED|θ[max

s
log p(D|θ̂s)]

]
. (5.7)

Maximizing JRP(λ) with respect to the prior’s parameters λ results in pλ(θ) ≈ p∗(θ) as long as

pλ is su�iciently expressive. JRP(λ) can be interpreted as follows. The first term is the entropy of

the likelihood function, and thus maximizing its negation encourages certainty in the data model.

The second term, the expected value of the VR-max estimator under the likelihood, encourages

diversity in pλ by forcing a data setD0 ∼ p(D|θ0) to have low probability under other parameter

se�ings θ̂s.

Connection to Previous Work. Further understanding of JRP(λ) can be gained by re-writing

it to see its relationship to Berger et al. [2009]’s and La�erty and Wasserman [2001]’s methods.

Pulling out the expectation over the likelihood, we have the equivalent form:

JRP(λ) = EθλED|θ
[
log p(D|θ)−max

s
log p(D|θ̂s)

]
,

which is the di�erence between the data’s log-likelihood under the model (i.e. parameter se�ing)

that generated this data and the data log-likelihood under several samples from the prior. We

see that optimization forces the prior to place most of its mass on parameters that generate iden-

tifiable data sets—or in other words, data sets that have high probability under only their true

generative model. Turning back to Berger et al. [2009]’s Equation 5.3 and recalling its connec-

tion to the MCMC method, we see each method is approximately computing log[p(D|θ)/p(D)]

with the critical di�erence being that Berger et al. [2009] and La�erty and Wasserman [2001]

approximate log p(D) with log 1
S

∑
s p(D|θ̂s) whereas I use maxs log p(D|θ̂s) in order to ensure

a proper lower bound.
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5.2.0.1 Black-Box, Gradient-Based Optimization

I now address how to compute and optimizeJRP(λ) (Equation 5.7) e�iciently using di�erentiable

Monte Carlo approximations.

Computing the Expectations. Consider first the three expectations in Equation 5.7. Starting

with the HD|θ[D] term, for many predictive models, p(x|θ) is either Gaussian, as in regression,

or Bernoulli, as in binary classification, meaning HD|θ[D] can be computed analytically4. The

second term, ED|θ[maxs log p(D|θ̂s)], is simply the cross-entropy between p(D|θ) and p(D|θ̂max)

where θ̂max is the sample that maximizes the likelihood. This term also can usually be calculated

analytically for regression and classification models. The only component that will typically be

intractable is the expectation over pλ(θ), as the parameters are o�en buried under nonlinear

functions and nested hierarchies. To address this I compute the outer expectation with samples

θ̂ ∼ pλ(θ):

J̃RP(λ) =
1

S

S∑
s=1

H[p(D|θ̂s)||p(D|θ̂max)]−HD|θ̂s [D]

=
1

S

S∑
s=1

KLD[p(D|θ̂s) || p(D|θ̂max)]

(5.8)

for S samples from the RP approximation and where H[p(D|θ̂s)||p(D|θ̂max)] denotes the cross-

entropy term mentioned above. If both entropy terms can be computed analytically, we can

write the expression as a KLD, which I do in the second line by using the identity KLD[q||p] =

H[q||p]−H[q]. If the entropy terms are not analytically tractable, they will need to be estimated

by sampling from the likelihood function.

Di�erentiable Sampling: We can take derivatives through each θ̂s, thereby allowing for fully

gradient-based optimization, by drawing the samples via a di�erentiable non-centered parametriza-

4To keep the notation simple, in my discussion of conditional models the dependence on the features is implicit.
Writing the entropy with X′ as the feature matrix and x as the vector of labels, we have: Hx|X′,θ[x].
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tion (DNCP)—the so-called ‘reparametrization trick’ [Kingma and Welling, 2014b], i.e.

∂

∂λ

[
KLD[p(D|θ̂s) || p(D|θ̂max)]

]
=

∂

∂θ̂

[
KLD[p(D|θ̂s) || p(D|θ̂max)]

] ∂θ̂
∂λ

where ∂θ̂
∂λ

is the derivative that needs a DNCP in order to be evaluated. Requiring that pλ has

a DNCP does not significantly limit the approximating family. For instance, most mixture den-

sities have a DNCP. When dealing with discrete data or parameters, we can use the Concrete

distribution [Maddison et al., 2017, Jang et al., 2017], a di�erentiable relaxation of the discrete

distribution, to still have fully gradient-based learning.

5.2.0.2 Implicit Priors

A crucial detail to note about Equation 5.8 is that it does not require evaluation of the prior’s

density. Rather, we need only to draw samples from it. This allows us to use black-box functional

samplers as the variational family [Ranganath et al., 2016], i.e. θ̂ = g(λ, ε̂) where ε ∼ p0, g is

some arbitrary di�erentiable function (such as a NN), and p0 is a fixed noise distribution. I call

pλ an implicit prior in this se�ing since its density function is unknown.

Thus, the proposed information bound provides a ‘built-in’ sampling technique in lieu of La�erty

and Wasserman [2001]’s MCMC algorithm. Although we cannot guarantee the same asymptot-

ically unbiased approximation as MCMC, the lack of restrictions on g(λ, ε̂) should allow for a

su�iciently expressive sampler. Furthermore, we can persist the sampler just by saving the values

of λ; there’s no need to save the samples themselves. And since learning a RP for a generative

model is data set independent, λ could be shared easily via an online repository and users desir-

ing a RP for the same model could download λ to generate an unbounded number of their own

samples. The same can be done when pλ is a proper distribution.
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(a) Bernoulli (b) Gaussian Scale (c) Poisson

Figure 5.1: Approximation via Lower Bound Optimization.

5.2.0.3 Example: Gaussian Mean

To provide some intuition and to sanity check the proposed approach, consider learning an

approximate RP for the mean parameter µ of a Gaussian density. The RP on µ is the im-

proper uniform distribution, which can be approximated as a Gaussian with infinite variance:

p∗(µ) ∝ 1 ≈ N(·,∞). The analytical solution to the KLD term in Equation 5.8 in this case is:

KLD[p(D|θ̂s) || p(D|θ̂max) =
1

2
|| µ̂s − µ̂max ||22,

which is the squared distance between two samples from pλ. Maximizing Equation 5.8 therefore

maximizes the average distance between samples from the RP approximation. If we set pλ =

N(µλ, σ
2
λI) and transform to the Normal’s DNCP θ = µ + σ � ε where ε ∼ N(0, I), then the

optimization objective becomes

|| µ̂s − µ̂max ||22 = || σλ � (ε̂s − ε̂max) ||22,

and optimization would increase σ2
λ without bound, agreeing with the infinite-variance Normal

approximation.
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5.3 Empirical Results

Below I describe several empirical analyses of the proposed methods. Formulating experiments

is somewhat di�icult due to the fact that RPs do not necessarily improve a model’s ability to

generalize to out-of-sample data. In fact, using an RP when a model requires regularization will

likely degrade performance. Thus, my main analysis is a qualitative case study of the variational

autoencoder [Kingma and Welling, 2014b, Rezende et al., 2014]. But before analyzing the varia-

tional autoencoder’s RP, I check that my methods do indeed recover known RPs for exponential

family models.

For all experiments, I used the AdaM optimization algorithm [Kingma and Ba, 2014] with se�ings

β1 = 0.9 and β2 = 0.999. Training parameters such as the learning rate, latent dimensionality of

the functional sampler g(λ, ε̂), and number of samples were chosen based on which combination

gave the highest average value of the information lower bound over the last 50 updates. The

number of training iterations was set at 250 and the batch size was set to 100 in all cases.

5.3.1 Recovering Je�reys Priors

I begin experimental evaluation by a�empting to recover the true RP for three one-dimensional

models: the Bernoulli mean parameter, p∗(p) ∝ Beta(.5, .5), the Gaussian scale parameter,

p∗(σ) ∝ 1/σ, and the Poisson rate parameter, p∗(λ) ∝ 1/
√
λ. These are also the Je�reys priors

for the respective models (since we are in the univariate case). The chosen learning rate was

.001 for the implicit priors and .0001 for the parametric approximations, the number of samples

drawn was 50 for all models, and the functional sampler g was a linear model with a latent di-

mensionality of 5, i.e. ε ∼ N(0, I5×5). I used a logit-normal distribution for the Bernoulli RP’s

parametric approximation and a log-normal for the Gaussian scale’s and Poisson’s RP approxi-

mation. Both the logit- and log-normal have DNCPs.

79



(a) Bernoulli (b) Gaussian Scale (c) Poisson

Figure 5.2: �antifying the Approximation �ality. The Kolmogorov-Smirnov distance (supremum
of distance between empirical CDFs) between the Je�reys/true reference prior and the various
approximation techniques. The gray region denotes where the test’s null hypothesis is rejected,
meaning there is a statistical di�erence between the distributions.

�alitative Evaluation. Plots of the density functions learned by the lower bound method

(Section 5.2) are shown in Figure 5.1. The red line shows the Je�reys prior (the gold-standard

RP), the blue line shows the parametric approximation, and the gray histogram represents 10, 000

samples from the implicit prior. Both approximation types have negligible qualitative di�erence

to the red line.

�antitative Evaluation. Next I quantitatively compare my methods via a two-sample test

against three baselines: Berger et al. [2009]’s numerical method, La�erty and Wasserman [2001]’s

MCMC algorithm, and a uniform prior, which serves as a naive flat prior. For Berger et al. [2009]’s

method, I use the same number of parameter samples (S) as my method, set the J parameter to

100, and sample data sets containing 500 points. To generate samples from Berger et al. [2009]’s

method, I calculate the prior at 1000 evenly spaced grid points across the domain and then treat

them as a discrete approximation with each point having probability p(θi)/
∑1000

j p(θj). I then
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sample from this discrete distribution 1000 times. For the MCMC method, I replicate La�erty

and Wasserman [2001]’s simulations by using a uniform proposal distribution and running for

10, 000 iterations. I kept the last 1000 samples drawn (no need to account for auto-correlation

due to the uniform proposal). For the Gaussian and Poisson cases, I approximated X using 1000

points. For all se�ings, I made sure my approximation methods ran no longer than the base-

lines, but this was never an issue: my methods converged in a fraction of the time the numerical

algorithms needed to run.

I quantify the gap in the approximations via a Kolmogorov-Smirnov two-sample test (KST) under

the null hypothesis H0 : p = q where p is the true RP and q is an approximation. I draw

samples from the true RP, when it is improper, via the same discrete approximation used for

Berger et al. [2009]’s method. The KST computes the distance (KSD) between the distributions

as KSD(p, q) = supx | F̂p(x)− F̂q(x) | where F̂p(x) is the empirical CDF.

Figure 5.2 shows the KSD between samples from the Je�reys prior and the various approximation

techniques, as the sample size increases. The black do�ed line in conjunction with the gray

shaded area denotes the threshold at which the null hypothesis (that the distributions are equal)

is rejected. The uniform distribution is denoted by the dark gray line, the numerical algorithm by

the black, MCMC by the brown, the parametric approximation by the red, the implicit prior by

the blue, and the particle approximation described in Nalisnick and Smyth [2017b] by the green.

We see that the la�er three approximations (mine) have a lower KSD—and thus are closer to the

true RP—in almost every experiment. The exceptions are that MCMC is superior to A-SVGD for

the Bernoulli (and competitive with the implicit), and the Berger et al. [2009] technique bests

A-SVGD and the parametric approximation for the Poisson. The parametric approximation for

the Bernoulli and the implicit prior for the Gaussian scale and Poisson are the only methods that

achieve conspicuous indistinguishability.
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(a) Samples (b) Dimensionality

Figure 5.3: Optimization Stability. I train an implicit prior for a multivariate Gaussian and vary
(a) the number of samples used in the VR-max estimator, and (b) the Gaussian’s dimensionality.

5.3.2 Optimization Stability

As discussed in Section 5.2, the VR-max estimator used in Equation 5.7 has intrinsically high-

variance. While I have just shown in the previous section that my approximations be�er recover

the true RP in one dimension, scaling to higher dimensions is a concern (as is also the case for

existing techniques). Here I examine optimization progress of an RP approximation for the scale

parameters of a multivariate Gaussian with a diagonal covariance matrix. I produce two plots:

one showing the information lower bound’s progress (for a linear model implicit prior) when

using a di�erent number of samples over which to take the maximum (Figure 5.3a) and another

showing progress as the Gaussian’s dimensionality increases (Figure 5.3b). For the former, using

a five dimensional Gaussian, we see there is a trade-o� between lower bound maximization and

the number of samples used: using more samples increases the rate of progress but also the

objective’s variance. I find that in less than ten dimensions, using around 50 samples (red line)

results in a good variance vs progress balance. In Figure 5.3b, in which I vary the dimensionality

of the Gaussian while keeping the number of samples fixed at 100, we see that the objective’s

variance decreases with dimensionality. While this may seem non-intuitive at first, recall that

the VR-max estimator acts as a diversity term, finding points in space that give the data high
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(a) Training Configuration (b) Approximation

Figure 5.4: Learning the Variational Autoencoder’s Reference Prior. (a) computational pipeline from
the implicit prior through the VAE decoder; (b) RP approximation (contours are generated via
kernel density estimation on 10, 000 samples).

probability even though it was generated with di�erent parameters. As dimensionality inflates,

it becomes harder and harder for a finite number of samples to capture these points and thus

the −H term in Equation 5.8 becomes prone to mode seeking.

5.3.3 VAE Case Study

Lastly, I study learning an RP approximation for an intractable, neural-network-based model: a

variational autoencoder [Kingma and Welling, 2014b] (VAE). The standard Normal distribution

is o�en chosen as the prior on the VAE’s latent space [Kingma and Welling, 2014b, Rezende

et al., 2014, Burda et al., 2016], and this choice is made more for analytical simplicity rather

than convictions based on prior information5. Thus, I learn an RP for the VAE to investigate the

qualities of its objective prior, which was previously intractable.

I trained an implicit prior (IP) for a VAE with 784 output dimensions (MNIST’s size), 100 en-

coder hidden units with hyperbolic tangent activations, and a two-dimensional latent space for

5“I chose the simple Gaussian prior N(0,I) because it’s simple to demonstrate but also because it results in a
relatively friendly objective function.” — D. Kingma, comment taken from r/MachineLearning, 4/12/16.
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purposes of visualization. The IP g(λ, ε̂) is also a one-hidden layer NN6. The computational

pipeline is depicted in Figure 5.4a, where p(x|z) denotes the VAE likelihood function (decoder)

and z = g(λ, ε̂) denotes the functional sampler. Note that the VAE has two sets of parameters:

z, the latent variable on which I place the prior, and the weights of the decoder, denoted as W.

The weights must have some value during RP training and thus I place a standard normal prior

on W and sample from this prior during optimization of g.

Figure 5.4b shows samples from the VAE’s RP. We see that the learned IP is drastically di�erent

than the standard Normal that is typically used: the IP is multimodal and has a much larger

variance. Yet, the di�erence is intuitive: placing most prior mass at opposite sides of the latent

space encourages the VAE to space it’s latent representations with as much distance as possible,

ensuring they are as identifiable w.r.t. the model likelihood, the VAE decoder, as possible. Inter-

estingly, recent work by Ho�man and Johnson [2016] suggests that VAEs can be improved by

multimodal priors: ”[T]he [VAE]’s individual encoding distributions q(zi|xi) do not have sig-

nificant overlap. . .then perhaps we should investigate multimodal priors that can meet q(z)

halfway”. This suggests using multimodal, dispersed priors encourages flexibility and objectivity

in the posterior distribution.

We can also see analytically that the distribution in Figure 5.4b allows the VAE ‘to follow the

data’ as a good RP should. For simplicity, consider using a bivariate Gaussian as the RP ap-

proximation, and assuming it captures the same distribution as in Figure 5.4 (b), its parameters

would be approximately {µ = 0,Σ = 200 I2×2}. Next recall the VAE’s optimization objective

(the ELBO): LVAE = Eq[− log p(x|z)] + KLD[q(µ,Σ) || p(0, 200 I2×2)]. The first term opti-

mizes the model w.r.t. the data and the second acts as regularization, ensuring the variational

posterior q is close to the prior. Assuming q’s covariance matrix is also diagonal, we can write

KLD[q(µ,Σ) || p(0, 200 I2×2)] = KLD[q(µ,Σ) || p(0, I2×2)] − 1
2

log 200. This means that us-

ing the standard Normal up-weights the regularization (towards the prior) by about a factor of

6Architecture / training paramters: 2000 latent noise dimensions, 1000 hidden dimensions, ReLU activations,
.0003 learning rate, 50 samples for VR-max term.
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√
200.

5.4 Conclusions

I have introduced a flexible, widely applicable, and derivation-free method for approximating

reference priors. It optimizes a new lower bound on the reference prior objective and allows

for parametric or non-parametric approximations to be employed, depending on whether the

user prefers to easily evaluate the prior or to have a maximally expressive approximation. I

demonstrated quantitatively and qualitatively that these methods can recover the true reference

priors for univariate distributions as well as generalize to more exotic models such as variational

autoencoders.

Looking forward, I believe using similar techniques for constructing priors that optimize ob-

jectives other than mutual information presents a promising next step. For example, Liu et al.

[2014] showed that priors that maximize divergence measures other than KLD, such as Hellinger

distance, between the prior and posterior have desirable properties. Extending the proposed ap-

proximation techniques to these other families of objectives may enable new classes of Bayesian

prior distributions.
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Chapter 6

Learning Priors for Invariance

I have had my results for a long time: but

I do not yet know how I am to arrive at

them.

Carl Friedrich Gauss

The modeler o�en knows some prior information that is essential for obtaining good perfor-

mance, and it is common to incorporate this knowledge via ‘engineering tricks’ or methods less

principled than Bayesian inference. For example, achieving state-of-the-art performance on im-

age classification frequently requires data set augmentation [He et al., 2016]: creating new train-

ing instances by flipping, scaling, rotating, etc. the original images [Baird, 1992]. Another exam-

ple is using feature dropout on bag-of-words representations to simulate the e�ect of varying

a document’s length [Wager et al., 2016]. Training a model under these stochastic augmenta-

tion or perturbation strategies is in e�ect inducing a prior, one that encourages robustness with

respect to these known invariances.

While methods for including prior information via means other than the likelihood or prior are

undoubtedly highly e�ective in practice, they are di�icult to reconcile with principled probabilis-
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tic inference. One problem is that the resulting Bayesian posteriors are conditioned on an artifi-

cial training set, not on what is truly observed. Another issue is that, as is the case when training

with dropout, it is unclear how to interpret the regularization mechanism: are the masking vari-

ables model parameters and if so should we be computing their posterior? These and related

questions motivate recent work on formulating dropout as (approximate) Bayesian inference

[Gal and Ghahramani, 2016a,b, Kingma et al., 2015].

In this chapter, I propose a method for transferring a modeler’s knowledge about invariances

into a corresponding Bayesian prior1. Doing so allows data set augmentation, dropout, and

other e�ective regularization strategies to be incorporated into the model as a proper Bayesian

prior. Once this is done, Bayesian inference can proceed as usual without complication of or

the need to re-interpret the inference strategy (whatever it may be: Markov chain Monte Carlo,

variational inference, maximum a posteriori estimation, etc.).

My proposed approach is to formulate a variational problem [Blei et al., 2017]: given a param-

eteric family, find the member of the family that, when used as a prior, makes the model as

near to invariant as possible. To do this, I first derive a lower bound that quantifies the model’s

invariance under some specific perturbation process. I then maximize this bound with respect

to the parameters of the parameteric family. An important detail to note is that I am not per-

forming empirical Bayesian inference. Rather, I learn the prior from the data model, similarly to

how objective priors are specified [Je�reys, 1946, Bernardo, 2005, Nalisnick and Smyth, 2017].

For supervised models, this means that only the features are needed, making my method well

suited for semi-supervised se�ings, as the experiments demonstrate.

1The work in this chapter was originally presented in Nalisnick and Smyth [2018]
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6.1 Preliminaries

Before describing the proposed methods, I begin by defining perturbation processes and invari-

ant statistical models. I use the following notation throughout the chapter. As our primary focus

is on supervised learning, I denote input features as xi ∈ Rd and labels (indicating class mem-

bership or a real-valued response) as yi, where i indexes the observed data. Define the data

model (likelihood function) to be p(yi|xi,θ) where θ ∈ Θ are the model parameters. Thus, in

the Bayesian se�ing, p(θ) denotes the prior and p(θ|y,X) the posterior. I write all expectations,

entropies, and divergences in their continuous form (i.e. with integrals), but sums should be used

when the support is discrete.

6.1.1 Perturbation Processes

Many of the recent successes in supervised machine learning have come from data augmentation

and corruption processes that perturb observations and parameters. These processes have the

e�ect of regularizing the classifier to which they are applied by implicitly encoding user knowl-

edge. I define them formally and generally as follows. Call a generative process that takes in a

random variable z ∈ Z and samples a random transformation z̃ ∈ Z̃(z) a perturbation process

(PP):

z̃ ∼ q(z̃; z, ζ) (6.1)

where z denotes the random variable pre-transformation, z̃ denotes the same variable post-

transformation, and ζ are the parameters of q. Below I describe dropout and rotation as a PP

acting on the features (i.e. z = x).

Dropout. Dropout corruption—where elements of the data or model parameters are set to zero

at random—has been observed to consistently improve the held-out performance of logistic re-
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gression [Wager et al., 2013, Maaten et al., 2013] and deep NNs [Srivastava et al., 2014]. In this

chapter I focus on feature dropout, which can be wri�en as a PP as follows:

x̃ = b� x where b ∼ Bernoulli(1− ζ) (6.2)

where � denotes an element-wise product and ζ ∈ (0, 1) the dropout probability. The random

variable b acts, simply, as a element-wise mask on the feature vector x.

Rotation. As mentioned in the Introduction, many image data sets exhibit rotations, and clas-

sifier performance can be improved by augmenting the data set with rotated version of the true

observations. As a PP, 2D rotation can be wri�en as

x̃ =

cos(φ) − sin(φ)

sin(φ) cos(φ)


x1
x2

 (6.3)

where φ ∼ Uniform(ζ ∈ [0, 2π]). Usually padding or some other standardization is used to keep

the image size consistent.

In this chapter, I focus on dropout and rotation transformations, illustrating the proposed tech-

nique for point-wise and a�ine transformations, respectively. Applying the techniques to other

operations in these classes would proceed in a similar manner. The techniques I propose can

also be applied to just about any functional transform as long as the parameterized prior is suf-

ficiently expressive.

6.1.2 Invariant Models

Invariant statistical models have been well studied, both in theory [Eaton, 1989] and in practice

[Cohen and Welling, 2016, Schmidt and Roth, 2012]. The classic formulation is group theoretic,

as in Eaton (1989) [Eaton, 1989]. I use a similar definition except that I require invariance with
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respect to all members of a PP’s support, which may not form a proper algebraic group.

Definition 6.1. Let x̃ ∈ X̃ (x) be a realization from a perturbation process q(·; ζ) acting on x ∈ X ,

and let Py|x be a family of models indexed by their parameters. A statistical model p ∈ Py|x is qζ-

invariant if

p(y|x) = p(y|x̃) ∀ x̃ ∈ X̃ (x).

Intuitively, this invariance property can be thought of as robustness: a dropout-invariant classi-

fier, for instance, should produce the same output distribution no ma�er how the input features

are corrupted. In the case of the usual Bernoulli(0.5) noise, however, it is unlikely a classifier

could be meaningfully dropout-invariant since the probability that all features will be masked is

non-zero.

6.2 Learning Invariant Priors

Having introduced PPs and defined model invariance, I next detail the proposed methodology. I

begin by proposing a quantity representing a ‘nearness’ to invariance and then discuss how to

minimize such a quantity with respect to the model’s prior.

6.2.1 �antifying Approximate Invariance

Recall that our goal is to learn a prior that prefers invariance, and thus we need some continuous

quantity that represents how near to invariant a model is. Definition 2.1 is not appropriate as

is, because it would require the equality be checked for all x̃ ∈ X̃ (x). Instead, I consider the

expectation of the model under q, which is also invariant:
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If p ∈ P is qζ-invariant, then Eqζ [p(y|x̃)] is qζ-invariant:

Eqζ [p(y|x̃)] =

∫
X̃
p(y|x̃) q(x̃; x) dx̃ = p(y|x)

∫
X̃
q(x̃; x) dx̃ = p(y|x). (6.4)

This fact is useful for quantifying nearness to invariance because it weights p(y|x̃) over X̃ , mean-

ing that a lack of invariance for a particular x̃ can be excused or neglected if q(x̃; x) is near zero.

Thus, quantifying the degree of invariance of a model reduces to computing some divergence be-

tween p(y|x) andEqζ [p(y|x̃)]. I use the Kullback-Leibler divergence—KLD[ p(y|x) ||Eqζ [p(y|x̃)] ]—

which is zero if and only if p(y|x) = Eqζ [p(y|x̃)] almost everywhere and is positive otherwise.

Since Eqζ [p(y|x̃)] will be intractable for most models of interest, I use the following upper bound

on the divergence so that we can obtain an unbiased Monte Carlo approximation of the expec-

tation, obtaining an upper bound via Jensen’s inequality:

KLD[ p(y|x) || Eqζ [p(y|x̃)] ] = Ep(y|x)[log p(y|x)]− Ep(y|x)[logEqζ [p(y|x̃)]]

≤ Ep(y|x)[log p(y|x)]− Ep(y|x)Eqζ [log p(y|x̃)]

= EqζKLD[ p(y|x) || p(y|x̃) ].

(6.5)

6.2.2 Exposing the Prior

I now discuss how to introduce Bayesian thinking into my formulations of invariance. Consider

the aforementioned models as marginal likelihoods:

p(y|x) =

∫
Θ

p(y|x,θ)p(θ)dθ = Ep(θ)[p(y|x,θ)].

Looking ahead, our ultimate goal is to optimize Equation 6.5 with respect to p(θ). Ideally we

would do this in its current marginalized form, but computing the marginal likelihood is noto-

riously di�icult, even for relatively simple models. Hence, I again upper bound the divergence,
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which in turn makes the quantity amenable to an unbiased Monte Carlo approximation:

KLD[ p(y|x) || p(y|x̃) ] = KLD[ Ep(θ)[p(y|x,θ)] || Ep(θ)[p(y|x̃,θ)] ]

≤ Ep(θ)KLD[ p(y|x,θ) || p(y|x̃,θ) ].

(6.6)

The bound follows directly from the fact that KLD is a convex function over the domain of proba-

bility distributions. With this upper bound, I expose p(θ) and make it accessible for optimization.

6.2.3 Optimization Objective

Letλ denote the parameters of the prior pλ(θ). I propose optimizingλ by the following objective,

which is formed by combining Equations 6.5 and 6.6 with an entropy term:

L∗(λ; x) = Hλ[θ]− KLD[ p(y|x) || Eqζ [p(y|x̃)] ]

≥ Hλ[θ]− EqζKLD[ p(y|x) || p(y|x̃) ]

≥ Hλ[θ]− Epλ(θ)EqζKLD[ p(y|x,θ) || p(y|x̃,θ) ] = J (λ; x)

(6.7)

where Hλ[θ] = −
∫
θ
pλ(θ) log pλ(θ) dθ. I assume the objective is optimized under the empirical

distribution of feature observations, i.e. Ep(x̂)[J (λ; x)] = 1
N

∑
i J (λ; xi). Maximizing J w.r.t.

λ means that we are finding the distribution that minimizes the expected divergence between

the unperturbed and perturbed model—or in other words, the invariance—under the prior. This

objective does not depend on the observed y’s, only the model output distribution over y. Because

of this fact we can use unlabeled feature observations during learning of the prior.

The inclusion of the entropy term in Equation 6.7 is motivated by the principle of maximum en-

tropy, i.e., that the appropriate distribution for representing prior beliefs is one that obeys known

constraints and has maximum entropy otherwise [Jaynes, 1957, U�ink, 1996]. This behavior is

precisely what Equation 6.7 encourages; the first term encourages maximum entropy and the

second imposes the invariance constraints. In practice, the entropy term encourages the prior to
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avoid spurious solutions. For example, a NN could become dropout-invariant by learning as the

prior a delta function at zero. I will show this phenomenon analytically for linear regression in

Section 6.3.

Equation 6.7 is amenable to a wide range of parametric forms for the prior. For example, it

supports mixture densities pλ(θ) =
∑K

k=1 πkpλk(θ) where pλk is the kth component with pa-

rameters λk and πk is the corresponding mixture weight. When using a mixture for the prior,

the divergence component of the objective can be wri�en as

Epλ(θ)Eqζ(ζ)KLD[pθ||pθ(ζ)] =
∑
k

πkEpλk (θ)Eqζ(x̃;ζ)KLD[pθ(yi|xi,θ)||pθ(yi|x̃i,θ)],

where the objective is evaluated under each component distribution and a weighted average

taken according to the mixture weights.

6.3 Analytical Solution for Linear Regression

To build intuition and to further examine the proposed objective (Equation 6.7), I next show an

analytical solution for linear regression under dropout noise and its connection to the popular

g-prior [Goel and Zellner, 1986]. I use the unbiased form of dropout, meaning E[x̃] = x and

Var[x̃] = 1
1−ζx

2 [Maaten et al., 2013], and I set the prior to be a multivariate normal pλ(θ) =

N(µλ, diag(Σλ)) with diagonal covariance matrix. Define the data model to be a standard linear

model with Gaussian error: y = xTθ+ ε0, ε0 ∼ N(0, σ2
0). The divergence portion of the objective

93



simplifies to:

Epλ(θ)EqζKLD[ p(y|x,θ) || p(y|x̃,θ) ] = Epλ(θ)Eqζ

[
(xTθ − x̃Tθ)2

2σ2
0

]
= Epλ(θ)

[
(xTθ)2

2σ2
0(1− ζ)

]
=

(xTµλ)2 + xTΣλx

2σ2
0(1− ζ)

(6.8)

If the proposed objective consisted of only the divergence (invariance) term, minimizing the

equation above would clearly lead to both µλ and Σλ being set to zero. In other words, the

optimal prior would be pλ(θ) = δ0, the delta function placed at zero.

The solution becomes much more interesting when the entropy term is included. The full objec-

tive can be wri�en as:

JLR(λ; x) = log det(Σλ)− (xTµλ)2 + xTΣλx

2σ2
0(1− ζ)

. (6.9)

Since the entropy term does not include the prior’s mean, the optimal solution for this pa-

rameter is still µλ = 0. Di�erentiating JLR with respect to σλ, the optimal covariance ma-

trix is σ2
0(1 − ζ)diag(xTx)−1. Pu�ing these together I obtain the final solution for the prior:

p∗λ(θ) = N(0, σ2
0(1− ζ)diag(xTx)−1).

Interestingly, the solution is equivalent to a diagonalized version of the well-known g-prior [Goel

and Zellner, 1986]—N(0, g(xTx)−1)—with g set by the dropout level. The g-prior has the nice

property that the posterior mean is a linear combination of the prior mean and maximum like-

lihood estimator: θpost = g
1+g
θMLE + (1 − g

1+g
)µλ. Thus, in the case of the prior learned by my

proposed method, we see the dropout rate plays the role of multiplicative shrinkage of the ML

solution.
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6.4 Black-Box Learning for Intractable Models

For most problems of interest we will not be able to analytically solve the objective’s required

integrals, as in the previous section. Hence, in this section I describe how to make learning

derivation-free and ‘black-box’ using recently developed techniques from posterior variational

inference [Ranganath et al., 2014, Kingma and Welling, 2014a]. Specifically, I use Monte Carlo ap-

proximations combined with di�erentiable non-centered parameterizations [Kingma and Welling,

2014a] to make learning fully gradient-based no ma�er how complicated the likelihood function

is. I also discuss how to use what I call an ‘implicit prior’—a highly expressive functional sampler.

Monte Carlo Expectations. For most modern, large-scale models, computing the expectations

w.r.t. θ and ζ will not be feasible analytically. Thus we turn to a nested Monte Carlo (MC)

approximation:

Epλ(θ)EqζKLD[p(y|x,θ)||p(y|x̃,θ)] ≈ 1

SM

S∑
s=1

M∑
m=1

KLD[p(y|x, θ̂s)||p(y|ˆ̃xm, θ̂s)] (6.10)

such that M samples are drawn from the perturbation process ˆ̃xm ∼ q(x̃; ζ) and S samples are

drawn from the prior we wish to learn θ̂s ∼ pλ(θ).

Di�erentiable Sampling. Using MC approximations makes computing derivatives w.r.t. the

prior’s parameters λ di�icult, as they need to be computed through the samples θ̂s:

∂

∂λ

S∑
s=1

M∑
m=1

KLD[p(y|x, θ̂s)||p(y|ˆ̃xm, θ̂s)]

=
S∑
s=1

M∑
m=1

∂

∂θ̂s
KLD[p(y|x, θ̂s)||p(y|ˆ̃xm, θ̂s)]

∂θ̂s
∂λ

.

(6.11)

One way we can ensure ∂θ̂s
∂λ

is computable is by sampling θ by way of a di�erentiable non-

centered parameterization [Kingma and Welling, 2014a] (DNCP), which has the general form

θ̂ = g(λ, ε̂) where ε̂ ∼ p(ε). ε is an auxiliary variable drawn from some fixed distribution and
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g is a di�erentiable function. A well-known example of a DNCP is the Gaussian’s location-scale

form µ+ σ � ε̂ where ε is drawn from a standard Normal distribution.

Implicit Priors. Notice that when using MC approximations of the integrals (Equation 6.10), the

only term in Equation 6.7 that requires the prior’s density be evaluated is the entropy term. Thus,

using a nonparametric estimate for H[θ] [Beirlant et al., 1997] can completely remove the need

to evaluate the prior. Doing so allows us to use what I call an implicit prior: a prior from which

we can draw samples but which we cannot evaluate as a density function, i.e. θ̂ = f(λ, ε̂) where

ε̂ is a sample drawn from some fixed distributions and f(·) is some di�erentiable, su�iciently

flexible function such as a NN. Treating the prior as a simulator in this way is similar to the

ideas behind Generative Adversarial Networks [Goodfellow et al., 2014] and Variational Programs

[Ranganath et al., 2016]. The benefit of using an implicit prior is that we can have an extremely

flexible distribution over θ; the downside is that we will eventually need to evaluate the implicit

prior’s density—possibly having to turn to nonparametric density estimation.

6.5 Related Work

The closest work to what I propose is prior work on the definition and specification of objective

priors [Je�reys, 1946, Bernardo, 2005, Nalisnick and Smyth, 2017]. I say that not because my

method learns noninformative priors—quite the opposite—but because the method I propose

here learns a prior based on the data model, just as objective priors do. For conditional models,

the feature variables must be included to define the model, and thus, the prior is dependent

on the observed data. This fact links my method (and objective priors) to empirical Bayesian

inference [Casella, 1985]. However, a significant di�erence between my method and empirical

Bayesian methods is that the variable being modeled (the classification label or regression re-

sponse) is not considered in my prior’s specification, as it typically is for most empirical Bayesian

methods [Casella, 1985].
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As for the specifics of the proposed optimization objective, its form is motivated by the principle

of maximum entropy, which has a long history dating back to statistical physics [Jaynes, 1957,

Guiasu and Shenitzer, 1985]. There has been some work on learning invariant maximum entropy

distributions [Nieves et al., 2010] and approximations to such distributions [Li and Risteski, 2016],

but this previous work is tailored to specific se�ings (soil analysis and pairwise moment mean

parameters, respectively). In contrast, my approach requires only samples from the perturbation

and the distribution to be estimated (the prior).

More closely related is the work of Bachman et al. [2014] on pseudo-ensemble agreement regu-

larization. They propose a regularization penalty of the form:

R(θ) = Ex∼pxEξ∼pξV [fθ(x), fθ(x; ξ)],

where the first expectation is with respect to the empirical distribution of the features, the

second expectation is with respect to a noise process (such as dropout corruption [Srivastava

et al., 2014]), and V [·, ·] is some way to measure the discrepancy between the unperturbed and

pertrubed model fθ. The divergence term I propose in Equation 6.7 is a special case of Bach-

man et al.’s penalty: Equation 6.7 can be obtained by se�ing V [·, ·] to be KLD (as Bachman et al.

[2014] do in some experiments) and adding an expectation over the model parameters. The key

di�erence between Bachman et al.’s work and what I propose is that they use their regularization

term within a penalized likelihood framework. There is no concept of learning a Bayesian prior

nor one of transferring the stochastic regularization into a probability distribution.

Lastly, this work has been inspired by recent e�orts to analyze dropout both from the perspec-

tives of penalized likelihood [Bachman et al., 2014, Wager et al., 2013, Wang and Manning, 2013]

and approximate Bayesian inference [Kingma et al., 2015, Gal and Ghahramani, 2016a,b]. In the

former category, Bachman et al. [2014], Wager et al. [2013], and Wang and Manning [2013] carry

out analyses of linear regression that are similar to that in Section 6.3. However, their analyses
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(a) Dropout Invariant (b) Rotation Invariant

Figure 6.1: Weight Visualization. Above I show filter visualizations for 100 weight matrices sam-
pled from two learned implicit priors, one invariant to dropout and one invariant to rotation.
Both were trained on MNIST. The dropout invariant prior can be seen to down-weight features
found around the center of the image, which is where the active features usually are found.
The rotation invariant prior learns spiral feature transformations roughly similar to some of the
features learned by Toroidal Subgroup Analysis (see Figure 3 in Cohen and Welling [2014]).

are motivated by seeking a closed-form regularization penalty that mimics the e�ect of dropout.

There are no notions of Bayesian priors, and my development of the connection to the g-prior is

new. In the la�er category, Kingma et al. [2015] and Gal and Ghahramani [2016a,b] show that

dropout can be interpreted as approximate Bayesian inference under certain variational posteri-

ors. This work has similar motivations—that is, to link dropout and Bayesian methodology—but

I do so via the Bayesian prior. I formulate the prior that corresponds to dropout thus allowing

inference to proceed with no constraints and by way of either MCMC or variational methods.

6.6 Experiments

In this section I report empirical analyses of the proposed methods, focusing on dropout and

rotation transformations. First, I discuss some qualitative properties of the learned priors by

visualizing them as weight filters. Second, I quantitatively analyze the degree of invariance of
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(a) Feature Dropout (b) Rotation

Figure 6.2: Invariance vs Perturbation Magnitude. The plots above shows the robustness of sev-
eral distributions (y-axis shows Epλ(θ)EqζKLD[ p(y|x,θ) || p(y|x̃,θ) ]) to dropout and rotation
perturbations of increasing magnitude (x-axis). I compare the proposed invariant priors—three
approximations: implicit (red), factorized Gaussian (green), Gaussian mixture (blue)—to a stan-
dard Normal prior (pink) and the posterior (black) a�er training on perturbed data. We see the
learned invariant priors exhibit invariance across all perturbation magnitudes, especially when
using implicit or mixture approximations.

several distributions with respect to dropout and rotation perturbations. And lastly, I describe

classification tasks to demonstrate that using the proposed invariant priors results in accuracy

on par with that of non-Bayesian methods. The multi-class classification experiments use NN

likelihoods of the form yi ∼ Multinoulli(p = γθ(xi)) where γθ(xi) = so�max(hLθL+1), the

so�max output of one or more NN layers with the form hl+1 = ReLU(hlθl+1), where h0 = xi.

The binary classification (sentiment analysis) experiment uses a logistic regression likelihood of

the form yi ∼ Bernoulli(p = logistic(xiθ)).

Regarding hyperparameter selection, Adam [Kingma and Ba, 2014] was used for all experiments

with a learning rate chosen from {.001, .0005, .0001, .00005} via a validation set (other parame-

ters kept at Tensorflow defaults). For the Monte Carlo approximations used to learn the invari-

ant priors, 50 samples were used for both the parameters and perturbation process. The best

priors were selected based on those which obtained the highest value of Equation 6.7 upon con-

vergence. All posteriors were obtained via Stochastic Gradient Variational Bayes [Kingma and

Welling, 2014b], and the posterior mean was used to calculate test performance in all cases.

�alitativeAnalysis. I begin by performing visual inspection of the invariant priors. I do this by
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Test Error (%)
SVM [Larochelle et al., 2007] 10.38
Bayesian Neural Net w/ N(0, .0025) prior 10.08
Neural Net w/ Dropout 8.85
CNN [Cohen and Welling, 2016] 5.03
Bayesian Neural Net w/ Invariant Prior (Factorized Gaussian) 9.41
Bayesian Neural Net w/ Invariant Prior (Mixture of Three Gaussians) 8.29
Rotation-Invariant RBM [Sohn and Lee, 2012] 4.20
Rotation-Aware ConvRBM [Schmidt and Roth, 2012] 3.98
Group Equivariant CNN [Cohen and Welling, 2016] 2.28
Harmonic Networks [Worrall et al., 2017] 1.69

Table 6.1: Rotated MNIST. Test classification error on a data set of rotated hand-wri�en digits
[Larochelle et al., 2007]. The first four models (from the top) have no notion of rotation, the next
two have rotation invariant priors (ours), and the last two have rotations explicitly parameterized
in the model and represent the current state-of-the-art.

learning an implicit prior (one-hidden-layer NN, 1000 hidden units) for the two weight matrices

of a one-hidden-layer NN with 500 hidden units. I trained the prior on the MNIST data set under

dropout and rotation perturbations (separately).

Samples from the prior on the first layer weights are shown in Figure 6.1. Subfigure (a) shows

filter samples from the prior learned under dropout noise. The weights near the center of the

image are conspicuously lower (i.e. darker) than those on the edges. This is expected, as placing

low-weights on frequently active features reduces the e�ect of dropping out those features. Wa-

ger et al. [2013] come to a similar conclusion: dropout penalizes the weights of rare features less

harshly than it does those of common features. Subfigure (b) shows the filter samples learned

under rotation perturbations. We see they exhibit spiral transformations, which is expected since

being rotation invariant would require that features similar distances from the image center re-

ceive near equal weight.

�antitative Analysis. Next I quantitatively analyze the invariance properties of the priors. I

quantify invariance based on the the proposed objective’s KLD term, i.e. Epλ(θ)EqζKLD[ p(y|x,θ) || p(y|x̃,θ) ].

I calculate this quantity by drawing a sample from the prior, drawing a sample perturbation, and
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Test Error (%)
Logistic Regression w/ L2 14.22∗

Bayesian Logistic Regression w/ N(0, .25) prior 14.19∗

Transductive SVM 13.98
Logistic Regression w/ MC Dropout 12.83∗

Logistic Regression w/ CF Dropout 11.90
Bayesian Logistic Regression w/ Invariant Prior (Factorized Gaussian) 11.93
Bayesian Logistic Regression w/ Invariant Prior (Mixture of Three Gaussians) 11.81

Table 6.2: IMDB Sentiment Analysis. Test classification error on the (large) IMDB sentiment analy-
sis data set [Maas et al., 2011]. ∗ indicates a method was trained without the unlabeled examples.
MC: Monte Carlo, CF : Closed-Form.

computing the KLD between the unperturbed and perturbed models with the sampled param-

eters and perturbation. I repeat the process 500 times and average the runs to obtain the final

result. Again, the model I used for the experiment was a one-hidden-layer NN (500 hidden units)

and the data set was MNIST undergoing dropout and rotation perturbations.

I trained three forms of invariant priors—a factorized Gaussian (green), a three-component mix-

ture of factorized Gaussians (blue), and an implicit prior (red) parameterized by a one-hidden-

layer NN (1000 hidden units)—and compare them to a standard Normal prior (pink) and a factor-

ized Gaussian posterior (black) in Figure 6.2. The Gaussian posterior was obtained by training

the network on MNIST with stochastic perturbations sampled for each forward pass. We see

that, in the case of dropout (Subfigure a), all learned priors are markedly more robust to dropout

noise than the two Gaussian baselines. The Gaussian mixture and implicit priors remain in-

variant at even a high noise level (> 0.8), showing only a slight upward trend. In the case of

rotation (Subfigure b), the factorized Gaussian posterior and invariant prior have nearly identi-

cal invariance, but again the implicit and mixture invariant priors are notably robust across all

perturbation levels.

Fully-Supervised Classification. Next I report results on (fully) supervised classification ex-

periments on the rotated MNIST data set [Larochelle et al., 2007], which consists of 12,000 train-
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ing images and 50,000 test images. 2,000 images were used as a validation set and recombined

into the training set to obtain the final test performance, following [Cohen and Welling, 2016,

Larochelle et al., 2007]. I trained three Bayesian NNs (NNs)—one with a standard Normal prior

(variance chosen by validation set), one with a factorized Gaussian rotation invariant prior, and

one with a mixture of Gaussians (K = 3) rotation invariant prior—and a NN with Bernoulli(.5)

dropout. All networks had two hidden layers with 2,750 units each.

Test set classification error is shown in Table 6.1. The table is divided into three sections: the

first has no concept of rotation, the second has a rotation invariant prior, and the third has

rotation-invariance built into the data model. We see that the invariant priors allow the Bayesian

NNs to perform comparably to (factortized Gaussian) or be�er than (mixture of Gaussians) all

of the models with no built-in concept of rotation except the Convolutional NN. However, the

performance gap between the models with invariant priors and models with rotations explicitly

parameterized (bo�om four) is still considerable. I conjecture that the gap is due to the prior

learning coarse rotational invariance. To elaborate, the filters preferred by the prior (Figure 1

(b)) do not exhibit the fine, digit-specific rotated edge detectors learned by the parameterized

models, as seen in Schmidt and Roth [2012]. The ability to learn these refined rotations likely

boosts performance considerably. Moreover, these models have been extensively hand-cra�ed

to be rotationally invariant while my method is general and requires no additional e�ort from

the modeler.

Semi-Supervised Classification. Lastly I report results on semi-supervised classification ex-

periments on the large IMDB data set [Maas et al., 2011], which consists of 50,000 unlabeled

examples and 25,000 for training and testing each. 5,000 of the training examples were used as

a validation set. I trained several Bayesian and non-Bayesian logistic regression models, includ-

ing one with the closed-form (CF) dropout penalty proposed by Wager et al. [2013]2. I used the

unlabeled data to train dropout invariant priors as well as the CF dropout penalty.

2The error is higher than what is reported by Wager et al. [2013] due to using unigrams and a smaller vocabulary
(20,000 words).
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Test set classification error is shown in Table 6.2. The Bayesian logistic regression model with

a Gaussian mixture invariant prior achieves the lowest error rate, even besting the closed-form

dropout penalty, which has the ability to learn the regularization and data model jointly. I con-

jecture that invariant priors were able to achieve be�er comparative performance in this se�ing

because dropout is a simpler perturbation.

6.7 Conclusions

I have proposed an optimization objective (Equation 6.7) for learning priors that represent known

invariance constraints. When the objective has an analytical solution (Section 6.3), we see that

the resulting distribution is sensible and that both the objective’s components are necessary.

Experimentally, I demonstrated use of the prior results in be�er performance than when the

invariance is not accounted for. Only models extensively hand-cra�ed for the invariance se�ing

outperformed use of my proposed prior. This work, I believe, represents an important first step

in allowing subjective priors to be specified for modern, large-scale Bayesian models.
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Chapter 7

Nonparametric Priors for Density

Networks

There is a concept which corrupts and

upsets all others. I refer not to Evil,

whose limited realm is that of ethics; I

refer to the infinite.

Jorge Luis Borges

Avatars of the Tortoise

Deep generative models trained via stochastic gradient variational Bayes (SGVB) [Kingma and

Welling, 2014b, Rezende et al., 2014] e�iciently couple the expressiveness of deep neural net-

works with the robustness to uncertainty of probabilistic latent variables. This combination

has lead to their success in tasks ranging from image generation [Gregor et al., 2015, Rezende

et al., 2016] to semi-supervised learning [Kingma et al., 2014, Maaløe et al., 2016] to language

modeling [Bowman et al., 2016]. Various extensions to SGVB have been proposed [Burda et al.,

2016, Maaløe et al., 2016, Salimans et al., 2015], but one conspicuous absence is an extension to

Bayesian nonparametric processes. Using SGVB to perform inference for nonparametric distri-
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butions is quite a�ractive. For instance, SGVB allows for a broad class of non-conjugate approx-

imate posteriors and thus has the potential to expand Bayesian nonparametric models beyond

the exponential family distributions to which they are usually confined. Moreover, coupling non-

parametric processes with neural network inference models equips the networks with automatic

model selection properties such as a self-determined width, which I explore in this chapter.

I make progress on this problem by first describing how to use SGVB for posterior inference for

the weights of stick-breaking processes1 [Ishwaran and James, 2001]. This is not a straightfor-

ward task as the beta distribution, the natural choice for an approximate posterior, does not have

the di�erentiable non-centered parametrization that SGVB requires. I bypass this obstacle by

using the li�le-known Kumaraswamy distribution [Kumaraswamy, 1980].

Using the Kumaraswamy as an approximate posterior, I then reformulate two popular deep gen-

erative models—the variational autoencoder [Kingma and Welling, 2014b] and its semi-supervised

variant (model M2 proposed by Kingma et al. [2014])—into their nonparametric analogs. These

models perform automatic model selection via an infinite capacity hidden layer that employs

as many stick latent variables as the data requires. I experimentally show that, for data sets of

natural images, stick-breaking priors improve upon previously proposed deep generative models

by having a latent representation that be�er preserves class boundaries and provides beneficial

regularization for semi-supervised learning.

7.1 Stick-Breaking Processes

First I define stick-breaking processes with the ultimate goal of using their weights for the VAE’s

prior p(z). A random measure is referred to as a stick-breaking prior (SBP) [Ishwaran and James,

2001] if it is of the form G(·) =
∑∞

k=1 πkδζk where δζk is a discrete measure concentrated at

ζk ∼ G0, a draw from the base distribution G0 [Ishwaran and James, 2001]. The πks are random
1The work in this chapter is a combination of Nalisnick and Smyth [2017c] and Nalisnick et al. [2016]
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weights independent of G0, chosen such that 0 ≤ πk ≤ 1, and
∑

k πk = 1 almost surely. SBPs

have been termed as such because of their constructive definition known as the stick-breaking

process [Sethuraman, 1994]. Mathematically, this definition implies that the weights can be

drawn according to the following iterative procedure:

πk =


v1 if k = 1

vk
∏

j<k(1− vj) for k > 1

(7.1)

where vk ∼ Beta(α, β). When vk ∼ Beta(1, α0), then we have the stick-breaking construction

for the Dirichlet Process [Ferguson, 1973]. In this case, the name for the joint distribution over the

infinite sequence of stick-breaking weights is the Gri�iths, Engen and McCloskey distribution

with concentration parameter α0 [Pitman, 2002]: (π1, π2, . . .) ∼ GEM(α0).

7.2 SGVB for GEM Random Variables

Having covered the relevant background material, I now discuss the first contribution of this

chapter, using Stochastic Gradient Variational Bayes for the weights of a stick-breaking process.

I focus on performing inference for just the series of stick-breaking weights, which I refer to as

GEM random variables a�er their joint distribution.

7.2.1 Composition of Gamma Random Variables

In the original SGVB paper, Kingma and Welling [2014b] suggest representing the Beta distri-

bution as a composition of Gamma random variables by using the fact v ∼ Beta(α, β) can be

sampled by drawing Gamma variables x ∼ Gamma(α, 1), y ∼ Gamma(β, 1) and composing

them as v = x/(x+y). However, this representation still does not admit a DNCP as the Gamma

distribution does not have one with respect to its shape parameter. Knowles [2015] suggests that
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when the shape parameter is near zero, the following asymptotic approximation of the inverse

CDF is a suitable DNCP:

F−1(û) ≈ (ûaΓ(a))
1
a

b
(7.2)

for û ∼ Uniform(0, 1), shape parameter a, and scale parameter b. This approximation becomes

poor as a increases, however, and Knowles recommends a finite di�erence approximation of the

inverse CDF when a ≥ 1.

7.2.2 The Kumaraswamy Distribution

Another candidate posterior is the li�le-known Kumaraswamy distribution [Kumaraswamy, 1980].

It is a two-parameter continuous distribution also on the unit interval with a density function

defined as

Kumaraswamy(x; a, b) = abxa−1(1− xa)b−1 (7.3)

for x ∈ (0, 1) and a, b > 0. In fact, if a = 1 or b = 1 or both, the Kumaraswamy and Beta

are equivalent, and for equivalent parameter se�ings, the Kumaraswamy resembles the Beta

albeit with higher entropy. The DNCP we desire is the Kumaraswamy’s closed-form inverse

CDF. Samples can be drawn via the inverse transform:

x ∼ (1− u
1
b )

1
a where u ∼ Uniform(0, 1). (7.4)

Not only does the Kumaraswamy make sampling easy, its KL-divergence from the Beta can be

closely approximated in closed-form (for ELBO computation).
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(a) Finite Dimensional (b) Infinite Dimen-
sional (c) The Stick-Breaking Variational Autoencoder.

Figure 7.1: Subfigures (a) and (b) show the plate diagrams for the relevant latent variable models.
Solid lines denote the generative process and dashed lines the inference model. Subfigure (a)
shows the finite dimensional case considered in [Kingma and Welling, 2014b], and (b) shows the
infinite dimensional case of our concern. Subfigure (c) shows the feedforward architecture of the
Stick-Breaking Autoencoder, which is a neural-network-based parametrization of the graphical
model in (b).

7.2.2.1 Gauss-Logit Parametrization

Another promising parametrization is inspired by the Probit Stick-Breaking Process [Rodriguez

and Dunson, 2011]. In a two-step process, we can draw a Gaussian and then use a squashing

function to map it on (0, 1):

v̂k = g(µk + σkε) (7.5)

where ε ∼ N(0, 1). In the Probit SBP, g(·) is taken to be the Gaussian CDF, and it is chosen as

such for posterior sampling considerations. This choice is impractical for our purposes, however,

since the Gaussian CDF does not have a closed form. Instead, I use the logistic function g(x) =

1/(1 + e−x).

7.3 Stick-Breaking Variational Autoencoders

Given the discussion above, I now propose the following novel modification to the VAE. Instead

of drawing the latent variables from a Gaussian distribution, I draw them from the GEM distri-
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bution, making the hidden representation an infinite sequence of stick-breaking weights. I term

this model a Stick-Breaking Variational Autoencoder (SB-VAE) and below detail the generative

and inference processes implemented in the decoding and encoding models respectively.

7.3.1 Generative Process

The generative process is nearly identical to previous VAE formulations. The crucial di�erence

is that we draw the latent variable from a stochastic process, the GEM distribution. Mathemat-

ically, the hierarchical formulation is wri�en as

πi ∼ GEM(α0) , xi ∼ pθ(xi|πi) (7.6)

where πi is the vector of stick-breaking weights and α0 is the concentration parameter of the

GEM distribution. The likelihood model pθ(xi|πi) is a density network as described in Section

2.2.2.

7.3.2 Inference

The inference process—how to draw πi ∼ qφ(πi|zi)—requires modification from the standard

VAE’s in order to sample from the GEM’s stick-breaking construction. Firstly, an inference net-

work computes the parameters of theK fraction distributions and samples values vi,k according

to one of the parametrizations in Section 7.2. Next, a linear-time operation composes the stick

segments from the sampled fractions:

πi = (πi,1, πi,2, . . . , πi,K) =

(
vi,1, vi,2(1− vi,1), . . . ,

K−1∏
j=1

(1− vi,j)

)
. (7.7)
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The computation path is summarized in Figure 7.1 (c) with arrows denoting the direction of

feedforward computation. The gray blocks represent any deterministic function that can be

trained with gradient descent—i.e. one or more neural network layers. Optimization of the SB-

VAE is done just as for the VAE, by optimizing Equation 2.31 w.r.t. φ and θ. The KL divergence

term can be computed (or closely approximated) in closed-form for all three parametrizations

under consideration.

An important detail is that theKth fraction vi,K is always set to one to ensure the stick segments

sum to one. This truncation of the variational posterior does not imply that we are using a finite

dimensional prior. As explained by Blei and Jordan [2006], the truncation level is a variational

parameter and not part of the prior model specification. Truncation-free posteriors have been

proposed, but these methods use split-and-merge steps [Hughes et al., 2015] or collapsed Gibbs

sampling, both of which are not applicable to the models I consider. Nonetheless, because SGVB

imposes few limitations on the inference model, it is possible to have an untruncated posterior. I

conducted exploratory experiments using a truncation-free posterior by adding extra variational

parameters in an on-line fashion, initializing new weights if more than 1% of the stick remained

unbroken. However, I found this made optimization slower without any increase in performance.

7.3.3 Semi-Supervised Model

I also propose an analogous approach for the semi-supervised relative of the VAE, the M2 model

described by Kingma et al. [2014]. A second latent variable yi is introduced that represents a

class label. Its distribution is the categorical one: qφ(yi|xi) = Cat(y|gy(xi)) where gy is a non-

linear function of the inference network. Although y’s distribution is wri�en as independent of z,

the two share parameters within the inference network and thus act to regularize one another.

I assume the same factorization of the posterior and use the same objectives as in the finite

dimensional version [Kingma et al., 2014]. Since yi is present for some but not all observations,
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semi-supervised DGMs need to be trained with di�erent objectives depending on whether the

label is present or not. If the label is present, following Kingma et al. [2014] we optimize

J̃ (θ,φ; xi, yi) =
1

S

S∑
s=1

log pθ(xi|πi,s, yi)−KL(qφ(πi|xi)||p(πi;α0)) + log qφ(yi|xi) (7.8)

where log qφ(yi|xi) is the log-likelihood of the label. And if the label is missing, we optimize

J̃ (θ,φ; xi) =
1

S

S∑
s=1

∑
yj

qφ(yj|xi) [log pθ(xi|πi,s, yj)] + H[qφ(y|xi)]

−KL(qφ(πi|xi)||p(πi;α0))

(7.9)

where H[qφ(yi|xi)] is the entropy of y’s variational distribution.

7.3.4 Related Work

To the best of my knowledge, neither SGVB nor any of the other recently proposed amortized

VI methods [Kingma and Welling, 2014a, Rezende and Mohamed, 2015, Rezende et al., 2014,

Tran et al., 2016] have been used in conjunction with BNP priors. There has been work on using

nonparametric posterior approximations—in particular, the Variational Gaussian Process [Tran

et al., 2016]—but in that work the variational distribution is nonparametric, not the generative

model. Moreover, I am not aware of prior work that uses SGVB for Beta (or Beta-like) random

variables.

In regard to the autoencoder implementations I describe, they are closely related to the existing

work on representation learning with adaptive latent factors—i.e. where the number of latent

dimensions grows as the data necessitates. The best known model of this kind is the infinite

binary latent feature model defined by the Indian Bu�et Process [Ghahramani and Gri�iths,

2005]; but its discrete latent variables prevent this model from admi�ing fully di�erentiable in-

ference. Recent work that is much closer in spirit is the Infinite Restricted Boltzmann Machine
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(iRBM) [Côté and Larochelle, 2016], which has gradient-based learning, expands its capacity

by adding hidden units, and induces a similar ordering on latent factors. The most significant

di�erence between the SB-VAE and the iRBM is that the la�er’s nonparametric behavior arises

from a particular definition of the energy function of the Gibbs distribution, not from an infi-

nite dimensional Bayesian prior. Lastly, my training procedure bears some semblance to Nested

Dropout [Rippel et al., 2014], which removes all hidden units at an index lower than some thresh-

old index. The SB-VAE can be seen as performing so� nested dropout since the latent variable

values decrease as their index increases.

7.3.5 Experiments

I analyze the behavior of the three parametrizations of the SB-VAE and examine how they com-

pare to the Gaussian VAE. I do this by examining their ability to reconstruct the data (i.e. density

estimation) and to preserve class structure. Following the original DGM papers [Kingma et al.,

2014, Kingma and Welling, 2014b, Rezende et al., 2014], I performed unsupervised and semi-

supervised tasks on the following image datasets: Frey Faces2, MNIST, MNIST+rot, and Street

View House Numbers3 (SVHN). MNIST+rot is a dataset I created by combining MNIST and ro-

tated MNIST4 for the purpose of testing the latent representation under the conjecture that the

rotated digits should use more latent variables than the non-rotated ones.

Complete implementation and optimization details can be found in the code repository5. In all

experiments, to best isolate the e�ects of Gaussian versus stick-breaking latent variables, the

same architecture and optimization hyperparameters were used for each model. The only dif-

ference was in the prior: p(z) = N(0,1) for Gaussian latent variables and p(v) = Beta(1, α0)

(Dirichlet process) for stick-breaking latent variables. I cross-validated the concentration pa-

2Available at http://www.cs.nyu.edu/∼roweis/data.html
3Available at http://ufldl.stanford.edu/housenumbers/
4Available at http://www.iro.umontreal.ca/∼lisa/twiki/bin/view.cgi/Public/MnistVariations
5Theano implementations available at https://github.com/enalisnick/stick-breaking

dgms
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rameter over the range α0 ∈ {1, 3, 5, 8}. The Gaussian model’s performance potentially could

have been improved by cross validating its prior variance. However, the standard Normal prior

is widely used as a default choice [Bowman et al., 2016, Gregor et al., 2015, Kingma et al., 2014,

Kingma and Welling, 2014b, Rezende et al., 2014, Salimans et al., 2015], and my goal is to exper-

imentally demonstrate that a stick-breaking prior is a competitive alternative.

7.3.5.1 Unsupervised

I first performed unsupervised experiments testing each model’s ability to recreate the data as

well as preserve class structure (without having access to labels). The inference and generative

models both contained one hidden layer of 200 units for Frey Faces and 500 units for MNIST and

MNIST+rot. For Frey Faces, the Gauss VAE had a 25 dimensional (factorized) distribution, and

I set the truncation level of the SB-VAE also to K = 25, so the SB-VAE could use only as many

latent variables as the Gauss VAE. For the MNIST datasets, the latent dimensionality/truncation-

level was set at 50. Cross-validation chose α0 = 1 for Frey Faces and α0 = 5 for both MNISTs.

Density Estimation. In order to show each model’s optimization progress, Figure 7.2 (a), (b),

and (c) report test expected reconstruction error (i.e. the first term in the ELBO) vs training

progress (epochs) for Frey Faces, MNIST, and MNIST+rot respectively. Optimization proceeds

much the same in both models except that the SB-VAE learns at a slightly slower pace for all

parametrizations. This is not too surprising since the recursive definition of the latent variables

likely causes coupled gradients.

I compare the final converged models in Table 7.1, reporting the marginal likelihood of each

model via the MC approximation log p(xi) ≈ log 1
S

∑
s p(xi|ẑi,s)p(ẑi,s)/q(ẑi,s) using 100 sam-

ples. The Gaussian VAE has a be�er likelihood than all stick-breaking implementations (∼ 96

vs ∼ 98). Between the stick-breaking parametrizations, the Kumaraswamy outperforms both

the Gamma and Gauss-Logit on both datasets, which is not surprising given the others’ flaws.

113



0 50 100 150 200 250 300 350
Training Epoch

0

200

400

600

800

1000

1200

1400
(E

x
p
e
ct

e
d
) 

R
e
co

n
st

ru
ct

io
n
 E

rr
o
r

Gamma-SB VAE
Logit-SB VAE
Kumar-SB VAE
Gauss VAE

(a) Frey Faces
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(b) MNIST
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(c) MNIST+rot

Figure 7.2: Subfigure (a) shows test (expected) reconstruction error vs training epoch for the SB-
VAE and Gauss VAE on the Frey Faces dataset, subfigure (b) shows the same quantities for the
same models on the MNIST dataset, and subfigure (c) shows the same quantities for the same
models on the MNIST+rot dataset.

− log p(xi)
Model MNIST MNIST+rot

Gauss VAE 96.80 108.40
Kumar-SB VAE 98.01 112.33
Logit-SB VAE 99.48 114.09
Gamma-SB VAE 100.74 113.22

Table 7.1: Marginal likelihood results (estimated) for Gaussian VAE and the three parametriza-
tions of the Stick-Breaking VAE.

Given this result, I used the Kumaraswamy parametrization for all subsequently reported ex-

periments. Note that the likelihoods reported are worse than the ones reported by Burda et al.

[2016] because my training set consisted of 50k examples whereas theirs contained 60k (training

and validation).

I also investigated whether the SB-VAE is using its adaptive capacity in the manner I expect, i.e.,

the SB-VAE should use a larger latent dimensionality for the rotated images in MNIST+rot than

it does for the non-rotated ones. I examined if this is the case by tracking how many ‘breaks’ it

took the model to deconstruct 99% of the stick. On average, the rotated images in the training

set were represented by 28.7 dimensions and the non-rotated by 27.4. Furthermore, the rotated

images used more latent variables in eight out of ten classes. Although the di�erence is not as

large as I was expecting, it is statistically significant. Moreover, the di�erence is made smaller
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(a) SB-VAE: MNIST Samples Drawn from Prior
(b) Gauss VAE: MNIST Sam-
ples Drawn from Prior

Figure 7.3: Subfigure (a) depicts samples from the SB-VAE trained on MNIST. I show the ordered,
factored nature of the latent variables by sampling from Dirichlet’s of increasing dimensionality.
Subfigure (b) depicts samples from the Gauss VAE trained on MNIST.

by the non-rotated one digits, which use 32 dimensions on average, the most for any class. The

non-rotated average decreases to 26.3 when ones are excluded.

Figure 7.3 (a) shows MNIST digits drawn from the SB-VAE by sampling from the prior—i.e. vk ∼

Beta(1, 5), and Figure 7.3 (b) shows Gauss VAE samples for comparison. SB-VAE samples using

all fi�y dimensions of the truncated posterior are shown in the bo�om block. Samples from

Dirichlets constrained to a subset of the dimensions are shown in the two columns in order to

test that the latent features are concentrating onto lower-dimensional simplices. This is indeed

the case: adding a latent variable results in markedly di�erent but still coherent samples. For

instance, the second and third dimensions seem to capture the 7-class, the fourth and fi�h the

6-class, and the eighth the 5-class. The seventh dimension seems to model notably thick digits.

Discriminative �alities. The discriminative qualities of the models’ latent spaces are as-

sessed by running a k-Nearest Neighbors classifier on (sampled) MNIST latent variables. Results

are shown in the table in Figure 7.4 (a). The SB-VAE exhibits conspicuously be�er performance

than the Gauss VAE at all choices of k, which suggests that although the Gauss VAE converges to

a be�er likelihood, the SB-VAE’s latent space be�er captures class structure. I also report results

for two Gaussian mixture VAEs: Dilokthanakul et al. [2016]’s Gaussian mixture Variational Au-
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k=3 k=5 k=10

SB-VAE 9.34 8.65 8.90

DLGMM 9.14 8.38 8.42
Gauss VAE 28.4 20.96 15.33
Raw Pixels 2.95 3.12 3.35

GMVAE6 — 8.96 —

(a) MNIST: Test error for kNN on latent
space

t-SNE EmEeddLng of StLcN-BreaNLng VAE'V Latent SSace

(b) MNIST SB-VAE

t-SNE EmEeddLng of StLcN-BreaNLng VAE'V Latent SSace

(c) MNIST Gauss VAE

Figure 7.4: Subfigure (a) shows results of a kNN classifier trained on the latent representations
produced by each model. Subfigures (b) and (c) show t-SNE projections of the latent represen-
tations learned by the SB-VAE and Gauss VAE respectively.

toencoder (GMVAE) and Nalisnick et al. [2016]’s Deep Latent Gaussian Mixture Model (DLGMM).

The GMVAE6 has sixteen mixture components and the DLGMM has five, and hence both have

many more parameters than the SB-VAE. Despite the SB-VAE’s lower capacity, we see that its

performance is competitive to the mixture VAEs’ (8.65 vs 8.38/8.96).

The discriminative qualities of the SB-VAE’s latent space are further supported by Figures 7.4

(b) and (c). t-SNE was used to embed the Gaussian (c) and stick-breaking (b) latent MNIST

representations into two dimensions. Digit classes (denoted by color) in the stick-breaking latent

space are clustered with noticeably more cohesion and separation.

Combating Decoder Pruning. The ‘component collapsing’ behavior of the variational autoen-

coder has been well noted [Maaløe et al., 2016]: the model will set to zero the outgoing weights

of latent variables that remain near the prior. Figure 7.5 (a) depicts this phenomenon for the

Gauss VAE by plo�ing the KL divergence from the prior and outgoing decoder weight norm for

each latent dimension. We see the weights are only nonzero in the dimensions in which there is

posterior deviation. Ostensibly the model receives only sampling noise from the dimensions that

remain at the prior, and se�ing the decoder weights to zero quells this variance. While the be-

havior of the Gauss VAE is not necessarily improper, all examples are restricted to pass through

6The GMVAE’s evaluation is di�erent from performing kNN. Rather, test images are assigned to clusters and
whole clusters are given a label. Thus results are not strictly comparable but the ultimate goal of unsupervised
MNIST classification is the same.
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(a) Gauss VAE (b) Stick-Breaking VAE

Figure 7.5: Sparsity in the latent representation vs in the decoder network. The Gaussian VAE
‘turns o�’ unused latent dimensions by se�ing the outgoing weights to zero (in order to dispel
the sampled noise). The SB VAE, on the other hand, also has sparse representations but without
decay of the associated decoder weights.

the same latent variables. A sparse-coded representation—one having few active components

per example (like the Gauss VAE) but diversity of activations across examples–would likely be

be�er.

I compare the activation pa�erns against the sparsity of the decoder for the SB-VAE in Figure 7.5

(b). Since KL-divergence doesn’t directly correspond to sparsity in stick-breaking latent variables

like it does for Gaussian ones, the black lines denote the average activation value per dimension.

Similarly to (a), blue lines denoted the decoder weight norms, but they had to be down-scaled by

a factor of 100 so they could be visualized on the same plot. The SB-VAE does not seem to have

any component collapsing, which is not too surprising since the model can set latent variables

to zero to deactivate decoder weights without being in the heart of the prior. I conjecture that

this increased capacity is the reason stick-breaking variables demonstrate be�er discriminative

performance in many of my experiments.

7.3.5.2 Semi-Supervised

I also performed semi-supervised classification, replicating and extending the experiments in the

original semi-supervised DGMs paper [Kingma et al., 2014]. I used the MNIST, MNIST+rot, and

SVHN datasets and reduced the number of labeled training examples to 10%, 5%, and 1% of the

total training set size. Labels were removed completely at random and as a result, class imbalance
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MNIST (N=45,000) MNIST+rot (N=70,000) SVHN (N=65,000)
10% 5% 1% 10% 5% 1% 10% 5% 1%

SB-DGM 4.86±.14 5.29±.39 7.34±.47 11.78±.39 14.27±.58 27.67±1.39 32.08±4.00 37.07±5.22 61.37±3.60
Gauss-DGM 3.95±.15 4.74±.43 11.55±2.28 21.78±.73 27.72±.69 38.13±.95 36.08±1.49 48.75±1.47 69.58±1.64
kNN 6.13±.13 7.66±.10 15.27±.76 18.41±.01 23.43±.01 37.98±.01 64.81±.34 68.94±.47 76.64±.54

Table 7.2: Percent error on three semi-supervised classification tasks with 10%, 5%, and 1% of
labels present for training. The DGM with stick-breaking latent variables (SB-DGM) is compared
with a DGM with Gaussian latent variables (Gauss-DGM), and a k-Nearest Neighbors classifier
(k=5).

was all but certainly introduced. Similarly to the unsupervised se�ing, I compared DGMs with

stick-breaking (SB-DGM) and Gaussian (Gauss-DGM) latent variables against one another and

a baseline k-Nearest Neighbors classifier (k=5). I used 50 for the latent variable dimensionality /

truncation level. The MNIST networks use one hidden layer of 500 hidden units. The MNIST+rot

and SVHN networks use four hidden layers of 500 units in each. The last three hidden layers

have identity function skip-connections. Cross-validation chose α0 = 5 for MNISTs and α0 = 8

for SVHN.

�antitative Evaluation. Table 7.2 shows percent error on a test set when training with the

specified percentage of labeled examples. We see the the SB-DGM performs markedly be�er

across almost all experiments. The Gauss-DGM achieves a superior error rate only on the easiest

tasks: MNIST with 10% and 5% of the data labeled.

7.4 Latent Dirichlet Process Mixtures

I now describe a novel modification of the DLGM/VAE in which I use a Gaussian mixture model

(GMM) as the prior and approximate posterior. I modify the generative process to be πi ∼

Dir(α) , zi ∼
∑K

k=1 πi,kN(z;θk) , xi ∼ pθ(x|zi) where pθ(x|zi) is the density network. I assume
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the posterior factorizes as

q(π, z|xi) = q(π|xi)q(z|πi,xi) =
∏
K−1

Kumar(ai,k, bi,k)
K∑
k=1

πi,kNθk(z|xi)

where Kumar(a,b) denotes the Kumaraswamy distribution [Jones, 2009]. Notice that we bypass

the complication of sampling valid mixture weights πi by, firstly, using the Dirichlet’s marginal

(aka ‘stick-breaking’) construction and, secondly, employing the Kumaraswamy as the approxi-

mate posterior for the Dirichlet’s marginal Betas. The Kumaraswamy has a closed-form inverse

CDF that can serve as a valid di�erentiable non-centered parametrization (DNCP) [Nalisnick and

Smyth, 2017c] whereas the Beta has no such DNCP. Having defined the prior and posterior, we

now can write the SGVB evidence lowerbound (ELBO) for this model as:

LSGVB =
∑
k

µπk [
1

S

∑
s

log pθ(xi|ẑi,k,s) + Eqk [log p(zi)]]

− KLD[q(πk|xi)||p(πk)]−
1

S

∑
s

log
∑
k

π̂i,k,sq(ẑi,k,s;φk)

(7.10)

where π̂ and ẑ are S samples taken via non-centered parametrizations and µπk is the mean of the

posterior weight distribution. This model has the benefit of relatively straightforward DNCPs

but has the drawback of needing to run the density network (‘decoder’) K times, where K is

the number of components, for each forward pass. This expensive marginalization is required

because of the di�iculty in sampling from the mixture directly, i.e. z ∼
∑

k πkqk(z)7.

The computation path of the the proposed DLGMM is summarized in Figure 7.6. The inference

network computes the parameters of theK mixture components, and the density network is run

for a sample from each. The mixture weight, once sampled, is used nowhere in the computation

path to reconstruct the data. Rather its influence is in the ELBO, weighting each term according

to the corresponding component. Equation 7.10 can be extended to multiple stochastic layers,

7Alex Graves’ note Stochastic Backpropagation through Mixture Density Distributions describes a technique for
calculating gradients though samples from a mixture model, but I found the method requires many samples (100+)
of the latent variables and did not result in models with competitive marginal likelihoods.
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Figure 7.6: Computation graph of a Deep Latent
Gaussian Mixture Model (DLGMM). The inference
network computes the parameters of K mixture
components. The decoder network receives a sam-
ple from each and computes the reconstruction. The
recursive process by which the mixture weights πk
are generated is omi�ed.

but the density network must be runKs times, whereK is the number of components and s the

number of stochastic layers, for each forward pass.

As we are already using the Dirichlet’s stick-breaking construction, it is easy to extend the model

to infinite mixtures defined by the Dirichlet Process (assuming posterior truncation), i.e. G(·) =∑∞
k=1 πkδζk where δζk is a discrete measure concentrated at ζk ∼ G0 and the πks are, again,

random weights chosen independent of G0 such that 0 ≤ πk ≤ 1 and
∑

k πk = 1. The only

significant change is the prior on the Beta marginals. For all k, we have vi,k ∼ Beta(1, α0)

where α0 is the concentration parameter. I assume the variational posterior takes the same form

as above and is truncated to T components, as is usually done when performing variational

inference for DP mixtures [Blei and Jordan, 2006].

7.4.1 Experiments

I compared the proposed deep latent Gaussian mixture model (DLGMM) and deep latent Dirichlet

Process mixture model (DLDPMM) to the single-Gaussian VAE/DLGM (Gauss-VAE) [Kingma and

Welling, 2014b, Rezende et al., 2014] and the stick-breaking VAE (SB-VAE) Nalisnick and Smyth

[2017c] on the binarized MNIST dataset and Omniglot [Lake et al., 2015], using the pre-defined

train/valid/test splits. I optimized all models using AdaM [Kingma and Ba, 2014] with a learning

rate of 0.0003 (other parameters kept at their Tensorflow defaults), batch sizes of 100, and early

stopping with 30 look-ahead epochs. For the marginal likelihood results, all Gaussian priors are
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(a) µ = −1.5 (b) µ = 1.5

t-SNE EmEeddLng of StLcN-BreaNLng VAE'V Latent SSace

(c) Single Gaussian (d) Gaussian Mix. (K=5)

Figure 7.7: Subfigures (a) and (b) show samples from the two mixture components at the ex-
tremes of the latent space. Subfigures (c) and (d) show t-SNE embeddings of the Gauss-VAE and
DLGMM latent space (respectively).

standard Normals and all Dirichlets are symmetric, with α = 1, except for the DLDPMM, which

has α0 = 1.

�alitative evaluation. First I compared the models qualitatively by examining samples and

class distribution within the latent space. Samples from two components of a 5-component DL-

GMM are shown in Subfigures (a) and (b) of Figure 7.7. Normal priors were placed on the five

components with means set to µ = {−1.5,−.75, 0, .75, 1.5} and all variances set to one. The

samples are from the extremes of the prior, i.e. µ1 = −1.5 and µ5 = 1.5. We see that the DL-

GMM learned not only recognizable MNIST digits but also to divide their factors of variation

into di�erent parts of the latent space. Thin digits such as sevens are generated from the com-

ponent with the most negative prior mean and wide digits such as zeros are generated from the

component with the most positive prior mean. Also I visualized the MNIST class distribution

in the latent space via t-SNE projection. The 2D embeddings are shown in Figures 7.7 (c) and

(d) for the Gauss-VAE and DLGMM respectively; colors denote digit classes. The DLGMM’s la-

tent space exhibits conspicuously be�er clustering. I validate this observation empirically below

using kNN.

�antitative evaluation. I compared the models quantitatively using a k-Nearest Neighbors

(kNN) classifier on their latent space as well as by calculating the marginal likelihood of a held-

out set. Table (a) of Figure 7.8 reports MNIST test error for kNN classifiers trained on the latent
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k=3 k=5 k=10
DLGMM 9.14 8.38 8.42
SB-VAE 9.34 8.65 8.90
Gauss-VAE 28.4 20.96 15.33

(a) MNIST test error for kNN on latent
space

− log pθ(xi)
MNIST OMNIGLOT

DLGMM (500d-3x25s) 96.50 123.50
DLDPMM (500d-17tx25s) 96.91 123.76
Gauss-VAE (500d-25s) 96.80 119.18
SB-VAE (500d-25t) 98.01 −

(b) Estimated Marginal Likelihood

Figure 7.8: Subtable (a) shows MNIST test error for kNN classifiers trained on samples from the
latent distributions. Results for 3, 5, and 10 (k) neighbors are given. Each model was trained with
no label supervision. Subfigure (b) reports the (Monte Carlo) estimated marginal likelihood on
the test set.

space of the Gauss-VAE, a SB-VAE, and the proposed DLGMM. Note that none of these models

had access to labels during training. We see from the table that the DLGMM performs markedly

be�er than the Gauss-VAE—supporting our visual analysis above of the t-SNE projections—and

slightly be�er than the SB-VAE. Moreover, the DLGMM’s superior performance holds across all

number of neighbors tested (k = {3, 5, 10}).

Lastly, in Figure 7.8 (b) I report the (Monte Carlo) estimated marginal likelihood for the various

models on MNIST and Omniglot. The network architectures are given in parentheses: d denotes

a deterministic layer, s a stochastic layer, K× the number of mixture components, and t the

truncation level for the DP and SB models. I find that using a mixture latent space improves the

likelihood modestly for MNIST but not at all for Omniglot.

7.5 Conclusions

I have described how to employ the Kumaraswamy distribution to extend stochastic gradient

variational Bayes to the weights of stick-breaking Bayesian nonparametric priors. Using this de-

velopment I then defined deep generative models with infinite dimensional latent variables and

showed that their latent representations are more discriminative than those of the popular Gaus-
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sian variant. Moreover, the only extra computational cost is in assembling the stick segments, a

linear operation on the order of the truncation size. Not only are the ideas herein immediately

useful as presented, they are an important first-step to integrating black box variational infer-

ence and Bayesian nonparametrics, resulting in scalable models that have di�erentiable control

of their capacity. Furthermore, di�erentiable stick-breaking has the potential to increase the

dynamism and adaptivity of neural networks, a subject of recent interest [Graves, 2016], in a

probabilistically principled way.
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Chapter 8

Open Problems and Conclusions

That was it. That was really it. She knew

that she had told herself that that was it

only seconds earlier, but this was now the

final real ultimate it.

Douglas Adams

Dirk Gently’s Holistic Detective Agency

This dissertation has presented the fundamentals of Bayesian neural networks (Chapter 2), a

survey of the various priors used for the model (Chapter 3), and original work on Gaussian

scale mixture (Chapter 4), objective (Chapter 5), invariant (Chapter 6), and stick-breaking priors

(Chapter 7). I now part with some discussion of open problems and concluding thoughts.

8.1 Open Problems

While advancements in technology continually lighten the computational burden of training

and deploying neural networks, there exist some core challenges that cannot be readily solved
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by throwing more computation at the problem. I list some of them below, focusing in particular

on the interplay between optimization-based inference and latent structures without derivatives.

1. Inference Bo�lenecks: As mentioned previously, gradient-based methods currently are

the only viable optimization procedure for deep neural networks. This constraint then

necessarily follows to posterior inference, forcing variational methods to also be gradient-

based. This is not a problem for priors with continuous support, but many interesting

distributions—discrete, nonparameteric, structure-based—do not readily admit di�erenti-

ation and so considerable work needs to be done on gradient approximations. As automatic

di�erentiation and advances in probabilistic programming have allowed modelers to by-

pass deriving bespoke inference algorithms, cra�ing gradient approximations has become

the new-found bo�leneck in the model building pipeline. Variational optimization strate-

gies [Salimans et al., 2017] are perhaps the most intriguing work residing at the research

frontier. These methods can approximate a function’s gradient via perturbation, and while

a single perturbation is only marginally informative, the method can be parallelized to

get reliable estimates. Whether or not these methods are viable for a large class of non-

di�erentiable functions has yet to be determined. Fortunately, with the increased interest

in reinforcement learning, many people are now thinking hard about optimizing without

analytic derivatives.

2. Bayesian Reasoning Over Structures: Experiments have shown NNs to be sensitive

to the network architecture, and peak performance on tasks such as ImageNet has been

achieved only by careful specification of the filter sizes, residual blocks, pooling types, etc.

The Bayesian priors described can perform some reasoning over structure; for instance,

an automatic relevance determination (ARD) prior essentially prunes nodes. Moreover,

stick-breaking priors allow for network width to be adaptive. However, these priors over

structure are relatively limited, and it would be much more valuable if the Bayesian crank

could be applied to LSTM unit configurations, for instance. Work is ongoing in this direc-
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tion [Fortunato et al., 2017] but the gradient bo�leneck discussed above still presents a

strong headwind against progress.

3. Hybrid Models: Given the obstacles in non-di�erentiable inference and reasoning over

structures, researchers have shi�ed to hybrid models that support mixed inference strategies—

that is, composing neural networks with more traditional graphical models. Johnson et al.

[2016] made perhaps the first notable contribution to this research direction, but their

work is limited to conjugate updates for the latent graphical model. Subsequent work

by Lin et al. [2018] has already extended the method to non-conjugate updates. A re-

lated trend is composing models with high-capacity invertible transformations [Dinh et al.,

2017]. Switching out non-invertible neural networks for the invertible transformations in-

troduced by Dinh et al. [2017] can (with some thought) make inference exact on the latent

graphical structure. Gradient updates can then be run on the marginal likelihood to up-

date the transformations. Korshunova et al. [2018] use this idea to define an expressive

recurrent model for exchangeable data, with the exchangeability being guaranteed by a

student-t process (with closed-form inference).

4. Neural Nonparametrics: As researchers with Bayesian leanings have resorted to hybrid

models and mixed inference to incorporate structured stochastic variables, deep learning

researchers have formulated structured but still di�erentiable neural components, many

having nonparametric qualities. The foremost example is di�erentiable memory architec-

tures [Graves et al., 2016, Santoro et al., 2016, Sukhbaatar et al., 2015] that use a so� (i.e.

di�erentiable) read/write head to update and extract vectors from an external memory

unit. Architectures of this variety have found success in tasks with limited labeled data

[Santoro et al., 2016, Vinyals et al., 2016, Bartunov and Vetrov, 2018]. Similar ideas were

used by Graves [2016] to define an RNN that can self-determine its number of recursions

per time step, essentially giving it an unbounded depth. Linking these ‘neural nonparamet-

ric’ models with traditional Bayesian nonparametrics is an interesting research direction
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that might suggest (i) principled training algorithms for the neural models, (ii) neural-

network-based inference algorithms for traditional Bayesian nonparametric priors, and

(iii) novel neural network architectures based on more exotic nonparametric priors, such

as the Beta-GOS process [Airoldi et al., 2014].

8.2 Conclusions

Deep neural networks have triggered an influx of hope and hype to machine learning, and it is

important to keep grounded in the George-Box-ian view of the model building process [Box and

Tiao, 1973, Blei, 2014] (a.k.a. Box’s loop), I believe. For Bayesian models, the first step in that

loop is to specify knowledge via the prior. Neural networks make this specification hard, as I

have discussed, but that is no reason to give up on doing so. Work analyzing the relationship be-

tween optimization, priors, and approximate posteriors (e.g. [Ho�man and Johnson, 2016, Chen

et al., 2017, Tomczak and Welling, 2018]) has undoubtedly led us to a be�er understanding of

deep generative models and improved their empirical performance, but I fear that deriving pri-

ors solely by reverse engineering the ELBO can lead us away from principled model building.

However, I recognize the link between priors and inference is fundamental, and the most e�ica-

cious contributions will lie at this intersection, as I discuss in the open problems above. If I must

emphasize one point from this dissertation, it is: use the recent advances in variational inference

and optimization to help specify priors. When working with Bayesian neural networks, what

really ma�ers is the induced distribution on the model’s output, and hence we should optimize

this quantity directly (if only approximately). My work on reference (Chapter 5) and invariant

(Chapter 6) priors serves as humble but illustrative examples of doing just that.
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