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ABSTRACT OF THE DISSERTATION 

 

Carbon Nanotube and Graphene Biosensing with Liquid Potential Control 

By 

Jeffrey Jae Taulbee 

Doctor of Philosophy in Physics 

University of California, Irvine, 2021 

Professor Philip G. Collins, Chair 

 

 Bioelectronics is a rapidly expanding technology that has seen much success across the 

field of biosensing. This dissertation explores the biosensing application of graphene field-effect 

transistors (gFETs) and single-walled carbon nanotube field-effect transistors (SWCNT-FETs). 

Liquid potentials are methodically controlled throughout the experiments performed herein to 

demonstrate the importance of electrostatics in gFET sensor responses and biomolecular processes 

such as receptor-ligand binding and enzyme catalysis. 

After a brief introduction to the field of biosensing and current methods, the dissertation is 

organized into two halves.  Chapters 2 and 3 describe testing of a commercial gFET biosensor in 

a collaboration with Cardea, a startup company in San Diego, CA.  Chapters 4 and 5 describe 

single-molecule measurements of Taq polymerase using SWCNT-FETs. 

 Two main experiments were completed with the gFET biosensors.  First, Chapter 2 details 

measurements of interleukin-6 (IL-6) antibody-antigen binding. Measurements using externally 

applied liquid potentials ranging from -0.1 V to 0.4 V revealed that changes in source-drain current 

(Isd) previously attributed to specific antibody-antigen binding were instead a result of 

electrochemical charging effects. After proper characterization and subtraction of electrochemical 
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charging signals, changes in Isd due to antigen adsorption on the graphene surface were found to 

decrease monotonically from 0 % to -5 % with increasing applied potentials, indicating that applied 

liquid potentials play a critical role in sensor output signals and proper interpretation of those 

signals. 

 Chapter 3 describes the use of Cardea gFETs in the sensing of single-nucleotide 

polymorphisms (SNPs). This experiment involved immobilizing Cas9 molecules on gFET 

biosensors then incubating them with target-specific guide RNA (gRNA) related to sickle cell 

disease (SCD). When incubated with target genomic DNA, the gFET biosensor produced signals 

twice as large on average as when incubated with genomic DNA varying by a SNP, demonstrating 

successful discrimination between the two genomic DNA samples. Follow-up experiments instead 

using gRNA related to familial amyotrophic lateral sclerosis (fALS) achieved similar 

discrimination between genomic DNA varying by a SNP, as did experiments instead using a Cas9 

orthologue from Mycoplasma gallisepticum (MgaCas9). These results establish Cardea’s gFET 

biosensor as a viable platform for rapid and highly programmable SNP detection without the need 

for DNA amplification. 

 In the second half of this dissertation, SWCNT-FETs were used to study individual Taq 

polymerase molecules. Chapter 4 introduces the use of SWCNT-FETs as biosensors with 

experimental procedures, sample signals, and subsequent signal analysis methods specific to the 

study of Taq polymerase all contained therein. Various analyses confirmed the Poisson-like 

behavior of free-running Taq polymerase, with catalysis occurring at a rate of approximately 4 s-1 

at T = 27 °C. 

 Chapter 5 expands on the study of Taq with additional external potentials. Taq only 

generated electrical signals in a narrow 200-mV range of liquid potentials, Vlg. Outside that 
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potential range, the devices became quiet. Follow-up experiments showed that Taq polymerase 

catalysis deviated from its Poisson-like behavior when subjected to time-varying potentials with 

one boundary lying within the active range of Vlg and the other outside. More specifically, when 

subjected to time-varying potentials, Taq generated signals that lasted longer, occurred more 

frequently, and less randomly than when subjected to time-independent potentials. These results 

indicate the importance of external potential control in single-molecule SWCNT-FET studies and 

provide evidence that external potentials can even be tuned to influence the timing of enzyme 

motions. 
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Chapter 1  

Introduction 

 The utilization of physical sensors to better understand biological and chemical processes 

and interactions has been a fruitful multidisciplinary endeavor [1-3]. Over the past 60 years, 

biosensing research has contributed to everything from drug development and biomedicine to 

environmental monitoring [2,4,5]. Biosensing studies generally fall into one of two categories: 

ensemble studies and single-molecule studies. 

Beginning with a brief overview of current methods in ensemble studies, a few of the most 

widely used techniques are surface plasmon resonance (SPR), enzyme-linked immunosorbent 

assays (ELISA) and solid-state transistor biosensors. SPR is an optical technique that measures 

changes at the surface of a planar material, such as molecular adsorption or receptor-ligand 

binding, via plasmon generation [6,7]. SPR-based sensors often allow for long measurement 

durations and label-free detection but may require expensive materials or complex procedures to 

achieve high detection specificity [4,6,7]. In an ELISA, an antigen is immobilized on a microplate 

and then complexed with an antibody that is linked to a reporter enzyme, which produces a 

measurable product, via fluorescence or chemiluminescence for example, upon incubation with 

substrates. ELISA is a versatile method with a wide range of customizability but often requires 

careful experimental design to avoid nonspecific signal and false positives. Additionally, the 

required use of antibodies in ELISA comes with additional concerns regarding reagent instability. 

Lastly, solid-state transistor biosensors, such as the graphene field-effect transistors used in the 

work of this dissertation, measure changes in electrical properties of solid-state transistor devices 

in response to biomolecular interactions [4,8-12]. 
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Cardea, a small startup company in San Diego, California, has invented a solid-state 

transistor biosensor using graphene field-effect transistors (gFETs). Graphene has a unique 2D 

carbon nanostructure that can be functionalized using both covalent and noncovalent methods, 

which in combination with its large surface area, allow for a wide range of biosensing applications 

[10]. Studies have also shown that graphene is biocompatible with many biomolecules such as 

antibodies, enzymes, DNA, and proteins, depending on the graphene synthesis method [8,13-16]. 

The high sensitivity of graphene to electric fields makes it an ideal material for applications sensing 

charged biomolecules and biomolecular interactions [11,17]. Cardea’s gFET biosensors also do 

not require expensive additional reagents or biomolecular labeling as in other techniques such as 

SPR, ELISA, and fluorescent methods [16]. 

Cardea continues to refine their technology and explore more applications of their gFET 

biosensor in ensemble studies. Recently, Cardea has realized wafer-scale production of their gFET 

biosensors and subsequently tested device performance in a commercial biosensing application 

involving interleukin-6 (IL-6) antibody-antigen binding [12]. However, these batch-processed 

gFET biosensors still suffer from an array of defects including polymer contamination and 

graphene tearing, which leads to device-to-device biosensing variation. Nonetheless, Cardea’s 

gFET biosensors have been implemented in recent studies involving Zika virus detection and 

genomic DNA detection with CRISPR-Cas9 molecules and continue to find applications in 

ensemble biosensing [14,15]. 

One aspect of experiments using solid-state transistor biosensors, such as Cardea’s gFET 

biosensors, that is often overlooked is the role of applied potentials. Biosensing experiments using 

solid-state transistors are performed in electrolytic solutions. The electrolytic solution also serves 

as the gate electrode for the transistor and involves control of the liquid potential. In general, sensor 
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response optimization requires proper tuning of liquid potential, which varies between devices. 

The entire liquid potential drop occurs over a few ion layers at the channel-liquid interface where 

biomolecules are generally immobilized. Therefore, the liquid potential strongly dictates the 

electrostatic environment immediately surrounding the biomolecules. The applied potentials may 

affect both biological and non-biological processes and therefore need careful consideration when 

interpreting biosensing signals. 

The work described in the first half of this dissertation explored the device-to-device 

variation of Cardea’s gFET biosensors by measuring sensor outputs under a variety of liquid 

potentials, which led to improved signal processing and analysis methods to reduce or eliminate 

the variation in biosensing signals. With a better understanding of device-to-device variation and 

improved signal analysis methods, additional work using Cardea’s gFET biosensors expanded on 

the use of CRISPR-Cas9 molecules for successful detection of single-nucleotide polymorphisms 

(SNPs) in genomic DNA. 

Contrary to ensemble studies, single-molecule studies provide more detailed information 

of individual molecules such as conformational dynamics or molecular substructure. There are a 

handful of effective methods throughout single-molecule science. Fluorescence methods, such as 

Förster resonance energy transfer (FRET), utilize light emission of fluorophores to study 

biomolecular interactions and processes via fluorophore-labeling, often to observe conformational 

motions at the single-molecule level [2,18]. FRET has a tradeoff between temporal resolution and 

measurement duration due to the photobleaching of fluorophores. Additionally, FRET generally 

involves fluorophore-labeling of biomolecules, which must be carefully selected to not interfere 

with biomolecular function. Probe and tunneling microscopy techniques employ atomic force 

microscopy (AFM) or scanning tunneling microscopy (STM), respectively, to measure 
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biomolecular interactions [6,19]. These microscopy techniques are widely applicable with 

nanoscale spatial resolution but often suffer from poor temporal resolution. Solid-state transistor 

biosensors are also implemented in single-molecule studies in the form of nanowire devices, such 

as the single-walled carbon nanotube field-effect transistors (SWCNT-FETs) used in the latter half 

of this dissertation. 

SWCNT-FETs boast single-molecule sensitivity due to their quasi-one-dimensional 

structure. SWCNTs can be idealized as a single sheet of graphene rolled into a cylinder. The single-

layered structure of SWCNTs ensures that all charge carriers in the conductive channel are 

influenced by local changes at the SWCNT sidewall. Like gFETs, SWCNT-FETs are easily 

biofunctionalized for a wide range of biosensing applications [20-23]. SWCNT-FETs also allow 

for dynamic real-time measurements with microsecond time resolution and measurement durations 

lasting hours [20,21]. Additionally, SWCNT-FETs are largely insensitive to temperature, which 

enables studies at elevated temperatures that are inaccessible to other methods such as FRET due 

to fluorophore quenching. The Collins group has successfully used SWCNT-FETs to measure 

single-molecule dynamics and catalytic activity of various enzymes, including lysozyme, protein 

kinase A (PKA), DNA polymerase, and dihydrofolate reductase (DHFR) [24-26]. More recently, 

the Collins lab has shifted its focus to single-molecule measurements of Taq polymerase. 

Taq polymerase is a thermostable DNA polymerase from the thermophilic bacteria 

Thermus aquaticus. Due to its thermostability, Taq is widely used in polymerase chain reaction 

(PCR), which puts it at the forefront of genomics. However, because Taq polymerase is most 

enzymatically active at around 75 °C, it has been primarily studied at the ensemble level and has 

been elusive to other single-molecule techniques. SWCNT-FETs are largely insensitive to 

temperature, making them an ideal candidate to study Taq at the single-molecule level.  By 
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studying Taq with single-molecule resolution, we can try to demonstrate a new method of single-

molecule science that is compatible with a wider range of temperature. 

Like all experiments using solid-state transistor biosensors, the effects of applied potentials 

must be properly characterized and accounted for in these single-molecule Taq polymerase 

experiments. In addition to non-biological effects like electrostatic attraction or repulsion of 

charged substrates, the applied potentials may directly influence the enzyme itself. There is 

substantial work regarding the role of electrostatics in enzyme catalysis. For example, the 

electrostatic theory of enzyme catalysis suggests that preorganized active sites of enzymes promote 

reactions by reducing barriers via electrostatics such as protein charges, permanent dipoles, 

induced dipoles, and solvation by bound water molecules [27-35]. Furthermore, external electric 

fields have been shown to enhance catalytic rates, most often by field-induced stabilization of 

transition states [34,36-39]. Therefore, the liquid potential control may have significant effects on 

enzyme catalysis. 

Beyond simply characterizing the effects of applied potentials, they may also be used as a 

tool, enabling a wider range of biosensing experiments. As mentioned previously, the liquid 

potential dictates the immediate electrostatic environment of the enzyme, which is often 

uncontrollable using other biosensing techniques. If the enzyme exhibits some dependence on its 

external electrostatic environment and therefore liquid potential, then control of that liquid 

potential may enable enzymatic control. If possible, a feature such as electrostatic enzymatic 

control using the SWCNT-FET platform would be a powerful tool for future applications. For 

example, one of the underlying goals of the work of the Collins lab is to utilize the SWCNT-FET 

platform biofunctionalized with DNA polymerase to sequence DNA. While there is preliminary 

evidence that each base-pair incorporation produces different signals, we currently cannot 
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discriminate between them with greater than 80 % accuracy [24]. However, electrostatic enzymatic 

control via liquid potential modulation could enable more accurate discrimination between base-

pair incorporations. Additionally, an ideal DNA sequencing platform would benefit from dictating 

the rate of base-pair incorporations, which would also be within the scope of electrostatic 

enzymatic control. 

The work in the second half of this dissertation tested the use of SWCNT-FETs to monitor 

the activity of individual Taq polymerase molecules. Moreover, the work presented here studied 

individual Taq polymerase molecules with various liquid potentials and investigated the effects of 

both constant and alternating potentials on the timing of catalytic motions. 
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Chapter 2  

Controlling Applied Potentials to Explore and Reduce Signal 

Variation Using Cardea’s Biosensor 

Biosensing is a powerful field of study, constantly exploring new ways to probe and 

understand biology, with critical impacts in drug discovery, environmental monitoring, medical 

science, and more. Electronic biosensors are a new technology that enable electronic interrogation 

of biological interactions, rivaling current leading methods such as SPR and fluorescence. Many 

electronic biosensors boast a low detection limit with high specificity, which allow for experiments 

at the frontier of biosensing [1-3]. 

Cardea’s gFET biosensor functions by monitoring the electrical conductance of the device 

in real time. gFET channel conductance can be affected by biomolecules through three distinct 

mechanisms. First, charged biomolecules that come into proximity with the graphene channel, by 

adsorption for example, can cause changes to local potentials at the graphene surface and 

electrostatically gate the device, altering channel conductance. The spatial sensitivity to changes 

in local potentials is primarily determined by the ionic strength of the liquid, which defines the 

Debye screening length. Second, immobilization of biomolecules on the graphene surface may 

modify the interfacial capacitance between the graphene channel and ionic liquid, which also 

contributes to channel conductance. Third, when biomolecules adsorbed or immobilized to the 

graphene surface are ionizable, there is an additional degree of freedom and pH sensitivity to 

electrostatic effects [40]. 

To calibrate the effectiveness of their gFET biosensors, Cardea developed an assay that 

reports binding measurements using an antibody-antigen pair from a commercially available 
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interleukin-6 (IL-6) ELISA kit [12]. Cardea chose the IL-6 antibody-antigen pair as a model 

system to test their biosensor because of its success and high sensitivity of < 5 pg/mL in ELISA 

measurements. In Cardea’s IL-6 assay, monoclonal antibodies against human interleukin-6 (Anti-

IL6) are immobilized onto the graphene surface, then recombinant human IL-6 (IL-6) antigens are 

introduced to bind with the immobilized antibodies. Using their gFET biosensor, Cardea reported 

reproducible results with a comparable sensitivity of 7.8 pg/mL [12]. 

Although Cardea has shown comparable performance to ELISA measurements, their gFET 

biosensors still have unaddressed issues. First, because there are multiple mechanisms by which 

biomolecules can affect gFET conductance, some biomolecules produce positive signals, others 

produce negative signals, and some appear to generate no signal at all. This variation makes it 

difficult to predict gFET biosensor signals when preparing new experiments. Furthermore, many 

biomolecules generate signals from nonspecific binding to the graphene surface, which must be 

measured and separated from signals resulting from specific binding of interest, such as antibody-

antigen binding for example. There is also significant variation in gFET biosensor signals between 

measurements using different devices, otherwise referred to as signal variation. Signal variation 

may result from device fabrication variability, graphene synthesis variability, and even variation 

in biological reagents such as antibodies, antigens and linking reagents. 

Signal variation is seen using 10 gFET biosensors from the same fabrication batch with the 

same reagents, indicating that device-to-device differences are important [12]. Further 

investigation using optical and atomic force microscopy show that the graphene composing each 

gFET have varying degrees of wrinkling, tearing and residual contamination from earlier 

fabrication steps, each of which contribute to varying surface potentials of the graphene. It is 
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possible that different gFETs will respond differently to changes in local potentials due to varying 

surface potentials of the graphene. 

Variation in surface potentials may also affect biological interactions. Electrostatic effects 

on receptor-ligand binding, such as the antibody-antigen binding in Cardea’s IL-6 assay, have been 

studied previously in a few different ways. Radic et al. explored electrostatic effects on the binding 

of cationic and neutral ligands to acetylcholinesterase (AChE) by varying ionic strengths and 

altering local potentials via AChE residue substitutions [41]. Dell’Orco et al. explored calbindin 

D9k reconstitution with various fragment mutants, pH and salt concentrations [42]. Vainrub & 

Pettitt modeled DNA hybridization and melting at electrically charged surfaces [43]. Erbas et al. 

modeled the ionic effects on kinetics of both spontaneous and facilitated receptor-ligand 

dissociation [44]. 

Variation in surface potentials of the graphene can have significant effects on gFET 

responses and requires proper characterization. In this chapter, Cardea’s IL-6 assay will be adapted 

with externally applied potentials to explore signal and, more specifically, device-to-device surface 

potential variation. Furthermore, applying external potentials may be able to correct for the surface 

potential variation, presenting a viable strategy to reduce or eliminate overall signal variation. 

 

2.1 Graphene Biosensors by Cardea Bio 

All measurements in this chapter were performed on commercially fabricated gFET 

biosensors from Cardea, depicted in Figure 2.1. Each packaged chip consists of three gFETs with 

separate Pt source electrodes and a common Pt drain electrode. Each gFET comprises five strips 

of monolayer graphene, measuring approximately 10 µm wide by 270 µm long, electrically 
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connected in parallel. All lithography is passivated with a silicon nitride (Si3N4) layer, with an 

additional epoxy window for on-chip liquid containment up to 100 µL. There are also Pt counter 

and reference electrodes on chip. 

 

Measurements using Cardea’s gFET biosensors were conducted in aqueous liquids with an 

ionic-liquid gate to allow real-time biosensing. When operating in the linear region away from the 

Dirac point, the current through an individual gFET is governed by 

 
𝐼𝑠𝑑 ≈

𝑊

𝐿
𝜇𝐶𝑔𝑉𝑠𝑑(𝑉0 − 𝑉𝑔 + 2.3𝜙𝑡ℎ𝛼𝛥𝑝𝐻 + (1 − 𝛼)𝛥𝜑𝐷) (2.1) 

which relates source-drain current (𝐼𝑠𝑑) to width (𝑊) and length (𝐿) of the graphene channel, 

charge carrier mobility (𝜇), capacitance per unit area to the gate (𝐶𝑔), source-drain voltage (𝑉𝑠𝑑), 

Dirac voltage (𝑉0), gate voltage (𝑉𝑔), pH, and Donnan potential (𝜑𝐷) [12]. This equation is 

formulated from a combination of gFET and ion-sensitive field-effect transistor (ISFET) models 

[45,46]. 

Figure 2.1: (a) Image of a fully fabricated, packaged chip from Cardea. (b) Top-down optical 

microscopy image of the chip surface. Chip lithography is shown in white. The large outer 

electrode is the counter electrode. The entire chip surface is passivated with silicon nitride 

(green), with windows (dark blue) to expose the graphene channels. Each of the three transistors 

consists of five concentric graphene channels, equidistant from the reference electrode at the 

center, electrically connected in parallel. 
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The capacitance term, 𝐶𝑔, is a series combination of the graphene quantum capacitance 

[47], double layer capacitance [48], and capacitance due to the Donnan effect, which arises from 

a pseudo-membrane comprising immobilized polyethylene glycol (PEG) molecules. The surface 

pH sensitivity factor (𝛼) is a material dependent value. For clean, isolated graphene, α is 

approximately 0.02 [40], but 𝛼 has been measured to be about 0.37 for fully fabricated graphene 

transistors, due to alterations from the fabrication process [12,49]. This factor scales the thermal 

voltage (𝜙𝑡ℎ), about 26 mV, and the pH shift from a neutral surface (𝛥𝑝𝐻) to produce the 

equivalent gate voltage due to pH. The Donnan potential is defined by 

 
Δ𝜑𝐷 = 𝜙𝑡ℎ ln (

√4𝑐𝑠2 + 𝑐𝑥2 + 𝑐𝑥
2𝑐𝑠

) (2.2) 

where 𝑐𝑥 is the ion concentration in the ion permeable layer and 𝑐𝑠 is the ion concentration in bulk 

solution. 

 Biomolecular interactions at or near the graphene surface can affect multiple terms in Eq. 

(2.1). Biomolecules on the graphene surface can affect the capacitance between the graphene 

channel and the ionic liquid. If the biomolecules on the graphene surface are charged, they will 

also electrostatically gate the graphene channel. Furthermore, charged biomolecules at the 

graphene surface influence the Donnan potential by altering the ion concentration in the pseudo-

membrane of PEG molecules. If the biomolecules on the graphene surface are ionizable, they also 

introduce an additional degree of pH sensitivity, effectively changing 𝛼. To measure these effects, 

Isd was acquired real-time throughout biosensing assays and changes in Isd could be analyzed and 

attributed to biological or biochemical interactions. However, variation in graphene surface 

potentials also affect gFET conductance. While the Dirac voltage is primarily controlled by 

doping, variations in the graphene surface also create variations in the graphene surface potential, 
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and therefore the Dirac voltage. This variation in Dirac voltage also translates to varying effects 

due to pH, as 𝛥𝑝𝐻 is calculated with respect to the charge neutrality point. Therefore, effects due 

to varying surface potentials need further investigation, isolation, and removal for proper 

interpretation of signals due to biological interactions. 

 

2.1.1. IL-6 Assay by Cardea Bio 

Before electrical measurement, each gFET is prepared by functionalizing the graphene 

surfaces with linker molecules. To do so, gFETs are submerged in a solution of pyrenylbutyric 

acid (PBA) dissolved in methanol. PBA molecules in solution noncovalently attach to the graphene 

surface via π-π stacking. Weakly bound, excess PBA molecules are subsequently rinsed away in 

ethanol, then isopropanol, then deionized water. 

The standard protocol for performing an IL-6 assay with a Cardea gFET biosensor is 

outlined in Table 2.1. At each step, 50 µL of solution is dispensed with a manual pipette into the 

measurement well and left for a specific duration, depending on the step. At the end of each step, 

the liquid is aspirated off and 50 µL of solution for the next step is dispensed into the measurement 

well. After preparation with linker, the assay protocol begins at Step 1 with a 5-minute soak in 50 

mM MES to allow for surface equilibriation. In Step 2, the functionalized carboxyl group is 

activated with EDC and stabilized with NHS. The antibody is introduced in Step 4 to chemically 

bind to the immobilized linker molecules through carbodiimide chemistry. In Steps 5 and 6, any 

residual, unbound carboxyl groups are quenched with amino-PEGs followed by ethanolamine. The 

remainder of the assay following the quench steps is performed in the same buffer to eliminate 

effects due to differences in pH and ionic strength. The next five steps involve rinsing with assay 

buffer to dissociate non-specifically bound molecules and allow for surface equilibriation after 
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protein immobilization. For the first three rinse steps, four 50 µL volumes of assay buffer are 

successively dispensed on and aspirated off the chip surface, then the fifth 50 µL volume of assay 

buffer is left on-chip for five minutes. The final two rinse steps forgo the four initial rinses, with a 

5-minute soak using only a single 50 µL volume of assay buffer. Each 5-minute soak allows for 

equilibriation of longer timescale processes, if any exist. IL-6 antigen is introduced at Step 13 to 

bind with the immobilized anti-IL6 antibody. Subsequently, a single rinse using 50 µL of assay 

buffer is performed to presumably dissociate non-specifically bound IL-6 antigen, leaving only 

antigen that is bound to antibody. 

In between buffer rinsing and antigen binding, a critical calibration measurement is 

performed at Step 12. In this step, the gFET is measured over five minutes while in assay buffer. 

The multiple rinse steps prior to the calibration are presumably sufficient for the device to 

equilibriate. If the device has reached equilibrium, Isd should be constant in time throughout this 

calibration measurement. The end of this step, immediately prior to the introduction of antigen, is 

defined to be the zero-calibration point (ZCP). The 30 s average of Isd(t) leading up to the ZCP is 

defined to be the ZCP current. Isd measurements from Steps 10 to 14 are analyzed as percent change 

from the ZCP current to reduce signal variation due to device-to-device variability.  
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Step Time (min) Description Buffer Analyte 

1 5 Initial Calibration 50 mM MES - 

2 5 Linker Activation 50 mM MES 
2 mM EDC + 5.5 mM 

NHS 

3 1 Rinse 2x 50 mM MES - 

4 15 Antibody Association Coating Buffer 
1µg/mL Anti-Human 

IL-6 

5 10 
Amino-PEG Quench PBS 1 mM Amino-PEG5-

Alcohol 

6 10 Ethanolamine Quench PBS 1M Ethanolamine 

7 5 Rinse 5x Assay Buffer - 

8 5 Rinse 5x Assay Buffer - 

9 5 Rinse 5x Assay Buffer - 

10 5 Rinse 1x Assay Buffer - 

11 5 Rinse 1x Assay Buffer - 

12 5 Calibration Assay Buffer - 

13 10 Antigen Association Assay Buffer 

5,000 pg/mL 

Recombinant Human 

IL-6 

14 10 Antigen Dissociation Assay Buffer - 

 

Table 2.1: Measurement protocol for the Cardea IL-6 assay. 

 

The experimental architecture during antigen association (Step 13) is shown in Figure 2.2, 

adapted from [12]. The entire assay, as described in Table 2.1, is performed during electrical 

measurement using Cardea’s Agile R100. Isd is continuously acquired while Vsd is held constant 

and applied across the graphene channel. Vlg is swept continuously with a symmetric triangle wave 

from -100 mV to +100 mV using on-chip Pt counter and reference electrodes. Isd is averaged over 

each 3-second period of the triangle wave to average out Isd fluctuations. Measurements with 

continuous Vlg sweeping also allow real-time calculations of gate sensitivity, dIsd/dVlg. During 
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association, the antigens in solution specifically bind to antibody, as well as nonspecifically adhere 

to the graphene surface, both of which cause changes in the gFET conductance. 

 

  
 
 

Characteristic plots of Isd over time are shown in Figure 2.3. Fig. 2.3a shows Isd(t) for an 

entire assay, outlined in Table 2.1, with key assay steps highlighted and time offset such that t = 

0 s coincides with the ZCP. Isd(t) has a large response to the antibody, resulting from a combination 

of specific binding and nonspecific adsorption of antibodies on the graphene surface. Isd(t) also has 

a large response to the subsequent quench steps due to the different ionic strengths and pH values 

of each solution. Following the second quench step, the plot shows the long duration of repeated 

rinses, allowing Isd(t) to flatten and reach equilibrium for proper calibration immediately preceding 

t = 0 s, Step 12.  

Figure 2.2: Diagram of the experiment. The graphene channel (black) is contacted by platinum 

source and drain electrodes (grey). The source and drain electrodes are passivated with silicon 

nitride (yellow) with an additional epoxy layer (black) for liquid containment. During target 

association, the antigen (green) in solution (blue) binds with an antibody (brown) immobilized to 

the graphene surface. The PEG molecules (purple) form a membrane that allows for the Donnan 

effect. Vsd is held constant while Isd is continuously acquired. 
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Fig. 2.3b shows a characteristic trace of Isd(t) specifically during Steps 10 through 14.  The 

steps of interest are the final two steps involving antigen association and dissociation. Isd(t) 

decreases in the presence of antigen and increases back towards the ZCP current following the 

single buffer rinse at the beginning of Step 14, though it never fully restores to the ZCP current. 

The signals at the end of antigen association and dissociation are henceforth referred to as total 

surface adsorption (TSA) and residual binding (RB), respectively. TSA is measured at t = 600 s 

and RB is measured at t = 1200 s. To account for device variability, TSA and RB are calculated as 

percent change in Isd from the ZCP current. 
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2.1.2 Interpretation of Key IL-6 Assay Signals 

The two key measurements from Cardea’s IL-6 assay are TSA and RB. These gFET 

responses occur when antigens interact with the graphene surface and surface immobilized 

antibodies. TSA is interpreted as the equilibrium surface loading that occurs in the presence of 5 

ng/mL antigen concentration. TSA consists of two components: (i) the specific antibody-antigen 

binding and (ii) multiple nonspecific surface adhesion processes. TSA is measured approximately 

600 seconds after antigen introduction, enough time for both association processes to equilibriate. 

Figure 2.3: (a) Source-drain current, Isd, throughout the assay with key steps highlighted. In 

chronological order: EDC/NHS activation (grey), antibody immobilization (blue), linker and 

surface quenching (grey), antigen association (green), then antigen dissociation (red). (b) Isd 

during antigen association, dissociation, and the preceding rinse steps. TSA and RB are measured 

as % change at the end of the association and dissociation steps from the ZCP current, as 

depicted.  
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Antibody-antigen pairs typically have high binding affinities, so nearly all the antibody binding 

sites will be bound to antigen. However, nonspecific binding processes may be in a more dynamic, 

steady state equilibrium with significantly less than 100% surface loading. Antigens that 

nonspecifically adhere to the graphene surface are also assumed to be weakly bound to the surface. 

RB is interpreted as the residual antigen that remains at the end of Step 14. Much of the 

nonspecifically adhered antigens should desorb during and following the buffer rinse because they 

are assumed to be weakly bound. Alternatively, only a small portion of specifically bound antigens 

should dissociate due to their high binding affinity to antibody. RB is measured approximately 600 

seconds after the buffer rinse, enough time for both dissociation processes to equilibriate. Because 

the majority of residual antigen is presumably bound to antibody, RB is a more specific measure 

of the antibody-antigen binding than TSA. 

 

2.2 Experimental Methods 
 

This experiment investigated the effects of liquid potential Vlg control on Cardea’s IL-6 

antibody-antigen binding assay.  To ensure fair comparison to Cardea’s internal database of results, 

the experiment used Cardea’s stock materials (Fig. 2.1), protocols (Table 2.1), and analysis 

methods (Fig. 2.3).  Five sensor chips were selected from Cardea batch RG2H-06 and inspected 

optically and electrically to confirm that they were typical samples. 

To achieve manual control over the applied potentials, Cardea’s Agile R100 measurement 

system was replaced by a manual probe station.  Packaged sensor chips were contacted using a 

breakout board and recorded with a current preamplifier (Keithley 428) and computer-controlled 

data acquisition board (NI PCIe-6361) [50].  Vsd was held constant at 100 mV. 

Control of Vlg was introduced to the IL-6 assay using the external electronics depicted in 

Figure 2.4.  The ends of two Pt wires (0.2 mm diameter, Alfa #00263) contacted the measurement 
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buffer and served as counter and pseudo-reference electrodes.  These external wires were used 

instead of the on-chip Pt electrodes because they provided larger surface areas for better control 

of Vlg during liquid exchanges.  The two Pt wires were connected to a Keithley 2400 SourceMeter 

in 4-wire mode, which provided continuous monitoring and control of Vlg and the counter electrode 

current Ilg.  The stability and calibration of the Pt pseudoreference was checked against a standard 

Ag/AgCl reference electrode each day before measurements.  During measurements, the on-chip 

Pt electrodes stayed electrically disconnected and floated to some equilibrium potential. 

 

Measurements followed the Cardea protocol (Table 2.1) except with a DC bias applied 

continuously to Vlg instead of the normal triangle wave.  Buffer rinsing and calibration, antigen 

Figure 2.4. Diagram of the experiment with external control of Vlg. Pt wires as counter and 

reference electrodes were controlled by a Keithley 2400 in 4-wire mode.  Its PID feedback 

controlled the counter electrode voltage to maintain the desired potential difference between the 

working electrode (graphene device) and the Pt pseudo-reference. 
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association and dissociation, and subsequent rising were all accomplished with a manual pipette 

and mechanical aspirator, using approximately 50 µL of solution for each step.  At the end of this 

sequence, the device was continuously rinsed with an additional 2 mL of buffer solution to 

dissociate any remaining antigen.  Then, as outlined in Table 2.2, Vlg was set to a new value and 

the process was repeated on the same device.  

 

Step Description 

1 to 9 Device preparation 

10 1x Rinse in Buffer 

11 1x Rinse in Buffer 

12 Calibration in buffer 

13 IL-6 Antigen Association 

14 IL-6 Antigen Dissociation 

15 2 mL buffer rinse 

16 Change Vlg and repeat Steps 10 to 15 

 

Table 2.2. Modified protocol for the Cardea IL-6 assay at multiple Vlg values. 

 

The protocol in Table 2.2 was repeated on the same device at three or four Vlg values.  The 

initial antibody functionalization and PEG passivation steps 1 thru 9 were not repeated on each 

cycle since these covalent linkages were assumed to be stable against buffer rinsing.  Despite this 

stability, a single gFET was not measured at more than four Vlg values to protect against errors 

from gradual degradation or surface fouling.  Furthermore, a single IL-6 assay required multiple 

liquid exchanges and rinses over the course of one hour; reproducibility of the manual pipetting 

could not be assured over more than four Vlg cycles.  More typically, the measurement was 

concluded after three Vlg cycles because antigen lifetime in ambient was limited to 4 hours. 
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The experiment was completed on five independent devices listed in Table 2.3.  For the 

entire measurement performed on device RG2H-06-194, Isd(t) remained within 1 % of the ZCP 

current. The lack of significant Isd responses at key assay steps such as antigen association and 

dissociation at all Vlg was anomalous and specific to RG2H-06-194 and the device has been omitted 

from further discussion.   

 

 

Date Device Vlg Values (V vs. Pt) 

02/04/2020 RG2H-06-183 0.1, 0.3, -0.1 

02/21/2020 RG2H-06-185 0.0, 0.2, 0.4 

02/25/2020 RG2H-06-194 0, 0.1, 0.2, 0.3 

03/04/2020 RG2H-06-196 0.1, 0.2, 0.3, 0.4 

03/05/2020 RG2H-06-197 0.0, 0.2, 0.3 

 

Table 2.3: Chronological order of measurements. 

 

Since this research was exploratory, Vlg values were chosen somewhat at random and with 

consideration to the contemporaneous assay responses being produced by each gFET device.  The 

starting Vlg value was chosen by measuring the resting potential of the Pt pseudoreference electrode 

with respect to the device, which typically equilibrated in the 0.0 to 0.1 V range.  After the 

measurement on RG2H-06-183 confirmed strong Vlg effects, subsequent testing ramped Vlg more 

deliberately in monotonically increasing sequences and exclusively at positive potentials.  

Preliminary analysis indicated that steps of ΔVlg = 0.2 V were larger than necessary to observe Vlg 

effects, so the final two devices RG2H-06-196 and -197 were measured with a smaller increment 

of ΔVlg = 0.1 V. 
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Hysteresis and repeatability could not be investigated because measurements were limited 

to three or four Vlg values.  For this initial study, probing a range of Vlg values was prioritized over 

test sequences like {0.0, +0.2, 0.0, +0.2 V} or {0.0, +0.1, +0.2, +0.1, 0.0 V} that might have 

revealed hysteresis and history-dependent instabilities in the assay response.  For example, slow 

surface charging effects occur during long-duration Vlg stresses, and quasi-irreversible 

contamination of the gFET surface or the Pt electrodes readily shift the absolute Vlg calibration by 

up to ±0.15 V.  Having no measurement of these effects, the following analysis makes a 

simplifying assumption that the assay response is single-valued in Vlg.  Consequently, a significant 

uncertainty of at least ±0.05 V should be understood for all Vlg values reported here, far exceeding 

the ±0.005 V instrumental uncertainty.  A combination of automated fluid delivery and longer test 

durations will enable future research to probe the reproducibility of assay response as Vlg sweeps 

in different directions with respect to the surface potentials. 

 

2.3 Results of IL-6 assays with varying Vlg 

Figure 2.5 shows measurements performed using Device RG2H-06-183.  The initial Isd(t) 

recording collected at Vlg = 0.1 V was presented in Fig. 2.3 as an example assay response, and it 

is reproduced in Fig. 2.5a for easy comparison to Isd(t) recordings collected at Vlg = 0.3 and -0.1 V 

(Fig. 2.5b).  The three Isd(t) recordings are aligned to have their ZCPs at t = 0 s.  Per the Cardea 

protocol, TSA and RB are measured at t = 600 and 1200 s, respectively. 
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Fig. 2.5b shows that the main assay results, TSA and RB, depend strongly on the value of 

Vlg.  The TSA value of -2.1 % obtained at Vlg = 0.1 V is comparable to other IL-6 assay results in 

the Cardea database, as expected for an applied Vlg potential that is close to the device’s 

equilibrium resting potential.  Raising Vlg by 0.2 V more than doubles the TSA response to 4.9 %, 

and lowering Vlg by 0.2 V dropped the TSA response to 0.8 %, and TSA appears to increase 

monotonically with Vlg.  The RB response, though smaller, varied by similar proportions. 

Quantitatively, the slope of this dependence, d(TSA)/dVlg, was approximately -10 % per 

volt, a significant magnitude that merited further investigation.  Extrapolating this dependence to 

the context of a typical measurement, ΔVlg uncertainties of ±0.05 V cause variations ΔTSA = ±0.5 

Figure 2.5.  IL-6 assay recordings using Device RG2H-06-183, beginning from buffer rinse 

(Step 10) through antigen dissociation (Step 14). (a)  Isd(t) at Vlg = 0.1 V.  (b) Same data overlaid 

with subsequent assays at Vlg = 0.3 V (purple) and Vlg = -0.1 V (gold). 
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%, which is a large fraction of the TSA response normally reported for this assay.  Stated 

differently, the assay result TSA = -2.1 ± 0.5 % has as much uncertainty than can be estimated just 

from the noise or slope of the Isd(t) recording. 

Similar results were observed from three additional devices (Figure 2.6).  Every test 

produced similar results: (1) a monotonic dependence on Vlg, (2) average sensitivities d(TSA)/dVlg 

= -12 %/V and d(RB)/dVlg. = -8 %/V, (3) negligible TSA and RB values at low Vlg (i.e. < 0.1 V), 

and (4) the largest TSA and RB observations at Vlg > 0.2 V.  Table 2.4 enumerates the raw Isd(t) 

values obtained at each protocol Step for all four devices, along with a summary of the final TSA 

and RB values calculated from the data after each test.  The unnormalized Isd(t) values in Table 

2.4 illustrate the magnitude of device-to-device variations in DC conductance.  ZCP currents 

ranged from 7 µA to 36 µA because of differences in Cardea’s gFET devices.  Normalization of 

the TSA and RB values appears to account for this variation. 
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(a) 

(b) 

(c) 

Figure 2.6. IL-6 assay recordings from (a) Device RG2H-06-185, (b) -196, and (c) -197.  Curves 

are color coded according to the Vlg value, with 0 V (blue), +0.1 V (black), +0.2 V (green), +0.3 

V (gold), and +0.4 V (red). 
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Vlg (V) 

ZCP 

Current 

(µA)  

ΔIsd (µA)  

at TSA 

ΔIsd (µA)  

at RB 
TSA (%) RB (%) 

RG2H-06-183 

-0.1 36.37 -0.29 0.11 -0.8 % +0.3 % 

0.1 31.46 -0.67 -0.35 -2.1 % -1.1 % 

0.3 23.51 -1.16 -0.61 -4.9 % -2.6 % 

RG2H-06-185 

0.0 24.89 -0.04 -0.07 -0.2 % -0.3 % 

0.2 20.15 -0.18 -0.12 -0.9 % -0.6 % 

0.4 12.89 -0.52 -0.29 -4.0 % -2.2 % 

RG2H-06-196 

0.1 18.52 -0.06 0.04 -0.3 % +0.2 % 

0.2 16.37 -0.25 -0.17 -1.5 % -1.0 % 

0.3 13.04 -0.34 -0.13 -2.6 % -1.0 % 

0.4 9.15 -0.52 -0.23 -5.7 % -2.5 % 

RG2H-06-197 

0.0 11.74 -0.12 -0.06 -1.0 % -0.5 % 

0.2 9.04 -0.23 -0.10 -2.5 % -1.1 % 

0.3 7.13 -0.34 -0.13 -4.8 % -1.8 % 

 

Table 2.4. Isd values at ZCP, TSA, and RB steps, and the calculated, normalized assay results. 

 

Two other aspects of the raw data were noteworthy.  First, 2 out of 13 Isd(t) recordings 

finished at slightly positive values of +0.2 and +0.3 %.  As noted above, signals of this magnitude 

were smaller than the experimental errors and indistinguishable from zero.  Drift of the Pt pseudo-

reference by ΔVlg < 0.04 V could account for the entire RB signal measured in these traces, and 

drift of this magnitude is reasonable given that 20 minutes elapse between the ZCP and RB 

measurements. 

Secondly, the measurements highlight the failure of devices to achieve equilibrium in the 

Cardea protocol. While dIsd/dt approached zero in some instances, Isd(t) was changing continuously 

when most values of ZCP current, TSA, and RB were recorded.  This lack of equilibriation 

complicates physical interpretation of the TSA and RB signals and raises questions about the 

validity of comparing these signals from different Vlg conditions.  Furthermore, varying degrees of 

electrochemical charging were observed in Isd(t) during the buffer exchanges preceding the 
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measurement of ZCP current, and this charging might offset the measurement of ZCP current or 

affect antibody-antigen binding.  By varying Vlg to new values, this experiment revealed all of 

these effects as possible causes of variation and irreproducibility in electronic biosensing. 

 

2.4 Analysis and discussion of Vlg dependence and its effects on the IL-6 assay 

Some of the issues raised above can be investigated using the existing data in Fig. 2.6 and 

Table 2.3.  First, the following discussion provides a more quantitative summary of the Vlg trends 

observed in the IL-6 assay.  Second, an analysis method is proposed to account for some of the 

electrochemical effects of Vlg that confound interpretation of the antibody-antigen binding results.  

Following the discussion of these effects, the section concludes with a re-analysis of the IL-6 data 

that obtains more reliable TSA and RB values. 

 

2.4.1 Summary of TSA and RB results 

Figure 2.7 provides different graphical representations of the TSA and RB results in Table 

2.4.  Scatterplots of TSA (Fig. 2.7a) and RB (Fig. 2.7b) versus Vlg show the range of results and 

the device-to-device variation.  The Vlg trend for each device is emphasized with added coloring 

and a solid line connecting the device’s data points. 

The solid lines also reveal similarities in the Vlg dependence among the devices.  Shifting 

these curves along the x-axis appears to align them, emphasizing the underlying trend.  Artificial 

shifts of +0.15 V, -0.05 V, and -0.02 V for data from Devices RG2H-06-183, -185, and -197, 

respectively, appear to produce the best agreement.  Shifted curves for TSA (Fig. 2.7c) and RB 

(Fig. 2.7d) indicate that the assay results are more similar than different. 
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Two effects might account for the apparent shifting of response curves along the Vlg axis.  

Shifts (ΔVlg) as large as ±0.1 V lay within the range caused by contamination of the Pt pseudo-

reference electrode, and this type of shift would reasonably be different from one device to another.  

Moreover, the gFET fabrication produces devices with surface potentials varying by up to ±0.3 

eV.  This variation is most well known in the graphene literature as a shift in the Dirac point of 

graphene’s bandstructure, a doping level at which graphene has a cusp of minimum conductance.  

Each gFET has a slightly different Dirac point voltage, so under identical Vlg conditions each 

(a) (c) 

(b) (d) 

Figure 2.7. (a) TSA and (b) RB, expressed as % change in Isd, at all Vlg. (c) TSA and (d) RB, 

shifted in Vlg to artificially account for gating variation between devices. Device names and 

amount of Vlg shift are annotated. 
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device will have different local surface potentials, carrier concentrations, and sensitivities.  

Shifting the curves in Fig. 2.7 is an artificial method to correct for this variability.  Given the 

magnitude of the underlying mechanisms, the shifts needed to find alignment in Fig. 2.7 seem well 

justified. 

After alignment, the TSA and RB curves appear to retain different functional dependence 

on Vlg.  All of the TSA plots exhibit curvature, with TSA dropping to an asymptotic limit of 0 % 

for Vlg < 0 V.  The average RB dependence, on the other hand, appears to be linear in Vlg. 

 

2.4.2 Background electrochemical currents 

Applying an external potential Vlg can induce new contributions to Isd(t) that affect 

normalization and interpretation of the IL-6 assay.  For example, large Vlg values will produce 

Faradaic currents from exposed Pt electrodes and graphene defects and edges.  Below the threshold 

for Faradaic processes, changes in Vlg induce currents CdVlg/dt, where C is capacitance of the 

sensing surface, the electrochemical double layer, or any other element susceptible to charging.  

CdVlg/dt transients were observed at every liquid exchange in Isd(t) recordings like those shown in 

Fig. 2.5. 

To guard against these transients, the IL-6 assay protocol (Table 2.1) was designed with a 

300 s equilibriation period before measurement of ZCP current, and 600 s equilibriation periods 

before measurements of TSA and RB.  These long durations were chosen for antibody-antigen 

binding and dissociation processes to reach steady state, but it should also be sufficient for most 

electrochemical charging processes to complete. After all, Cardea’s biosensing element is an 

unpassivated, single-atom-thickness graphene sheet with rapid charging kinetics. 
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Nevertheless, Fig. 2.6 shows numerous cases in which dIsd(t)/dt does not flatten to zero at 

the designated measurement time.  While visibly obvious at the highest Vlg values, the slope 

dIsd(t)/dt was nonzero at the ZCP in every Isd(t) recording.  Inspection also suggests that dIsd(t)/dt 

was often the same at ZCP, TSA, and RB measurement points, indicating that it was independent 

of antibody-antigen dynamics. 

Electrochemically induced currents with constant slope dIsd(t)/dt are indicative of charging 

processes with characteristic times much longer than the measurement period.  In Fig. 2.6, this 

characteristic time exceeded 1 hour.  Similar effects are well established for conventional ion-

sensitive FET (ISFET) sensors, in which an insulating dielectric is very slow to equilibriate with 

the surrounding chemical potential [45,46]. In ISFETs, the slowest processes arise from reactive 

sites and charge traps in either the gate dielectric or the bulk SiO2 substrate supporting the FET 

[51,52]. Proper interpretation of ISFET data must properly account for these slow processes, in 

addition to faster charging transients and Faradaic leakage currents. 

A similar accounting for the IL-6 assay was accomplished by defining a background 

surface equilibriation (BSE) current.  BSE was defined empirically, without any reference to the 

underlying mechanisms, by measuring the residual dIsd(t)/dt in buffer at the ZCP.  In practice, 

combining the ZCP current (magnitude) with BSE (slope) converted the current normalization 

factor from a scalar to a two-component function of time.  For convenience, BSE is evaluated with 

units of current % change per 600 s.  In these units, BSE explicitly predicts the contribution of 

electrochemically induced currents expected at t = 600 s, the moment of TSA measurement.  

Doubling BSE extrapolates its value by another 600 s to the RB measurement at t = 1200 s. 

The BSE current defined above was calculated for every Isd(t) recording.  BSE values are 

tabulated in Table 2.5 alongside the TSA value from each recording.  BSE produced signals as 
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large as -2% at t = 600 s.  On average, the BSE contribution was one-quarter to one-third of the 

corresponding TSA value, indicating that the uncorrected TSA values overstate the effects of 

antigen binding and adsorption.  At t = 1200 s, the doubled value of BSE was comparable to, and 

sometimes larger than, the reported RB values.  Therefore, the RB values were deemed to be 

incorrect without more careful consideration of the BSE contributions. 

Device Name Vlg 

BSE 

(% / 600 

s) 

TSA 

(%) 

2x BSE 

(% / 1200 

s) 

RB 

(%) 

RG2H-06-183 

-0.1 V 1.2 % -0.8 % 2.4 % +0.3 % 

0.1 V -0.5 % -2.1 % -1.0 % -1.1 % 

0.3 V -2.1 % -4.9 % -4.2 % -2.6 % 

RG2H-06-185 

0.0 V -0.3 % -0.2 % -0.6 % -0.3 % 

0.2 V -0.5 % -0.9 % -1.0 % -0.6 % 

0.4 V -1.6 % -4.0 % -3.2 % -2.2 % 

RG2H-06-196 

0.1 V -0.1 % -0.3 % -0.2 % +0.2 % 

0.2 V -0.6 % -1.5 % -1.2 % -1.0 % 

0.3 V -0.6 % -2.6 % -1.2 % -1.0 % 

0.4 V -1.9 % -5.7 % -3.8 % -2.5 % 

RG2H-06-197 

0.0 V 0.2 % -1.0 % 0.4 % -0.5 % 

0.2 V -1.1 % -2.5 % -2.2 % -1.1 % 

0.3 V -1.3 % -4.8 % -2.6 % -1.8 % 

 

Table 2.5. Comparison of BSE and 2x BSE to TSA and RB values. 

 

Figure 2.8 graphically demonstrate BSE adjustments using the Isd(t) recording from 

Device RG2H-06-196 at Vlg = 0.3 V.  First, the BSE value was determined from a linear fit to Isd(t) 

from t = -600 s up to the ZCP at t = 0 s (Fig. 2.8a).  The fit of -0.6 % per 600 s was then extrapolated 

(Fig. 2.8c) and subtracted from the entire Isd(t) trace.  Inspection of the residual data showed the 

success of this subtraction in flattening Isd(t) for a more precise evaluation of ZCP (Fig. 2.8b) and 

for revised evaluation of TSA and RB (Fig. 2.8d).  In this example, accounting for the BSE current 

shrank the TSA signal from -2.6 % to -2.0 %.  The flat, residual Isd(t) provided a much greater 
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confidence that the revised TSA value was obtained in equilibrium and interpreted correctly.  The 

RB value, which was originally assigned to be -1.0 %, was more accurately evaluated to be 0.2 % 

± 0.3 %, statistically indistinguishable from zero. 
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 Figure 2.8. Device RG2H-06-196 at Vlg = 0.3 V with fitting to correct for BSE currents. (a) Raw 

Isd(t) leading up to the ZCP at t = 0 s, overlaid with a linear fit representing BSE.  (b) Residual 

Isd(t) after subtracting the BSE. (c) Isd(t) during antigen association and dissociation, overlaid 

with an extrapolation of the BSE current. (d) Residual Isd(t) during antigen association and 

dissociation. 
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One notable error introduced by the BSE correction will occur if the antigen’s specific and 

nonspecific binding times are comparable.  The TSA and RB measurements assume that specific 

antigen-antibody binding and dissociation reach steady state equilibrium.  Dissociation of 

nonspecific fouling, on the other hand, can have different populations with short, long, and semi-

infinite time scales.  While long-duration fouling is not a significant problem for a differential 

comparison of TSA and RB, it is a dynamic that certainly affects accurate ZCP current and BSE 

evaluation when a device is being reused.  Ongoing surface dissociation of antigen from a previous 

test will cause subsequent effects in Isd(t) that compromise ZCP current and BSE measurements.  

For repeated assays probing Vlg dependence, reliable use of the BSE correction may require special 

attention to dissociation dynamics between trials. 

Finally, it is useful to consider the source of the long time constants in Cardea’s devices.  

In ISFETs, the sensing channel is separated from the measurement solution by a dielectric, the 

entire surface of which is exposed to charge injection, migration, and slow trapping dynamics.  

Cardea’s gFET channel is not similarly passivated, but it does sit upon an SiO2 support that will 

support trapping mechanisms.  Furthermore, the graphene is noncovalently bound to the SiO2 by 

van der Waals forces, and this binding is an incomplete barrier to interlayer ion migration.  The 

unprotected edges of Cardea’s gFET may provide a pathway for ions to insert themselves and then 

slowly equilibriate across the 10 µm channel width.  Passivation of the gFET edges might be a 

successful strategy for eliminating this migration pathway. 

2.4.3 Functional dependence of background surface equilibriation (BSE) on Vlg 

Figure 2.9 plots the BSE values listed in Table 2.6 versus the liquid potential Vlg.  In 

general, BSE was approximately linear in Vlg and closest to zero in the range of 0.0 to 0.1 V.  



35 

 

 

Two methods were used to evaluate the linear slope of BSE versus Vlg.  In the first case, a 

least-squares linear fit was calculated for the data from each device.  This fitting resulted in slopes 

d(BSE)/dVlg of -3 to -8 % per volt per 600 s (Table 2.6).  In this method, each fitting was done 

with only 3 or 4 data points per device, and the variance and uncertainty in slope were further 

increased by apparent outliers.  Consequently, a second method was developed in which an 

average was calculated for the entire data set from the slopes of every pair of adjacent data points.  

This second method calculated an average slope d(BSE)/dVlg = -5.5 % per volt per 600 s.  

Inspection of Fig. 2.9 suggests that this slope fairly represented the entire data set and its functional 

dependence on Vlg.  Finally, a device-dependent intercept was calculated by constraining the fitting 

of each device to this average slope.  Those fits are depicted as dashed lines in Fig. 2.9, and the 

corresponding intercepts are listed in Table 2.6. 

  

Figure 2.9. BSE versus Vlg for all devices.  Dashed lines depict linear fits for each device with a 

slope constrained to the average value of -5.5 %/V per 600 s. 



36 

 

Device 

Unconstrained linear fits Constrained linear fits 

Slope d(BSE)/dVlg 

(% per V per 600 

s) 

Intercept 

(V) 

Slope d(BSE)/dVlg 

(% per V per 600 

s) 

Intercept 

(V) 

RG2H-06-183 -8.2 0.04 -5.5 0.01 

RG2H-06-185 -3.2 -0.05 -5.5 0.04 

RG2H-06-196 -5.4 0.10 -5.5 0.09 

RG2H-06-197 -5.2 0.03 -5.5 0.02 

Table 2.6. Device-dependent linear fits of BSE versus Vlg with and without constraints. 

 

For either method, the Vlg intercept at which BSE was reduced to zero varied by less than 

0.15 V from one device to another.  This small range suggests systematic error, such as shifts that 

arise from device-to-device variability, surface contamination, or Vlg uncertainties caused by shifts 

of the Pt pseudo-reference potential. 

Similar mechanisms were suggested in §2.4.1 Summary of TSA and RB results to describe 

ad hoc shifting to align the TSA vs. Vlg curves (Fig. 2.7c).  However, the Vlg intercepts in Table 

2.5 do not follow the same pattern as those ad hoc shifts, which also extended over a larger range 

of 0.2 V.  The lack of any obvious correspondence between the two types of adjustment is 

noteworthy because both effects presumably result from the same lack of control over chemical 

potential.  The fact that two different methods suggest different amounts and directions of shift 

might simply reflect the quality of the limited data set.  Alternately, the difference might indicate 

the presence of two distinct mechanisms.  Specifically, the dominant BSE mechanism is likely the 

slow charging of SiO2 traps under the gFET, whereas the (normalized) TSA and RB are results are 

most influenced by antigen dynamics in solution over the gFET.  In any case, both methods 

reflected small shifts in chemical potential that were in agreement with the stated uncertainty of 

Vlg. 
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2.4.4 Re-analysis of the IL-6 assay with corrected TSA and RB values 

The BSE adjustments described in §2.4.2 Background electrochemical currents were 

performed for every IL-6 assay result.  Corrected TSA and RB values are tabulated in Table 2.7 

and Table 2.8, respectively.  Since the BSE adjustment resulted in relatively flat Isd(t) recordings 

at the time of measurement, quantitative error bars for TSA and RB could also be calculated from 

the peak-to-peak fluctuations in Isd(t).  An additional error was observed in which some Isd(t) traces 

were not successfully flattened by the BSE adjustment procedure, perhaps because of a 

discontinuous change in current during the experiment.  Table 2.7 and Table 2.8 include additional 

measurements of the “residual slope”, dIsd/dt, remaining after BSE adjustment to denote added 

uncertainty in some values. 

In general, correction for BSE currents reduced the apparent TSA values (Table 2.7).  The 

smallest corrections occurred for Vlg = 0.0 or 0.1 V, where BSE currents were negligible.  For Vlg 

> 0.1 V, TSA values were -2 to -4 %.  Despite being reduced in magnitude, the values were ten 

times larger than the remaining errors and (much reduced) measurement uncertainties, and they 

represented significant positive detections by the IL-6 sensor.  The results are depicted graphically 

in Fig. 2.10, with the curves shifted by small amounts (noted in the legend) to match Fig. 2.7c.  As 

in Fig. 2.7c, Fig. 2.10 shows good agreement among overlapping curves and a response that 

approached zero asymptotically at Vlg < 0.  
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Device Vlg 
Raw 

TSA 

Corrected 

TSA 
Error 

Residual Slope 

(% per 600 s) 

RG2H-06-183 

-0.1 

V 
-0.8 % -1.2 % ± 0.1 % -0.3 % 

0.1 V -2.1 % -1.9 % ± 0.1 % -0.5 % 

0.3 V -4.9 % -3.3 % ± 0.1% 0.0 % 

RG2H-06-185 

0 V -0.2 % -0.1 % ± 0.1 % -0.2 % 

0.2 V -0.9 % -0.5 % ± 0.1 % 0.0 % 

0.4 V -4.0 % -2.9 % ± 0.2 % 0.0 % 

RG2H-06-196 

0.1 V -0.3 % -0.4 % ± 0.3 % 0.0 % 

0.2 V -1.5 % -1.2 % ± 0.4 % 0.0 % 

0.3 V -2.6 % -2.0 % ± 0.4 % 0.0 % 

0.4 V -5.7 % -4.5 % ± 0.7 % 0.0 % 

RG2H-06-197 

0 V -1.0 % -1.0 % ± 0.1 % 0.0 %  

0.2 V -2.5 % -1.6 % ± 0.1 % +0.2 % 

0.3 V -4.8 % -3.9 % ± 0.1 % 0.0 % 

 

Table 2.7. Raw and corrected TSA values, with calculated errors. 

 

 

 

Figure 2.10. Corrected TSA versus adjusted Vlg, with the amount of each Vlg shift noted in the 

legend. Red point denotes one measurement having a residual slope error dIsd/dt = -0.5 % per 

600 s. 
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Device Vlg Raw RB 
Corrected 

RB 
Error 

Residual Slope 

(% per 600 s) 

RG2H-06-183 

-0.1 

V 
0.3 % -0.5 % ± 0.1 % 0.0 % 

0.1 V -1.1 % -0.7 % ± 0.1 % +0.1 % 

0.3 V -2.6 % 0.7 % ± 0.1 % +1.0 % 

RG2H-06-185 

0 V -0.3 % -0.2 % ± 0.1 % 0.0 % 

0.2 V -0.6 % 0.1 % ± 0.1 % +0.5 % 

0.4 V -2.2 % 0.3 % ± 0.2 % +0.7 % 

RG2H-06-196 

0.1 V 0.2 % 0.2 % ± 0.2 % 0.0 % 

0.2 V -1.0 % -0.1 % ± 0.3 % 0.0 % 

0.3 V -1.0 % 0.2 % ± 0.3 % 0.0 % 

0.4 V -2.5 % 0.0 % ± 0.7 % 0.0 % 

RG2H-06-197 

0 V -0.5 % -0.5 % ± 0.1 % 0.0 % 

0.2 V -1.1 % 0.7 % ± 0.1 % +0.5 % 

0.3 V -1.8 % -0.5 % ± 0.2 % +0.8 % 

 

Table 2.8. Raw and corrected RB values, with calculated errors. 

 

 

Figure 2.11. Corrected RB versus adjusted Vlg, with the amount of each Vlg shift noted in the 

legend. Red points denote measurements with residual dIsd/dt > 0.5% per 600 s. 
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Figure 2.11 shows a similar plot of the corrected RB values (Table 2.8).  The corrected 

RB signal was less than 1 % for all devices at all Vlg values, with no appreciable difference from 

zero.  These results signify no residual binding of IL-6 antigens on Cardea’s sensor.  Nearly half 

of the RB values in Fig. 2.11 are colored red to denote residual slopes dIsd/dt ranging from 0.5 to 

1.0 % per 600 s.  The larger errors observed here are probably caused by the 20-minute delay 

between BSE calibration at t = 0 s and RB measurement.  Nevertheless, the residual slope is only 

notable because it equals or exceeds the RB value produced by the sensor.  As before, curves in 

Fig. 2.11 are shifted by small amounts (noted in the legend) for direct comparison to Fig. 2.10 and 

Fig. 2.7d, but the shifts are irrelevant since no RB was detected. 

This analysis clarified numerous ways that Device RG2H-06-183 was anomalous.  

Bringing its data points into a range comparable to the other devices required an ad hoc shift of 

0.15 V that cannot be justified in comparison to the other offset magnitudes or the intercepts 

reported in Table 2.6.  Device RG2H-06-183 also had the highest residual slope in Isd(t) at the 

conclusion of correcting for BSE currents, though slope errors only partly accounted for remaining 

disagreements with other devices’ results.  The possible causes of these differences are varied.  On 

one hand, Device RG2H-06-183 had the highest current of the four sensors and the weakest 

response to gating (Table 2.4), perhaps indicating intrinsic differences among gFET sensors that 

requires device-specific normalization.  Device RG2H-06-183 was also the first device probed, 

the only device measured at a negative Vlg, and the only device measured in a nonmonotonic order, 

all of which add uncertainty to its data. 
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2.4.5 Interpretation of the IL-6 assay results 

To summarize, correction of the Isd(t) recordings to account for slow, electrochemical 

currents induced by Vlg produced new results for TSA and RB.  TSA was successfully detected at 

all Vlg > 0 V, with an asymptotic decrease to zero response for Vlg < 0 V.  After correcting for the 

electrochemical currents, no RB was observed under any condition. 

The absence of RB forces one of two conclusions about IL-6 antibody-antigen interactions: 

either (1) antigen dissociation ran to completion in the 600 s period allowed for dissociation, or 

(2) specific antigen binding to IL-6 antibodies was inhibited or undetectable by the Cardea sensor.  

The former hypothesis of fast dissociation is contradicted by other assay results [12,53], and there 

is no clear evidence of a second exponential decay (i.e. slower than electrochemical charging) in 

the BSE-corrected Isd(t).  The latter hypothesis, on the other hand, is supported by the successful 

reuse of devices over 3 or 4 cycles of testing and, more generally, by Cardea’s long-term success 

reproducing IL-6 assay results. 

This analysis concludes that weakly-bound, nonspecific surface adsorption generated the 

entire TSA signal.  The strong dependence of TSA on Vlg suggests an electrostatic mechanism in 

which the applied potential inhibited surface adsorption at Vlg < 0 V and enhanced adsorption at 

Vlg > 0 V.  The turning point at 0 V was a consequence of the measuring apparatus, which defined 

potential with respect to the gFET channel.  At Vlg < 0 V, the liquid is negative relative to the 

graphene surface and antigen is electrostatically repelled.  At Vlg > 0 V, the liquid is positive 

relative to the graphene, enhancing antigen concentration and nonspecific adsorption at the 

surface.  If correct, opposite results should be observed with other antigen-antibody pairs having 

negatively charged antigens.  

In principle, applied potentials might also affect the association and dissociation rate 

constants for specific binding, but no evidence of specific binding was observed in this study.  
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Probing the binding kinetics will require conclusive RB signals, in which case sensor reuse and 

controlled variation of Vlg both become more challenging experimental aspects. 

2.5 Conclusions and Future Work 

Initial measurements of TSA and RB demonstrated the signal variation between devices 

(see Fig. 2.7). At all Vlg, raw TSA and RB values varied by up to 2 % between devices. However, 

measurements at multiple Vlg revealed that the signal variation could be corrected for with artificial 

shifts in Vlg. After shifts in Vlg were applied, results between different devices aligned, confirming 

that the primary source of signal variation was variation in response to applied Vlg, likely resulting 

from variation in graphene surface potentials. Furthermore, the amount of Vlg shift required for 

alignment of results is a quantitative measure of the variation in graphene surface potentials. 

Measurements at different Vlg also revealed the need to consider and account for 

electrochemically induced currents. Raw Isd(t) contained dIsd/dt as large as -2 % per 600 s at most 

ZCP, TSA and RB measurement points (See Table 2.5). This nonzero dIsd/dt resulted from slow 

electrochemical charging and indicated that the gFET, whether it be the graphene channel surface 

or underlying SiO2, had not reached equilibrium at each measurement time. As a measure of these 

electrochemically induced currents, BSE was empirically defined to be dIsd/dt at the ZCP. When 

projected to t = 600 s and t = 1200 s, BSE currents were one quarter to one third as large as raw 

TSA values and equal to or larger than raw RB values. Corrected TSA and RB values were 

calculated by subtracting projected BSE from raw TSA and RB values, resulting in a more reliable 

measure of TSA and RB. Variation in BSE currents between devices also appeared to result from 

variation in graphene surface potentials (see Fig. 2.9), though the differences in BSE currents were 

not in complete agreement with the variation seen in TSA and RB values. 
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After correcting for electrochemically induced currents and variation in gating between 

devices, (i) TSA was found to depend on applied potentials and (ii) there is no measurable RB 

(See Table 2.7 and Table 2.8 and Fig. 2.10 and Fig. 2.11). Corrected TSA magnitudes 

monotonically increase with increasing applied potentials, with an average d(TSA)/dVlg of -17 % 

per volt at Vlg ≥ 0.2 V, and asymptotically decrease to zero at Vlg ≤ 0.1V. This indicates that 

increasing applied potentials promote total antigen adsorption to the graphene channel surface. 

This is possibly explained by a simple electrostatic mechanism: Vlg > 0 V causes the liquid to be 

positively charged with respect to the graphene channel and electrostatically drives antigen to the 

surface, while Vlg < 0 V instead causes the liquid to be negatively charged and antigen is 

electrostatically repelled from the surface. Furthermore, the dependence of TSA on Vlg confirms 

that applied potentials can be tuned to produce similar TSA values between devices, reducing or 

eliminating signal variation. 

On the other hand, raw RB signals were found to result entirely from BSE signals. The 

absence of measurable RB indicates that specific antigen binding to IL-6 antibodies was inhibited 

or undetectable by Cardea’s biosensor. At first glance, this result appears to disagree with past 

results using Cardea’s IL-6 protocol where nonzero RB signals are reported. However, the work 

here shows that BSE currents are present at all Vlg (See Table 2.5), which means that BSE currents 

are also present in Cardea’s reported results, which are not accounted for. Furthermore, corrections 

for BSE currents reduce RB signals to zero. Since Cardea does not perform this correction, it is 

likely that similar corrections for BSE currents will reduce their reported RB signals to zero as 

well. 

While this work was successful investigating the signal variation and effects of applied 

potentials in performing Cardea’s IL-6 assay on their biosensor, there are still concerns to be 
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addressed. First, Cardea’s Agile R100 typically reports TSA magnitudes of 15 % ± 3 %, while the 

measurements here had a maximum TSA magnitude of 5 %. The choice was made here to use an 

external liquid probe to control Vlg, and future measurements instead using the on-chip Pt 

electrodes to control liquid potential may be able to attribute the discrepancy in TSA values to the 

method of Vlg control. Alternatively, applying higher potentials (Vlg > 0.4 V) may produce TSA 

values in better agreement with Cardea’s Agile R100 system if the dependence on Vlg continues. 

Secondly, while Cardea’s biosensor did not report any significant RB signals (corrected 

RB magnitude < 1 % at all Vlg, see Table 2.8), it is unclear if this results from device limitations 

or if this result is specific to the IL-6 antibody-antigen pair. A different antibody-antigen pair 

should be used to test the ability of Cardea’s biosensor to measure specific antibody-antigen 

binding. Furthermore, measurements using an oppositely charged target antigen will also test the 

postulated electrostatic mechanism of Vlg dependence. 

Lastly, it would be beneficial to better characterize and correct for electrochemically 

induced currents (BSE), as they proved to be quite significant in the proper measurement and 

interpretation of the signals of interest, TSA and RB (see Table 2.5). The corrections applied here 

for electrochemically induced currents assumed that BSE was constant in time, which appeared to 

be correct in most cases through t = 600 s (see Table 2.7), but resulted in residual dIsd/dt at t = 

1200 s. Longer calibration times (Δt > 2400 s) in buffer following voltage changes will allow more 

accurate measurement of BSE currents over time, which in turn, may lead to more accurate 

corrections. The longer calibration periods may also inherently eliminate the need for corrections 

if BSE currents reduce to zero over longer time periods. 
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Chapter 3  

Discrimination of Single-Point Mutations in Unamplified Genomic 

DNA via Cas9 Immobilized on a Graphene Field-Effect Transistor 

Simple and fast methods for the detection of target genes with single-nucleotide specificity 

could open up genetic research and diagnostics beyond laboratory settings. We recently reported 

a biosensor for the electronic detection of unamplified target genes using liquid-gated graphene 

field-effect transistors employing an RNA-guided catalytically deactivated CRISPR-associated 

protein 9 (Cas9) anchored to a graphene monolayer. Here, using unamplified genomic samples 

from patients and by measuring multiple types of electrical response, we show that the biosensors 

can discriminate within one hour between wild-type and homozygous mutant alleles differing by 

a single nucleotide. We also show that biosensors using a guide RNA–Cas9 orthologue complex 

targeting genes within the protospacer-adjacent motif discriminated between homozygous and 

heterozygous DNA samples from patients with sickle cell disease, and that the biosensors can also 

be used to rapidly screen for guide RNA–Cas9 complexes that maximize gene-targeting 

efficiency.1 

 

3.1 Introduction 

Single-nucleotide polymorphisms (SNPs) account for over 50 % of disease-causing 

mutations in humans [54-56]. In addition to residing at the core of human health genetics, SNPs 

 
1 Reprinted with permission from "Discrimination of Single-Point Mutations in Unamplified Genomic DNA via Cas9 

Immobilized on a Graphene Field-Effect Transistor" by S. Balderston, J. Taulbee, E. Celaya, et al. Nature Biomedical 

Engineering (2021). Copyright, Springer Nature. 
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play a considerable role in infectious disease prevention [57-59], ageing [60], pharmacology [61-

63] and agriculture [64] and are a driving force in evolutionary change. Specific SNPs have been 

associated with reducing the rubella vaccine’s effectiveness by impinging on key cytokine 

pathways [65,66]. SNPs were also implicated in an outbreak of coronavirus, causing severe acute 

respiratory syndrome (SARS) [67-69]. It was discovered that the virus was replicating in 

populations of palm civets in China [70,71], and sequencing of the gene transcribing the spike 

protein (that is, the protein necessary for the virus infection of host cells) revealed 27 nucleotide 

variations, which were indicative of the virus’s new ability to infect humans [71]. A correlation 

between the hallmarks of human ageing and three SNPs in the circadian rhythm CLOCK gene has 

also been reported [60]. Furthermore, SNPs resulting in amino acid variations in proteins, which 

interact with a mutant protein, may affect a patient’s prognosis, as exemplified in cystic fibrosis 

[72]. In drug metabolism, SNPs are particularly important for personalizing pharmaceutical 

therapy as they can serve as markers for a patient’s metabolic capacity for a specific drug [73]. 

One example of this is two concomitant SNPs in two cytochrome p450 (CYP) genes that have been 

implicated in paediatric drug-resistant epilepsy [74]. In the agriculture industry, it is crucial for 

crop yield to plant seeds with the highest possible resistance to common pathogens. SNPs play an 

essential role in determining breeding procedures as they serve as markers for resistance screening 

[75-77]. Furthermore, SNPs can be used as genome stability markers for quality control of 

genetically modified seeds before their release [78]. Although the applications for SNP detection 

are abundant across many research disciplines and industries, current methods for SNP genotyping 

have limited their widespread employment outside of a traditional laboratory.  

The current gold standards for massive SNP genotyping involve SNP microarrays, TaqMan 

SNP genotyping or next-generation sequencing [79-83]. Although many of these technologies are 
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high throughput and have allowed for advancement in research and industry, they all require DNA 

amplification, experienced technical staff, tedious design of paired primer systems, and fluorescent 

probes, all of which are not amenable with mass testing at the point of care or in the field. 

Furthermore, all of these methods require sophisticated optical equipment, which restricts the 

capability of laboratories for DNA sequence determination, thus severely limiting the ability to 

design hand-held, rapid, point-of-testing instrumentation. Amplification-free electronic detection 

of a target gene with SNP specificity has the potential to streamline this process, allowing for mass 

testing for SNPs outside of a traditional laboratory.  

We have previously reported on a label-free technology based on a graphene field-effect 

transistor (gFET) that is capable of discriminating between target and non-target genes from 

unamplified genomic DNA samples [14]. Here, we report a new CRISPR-based gFET system, 

termed CRISPR-SNP-Chip, referred to as SNP-Chip hereafter, which is capable of detecting 

single-nucleotide mutations in a given DNA sequence without the need for target amplification. 

This was accomplished by: (1) expanding the types of electrical measurements taken; and (2) 

incorporating different Cas9 variants and orthologues to improve SNP discrimination. In this work, 

we record I, C and V responses to be able to detect SNPs. This expansion of measurement type 

has allowed us to reach single-nucleotide specificity. Furthermore, the incorporation of a novel 

Cas9 orthologue has allowed us to distinguish between samples with different zygosity of a 

particular SNP. SNP-Chip consists of a liquid-gated gFET where the graphene channel between 

the source and drain electrodes is functionalized with a CRISPR-associated (Cas) enzyme 

complexed with a target-specific guide RNA (gRNA) to capture a specific DNA sequence 

contained within unamplified genomic DNA [81-83]. Electrical measurements are obtained by 

sweeping the liquid gate voltage from −100 mV to +100 mV while the source–drain current is 
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measured continuously at constant source–drain voltage. Molecular adsorption and electrostatic 

interactions at the graphene surface create local potentials that effectively gate and alter gFET 

electrical properties, such as conductance, source–drain current, transconductance and the 

effective gate potential seen by the graphene channel. As a result, the interaction between the 

RNA-guided Cas nuclease and its DNA target is detectable as a change in one or more of these 

gFET properties, which are measured simultaneously and in real time. 

The sensitivity and specificity of SNP-Chip depend on the DNA-targeting capability of 

Cas enzymes anchored to the graphene channel. Cas9, the most widely used Cas enzyme, is 

complexed with a gRNA molecule with a spacer of ~20 nucleotides complementary to a specific 

DNA sequence [84,85]. This complex interacts with DNA by recognizing protospacer-adjacent 

motifs (PAMs). When the RNA-guided Cas9 interacts with its PAM, it begins to unwind the DNA 

upstream of the PAM, and hybridization between the spacer sequence of the gRNA and the DNA 

target occurs, followed by cleavage of the DNA strand. In the absence of complementarity between 

the spacer and the DNA, the DNA is more likely to dissociate from the Cas9–gRNA complex 

[86,87]. 

We previously reported a DNA sequence-detecting device that used dCas9, a dead variant 

of Cas9 that is nuclease inactive [14,88,89]. Except for DNA cleavage, this general mechanism is 

consistent between dCas9 and Cas9 [84-86]. Studies have shown that Cas9 remains bound to its 

target DNA after cleavage [90]. Therefore, the nuclease-active wild-type Cas9 and high-fidelity 

Cas9 enzymes can also be used within the SNP-Chip construct to detect a specific DNA sequence. 

Incorporating different Cas enzymes can improve this technology’s performance by tuning the 

SNP-Chip specificity and selectivity [91-95]. For example, high-fidelity Cas9 has been reported 
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to mediate highly specific correction of the sickle cell disease (SCD)-associated SNP mutation in 

haematopoietic stem and progenitor cells of patients with SCD [96].  

SNP-Chip was constructed by expanding the electronic analysis of the gFET and utilizing 

dCas9, Cas9 or a Cas9 orthologue to enable amplification-free electronic detection of point 

mutations. These studies indicated that the accuracy and SNP discrimination efficiency of Cas 

enzymes could be captured by accurate analysis of the gFET electrical responses. In the present 

study, we utilized these Cas enzymes to detect SNPs in target genes in two human disease models. 

In the first disease model, we tested an SCD-associated point mutation in the HBB gene of patients 

with and without the disease. SCD is a recessive heritable disease caused by an adenine to thymine 

base substitution within exon 1 of the HBB gene [97], resulting in a glutamate to valine amino acid 

switch in β-globin (E6V). This mutation renders β-globin prone to polymerization, causing the 

characteristic misshapen sickle red blood cells (RBCs) [98,99]. Sickle RBCs damage blood vessels 

and cause blockages, resulting in symptoms such as chronic pain, swelling, organ damage and 

stroke. Furthermore, patients often suffer from chronic anaemia due to the shortened lifespan of 

sickle RBCs [100]. These complications result in a reduction of life expectancy for patients with 

SCD by approximately 30 years [101,102]. Despite the associated decrease in quality of life and 

life expectancy, the sickle RBC trait (mutant haemoglobin S (HbS)) has persisted, particularly in 

malaria-endemic regions of the world such as East Africa [103]. We also tested amyotrophic lateral 

sclerosis (ALS) as an additional disease model by detecting a SNP in the superoxide dismutase 

type 1 (SOD1) gene in genomic DNA extracted from human induced pluripotent stem cells 

(hiPSCs) from a healthy individual and an individual with familial ALS (fALS). ALS is a 

neurodegenerative disease characterized by the progressive loss of motor neurons in the cortex and 

spinal cord. This degeneration leads to death due to respiratory failure within 3–5 years [104]. 
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Approximately 90 % of all ALS cases are sporadic, occurring randomly without known specific 

causes and genetic background. However, about 10 % of cases are hereditary and familial and are 

caused by single-gene mutations [105]. fALS is deeply associated with SOD1 missense mutants 

such as A4V (where alanine is switched to valine at codon 4), A89V (where alanine is switched to 

valine at codon 89), H44R (where histidine is switched to arginine at codon 44) and G93A (where 

glycine is switched to alanine at codon 93). Any of these mutations may trigger a toxic mechanism 

involving redox catalysis, which results in misfolding of the SOD1 protein [106,107]. 

Recently, CRISPR-based gene editing has been utilized for the potential treatment of both 

SCD and ALS [108-112]. Although promising, CRISPR-based gene editing requires careful 

assessment of CRISPR complex design and editing efficiency [113,114]. Therefore, technologies 

that can detect, quantify and discriminate between different wild-type and mutated gene targets in 

a facile and high-throughput manner can be essential in designing better CRISPR complexes with 

optimal efficiency to improve the effectiveness of ex vivo genome editing in cell populations 

before they are reintroduced to a patient’s body [109,115]. 

In recent years, technologies have been developed for SNP genotyping to bypass the need 

for advanced sequencing techniques. Although some of these technologies have removed the need 

for expensive and bulky optical equipment [116] and have bypassed the need for amplification 

[117], none have done both. SNP-Chip is a CRISPR-powered transistor capable of amplification-

free detection of target DNA sequences with SNP specificity by combining the power of CRISPR 

and gFET technology, overcoming the limitations associated with other amplification and optical-

based SNP genotyping methods. SNP-Chip is a flexible, label-free technology that can easily be 

reconfigured through the programmability of CRISPR to target other point mutations, broadening 

SNP-Chip’s potential applications beyond SCD and ALS. 
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3.2 Methods 

3.2.1 AFM 

AFM images of the graphene FET chip surfaces were acquired in 20 μm × 20 μm areas 

with 512 pixel × 512 pixel resolution and a scan rate of 0.5 Hz in non-contact, tapping mode using 

the Pacific Nanotechnology Nano-R2 scanning probe microscope. Images were analysed using 

Gwyddion. 

 

3.2.2 dCas9, Cas9 and MgaCas9 gRNA Design 

Multiple gRNAs were designed for SCD detection on SNP-Chip. gRNA-HTYa targets the 

sequence 5′-GTAACGGCAGACTTCTCCTC-3′ and is specific to the wild-type HbA HBB allele, 

which does not contain the single-point mutation associated with SCD. Briefly, it has previously 

been reported that gRNA-HTYa facilitates the cleavage of the HBB target sequence [118]. gRNA-

SCDa targets the sequence 5′-GTAACGGCAGACTTCTCCAC-3′ and is specific to the HbS 

sickle cell trait, which contains the single-point mutation associated with SCD. For both gRNA-

HTYa and gRNA-SCDa, the SCD-associated SNP locus occurs in the second nucleotide of the 

protospacer sequence proximal to the PAM. Both gRNA-HTYa and gRNA-SCDa are compatible 

with dCas9 and Cas9 [88]. The third gRNA, which is compatible with MgaCas9 (CasZyme), 

targets the wild-type HbA allele. This MgaCas9 gRNA targets the sequence 5′-

GACACCATGGTGCATCTGACTC-3′. The MgaCas9 gRNAs used in this study were 

synthesized by in vitro transcription using HiScribe T7 Quick High Yield RNA Synthesis kits 

(New England Biolabs (NEB)) and purified using the Monarch RNA Cleanup Kit (NEB). RNA 

concentration and purity were measured using a NanoPhotometer NP80 (Implen), and RNA 
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integrity was visualized by 2 % agarose electrophoresis. One gRNA was designed for the ALS 

model. This gRNA targets the sequence 5′-CATGAACATGGAATCCAAGC-3′ and was ordered 

from Synthego without modification. 

 

3.2.3 DNA Cleavage Assay 

MgaCas9 (CasZyme) was purified and 50 μl MgaCas9–gRNA complex was assembled by 

incubating 0.08 μM MgaCas9 and 0.16 μM Cas9 gRNA in assembly buffer (10 mM Tris-HCl, 100 

mM NaCl, 1 mM ethylenediaminetetraacetic acid (EDTA) and 1 mM dithiothreitol (pH 7.5)) at 20 

°C for 1 h. Then, 50 μl 5 nM target DNA in 1× CutSmart Buffer (NEB) was also prepared and 

heated to 37 °C. A 20 μl 1:1 vol/vol mix of preheated target DNA mix and MgaCas9–gRNA 

complex was incubated for 30 min at 37 °C. Afterwards, 5.6 μl 6× Gel Loading Dye, Blue (NEB) 

was added to the reaction. Cleavage was visualized via 1 % agarose gel electrophoresis. The 

complex is considered active if 40 nM of the complex cleaves 100 % of 2.5 nM DNA within 30 

min at 37 °C and if 20 nM of the complex cleaves at least 80 % of 2.5 nM DNA within 30 min at 

37 °C. 

Purified Cas9 (MacroLab) was complexed with gRNA-CS04 by mixing 50 μl 80 nM Cas9 

and 80 nM gRNA in Assembly Buffer (10 mM Tris-HCl, 100 mM NaCl, 1 mM EDTA and 1 mM 

dithiothreitol (pH 7.5)) at 20 °C for 1 h. Then, 50 μl 10 nM target DNA in 1× CutSmart Buffer 

(NEB) was also prepared. A 20 μl 1:1 vol/vol mix of preheated target DNA mix and Cas9–gRNA 

complex was incubated for 30 min at 37 °C. Afterwards, 5.6 μl 6× Gel Loading Dye, Blue (NEB) 

was added to the reaction. The reaction was then incubated at 85 °C for 10 min. The reaction was 

run on a 10% polyacrylamide gel (Bio-Rad) for 45 min at 110 V and stained with SYBR Gold. 

The band intensity was quantified with ImageJ. 
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3.2.4 Clinical DNA Samples 

Human genomic samples were obtained with a certificate of analysis from the Coriell 

Institute for Medical Research. The HbAA sample (NA03798) was from a 10-year-old healthy 

Caucasian male. The HbSS sample (NA16265) was from a 19-year-old African American male 

homozygous for SCD. The HbA/HbS sample (NA20838) was from a 35-year-old African 

American female heterozygous for the SCD trait. The concentrations were routinely measured 

before use via Nanodrop One (Thermo Scientific). 

 

3.2.5 Culture of hiPSCs and Mutation Screening 

hiPSCs (WTC11) were obtained through the University of California, Berkeley Cell 

Culture Facility. The SOD1-mutated fALS iPSCs (CS04) were obtained from the Cedars-Sinai 

Medical Center (Los Angeles, California). All hiPSCs were maintained on plates coated with 

Vitronectin (Life Technologies) and cultured in Essential 8 Medium (Life Technologies) at 37 °C 

under a 5 % CO2 atmosphere. All hiPSCs were passaged every 7 d by 0.5 mM EDTA (Life 

Technologies). Genomic DNA was extracted using DNeasy Blood & Tissue kits (Qiagen) 

according to the manufacturer’s instructions. For PCR amplification of the H44R region in SOD1 

(NM_000454.5), the following primers were used: 5′-GGGTGCTTGTGCATTGAGTG-3′ 

(forward) and 5′-GGGTTTTAACGTTTAGGGGCT-3′ (reverse). The PCR protocol can be found 

in the ‘PCR amplification’ section below. The products were directly sequenced using the 3130 

Genetic Analyzer (Applied Biosystems). 
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3.2.6 PCR Amplification 

The following PCR protocol was used to amplify a 504-bp region of the HBB gene from 

both HbAA and HbSS gDNA templates: 50 ng genomic DNA (NA03798 or NA16265), 1× 

Phusion HF Buffer, 200 μM dNTP, 0.5 μM forward primer, 0.5 μM reverse primer and 1 U Phusion 

DNA polymerase (NEB). The final volume of the PCR reaction was 50 μl. The forward and reverse 

primer sequences were 5′-TTGAGGTTGTCCAGGTGAGCCA-3′ and 5′-

GGCCAATCTACTCCCAGGAGCA-3′, respectively. The following thermal cycler protocol was 

used: (1) 98 °C for 30 s; (2) 98 °C for 10 s; (3) 63.5 °C for 30 s; (4) 72 °C for 15 s; (5) repeat steps 

2–4 29 times; and (6) hold at 72 °C for 5 min before cooling to 4 °C. HbAA and HbSS sequences 

were validated via Sanger sequencing using the same primers mentioned previously. Sanger 

sequencing was performed by the University of California, Riverside Gene Core. 

A luciferase-transgenic HEK293 cell line (Luc14 HEK293) [119] was used to amplify a 

565-bp negative control sequence via a nested PCR protocol. This amplicon did not contain the 

gRNA-HTYa or the gRNA-SCDa target sequences. The forward and reverse primer sequences for 

the first PCR were 5′-GCTCACTCATTAGGCACCCC-3′ and 5′-

GGCGTTGGTCGCTTCCGGAT-3′, respectively. For the second (nested) PCR, the forward and 

reverse primer sequences were 5′-CACTTTATGCTTCCGGCTCG-3′ and 5′-CCGCGTACGTGA 

TGTTCACC-3′, respectively. All amplicons were confirmed on a 1 % agarose gel, stained with 

0.5 μg ml−1 ethidium bromide for 30 min and imaged using UVP ChemStudio (Analytik Jena). All 

final PCR-derived amplicons were purified using a PureLink PCR Purification Kit (Invitrogen) 

before SNP-Chip experiments. 

A 2,058-bp DNA fragment for the MgaCas9 cleavage assay was obtained by PCR using as 

a template HEK293 (ATCC; CRL-1573) genomic DNA and a 5′-

TCCTGAGACTTCCACACTGATGC-3′ and 5′-TGCACAGAGCACATT GATTTGT-3′ primer 
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pair. The PCR product was purified using Monarch DNA Cleanup and Gel Extraction (NEB). The 

MgaCas9–gRNA complex cleaves a 1,305-bp DNA substrate to generate 736- and 569-bp 

products. 

A 417-bp region of the SOD1 gene encompassing the H44R SNP locus was amplified from 

50 ng template CS04 and WTC11 genomic DNA using the Phusion High-Fidelity PCR Kit (NEB). 

Reactions were prepared according to the manufacturer’s protocol. The forward and reverse primer 

sequences were 5′-GGGTGCTTGTGCATTGAGTG-3′ and 5′-

GGGTTTTAACGTTTAGGGGCT-3′, respectively. The following PCR protocol was used: (1) 98 

°C for 3 min; (2) 98 °C for 10 s; (3) 62 °C for 30 s; (4) 72 °C for 15 s; (5) repeat steps 2–4 34 

times; (6) 72 °C for 10 min; and (7) hold at 4 °C. 

 

3.2.7 SNP-Chip gFET Functionalization via Molecular Linker Absorption, Activation, Cas 

Enzyme Coupling, Passivation and Cas–gRNA Complex Formation 

For the amplicon studies, gFETs (Cardea) were rinsed with 30 μl acetone twice, followed 

by two rinses with 30 μl deionized water. The chips were subsequently functionalized with PBA 

(5 mM; 15 μl; Sigma–Aldrich) in dimethylformamide (DMF) for 2 h at room temperature. 

Following the incubation, the gFETs were rinsed twice with 30 μl DMF, followed by 30 μl 

deionized water. The functionalized PBA gFETs were then air dried and used immediately or 

stored at 4 °C for later use. PBA was activated using a 1:1 vol/vol ratio of N-(3-

dimethylaminopropyl)-N′-ethyl carbodiimide hydrochloride (EDC, 4 mM) and N-

hydroxysuccinimide (NHS; 11 mM; Sigma–Aldrich) in 50 mM 2-(N-morpholino)ethanesulfonic 

acid (MES; pH 6) for 5 min at room temperature before incubation with Cas enzyme [120,121]. 

Cas enzymes (900 ng in 30 μl 2 mM MgCl2) were incubated atop the gFET for 15 min, after which 
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the gFET was rinsed twice with 30 μl MES (pH 6). Any uncoupled PBA molecules on the graphene 

surface were then blocked using amino-PEG5-alcohol (1 mM; 10 min) and ethanolamine 

hydrochloride (1 M; 10 min). The surface was then rinsed five times with 2 mM MgCl2 to remove 

any unbound blocking agent for 1 min. The chips were then calibrated for gRNA using 2 mM 

MgCl2 for 5 min. gRNA (900 ng in 30 μl 2 mM MgCl2) was then incubated on the gFET for 10 

min at 37 °C. The surface was then rinsed with 2 mM MgCl2 to remove any unbound gRNA for 5 

min. The distribution of the biofunctionalization signals can be found in Figure A.1. 

For the genomic studies, gFETs (Cardea) were rinsed with 30 μl acetone followed by 30 

μl deionized water twice. The gFETs were subsequently functionalized with PBA (750 mM; 15 

μl; Sigma–Aldrich) in DMF for 1 h at room temperature. Following the incubation, the gFET chips 

were rinsed with 30 μl DMF followed by 30 μl 70 % ethanol twice and 30 μl 100 % isopropyl 

alcohol. The functionalized PBA chips were then air dried and used immediately or stored at 4 °C 

for later use. PBA was activated using a 1:1 vol/vol ratio of EDC (200 mM) and NHS (400 mM) 

(Sigma–Aldrich) in 50 mM MES (pH 6) for 5 min at room temperature before incubation with Cas 

enzymes. Cas enzymes (900 ng in 2 mM MgCl2) were incubated atop the gFET for 15 min, after 

which the gFET was rinsed twice with 30 μl MES (pH 6). Any uncoupled PBA molecules on the 

graphene surface were then blocked using amino-PEG5-alcohol (1 mM; 10 min) and ethanolamine 

hydrochloride (1 M; 10 min). The surface was then rinsed five times with 2 mM MgCl2 to remove 

any unbound blocking agent for 1 min. The chips were then calibrated for gRNA using 2 mM 

MgCl2 for 5 min. gRNA (900 ng in 2 mM MgCl2) was then incubated on the chip for 10 min at 37 

°C. The surface was then rinsed with 2 mM MgCl2 to remove any unbound gRNA for 5 min. 
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3.2.8 SNP-Chip Calibration and DNA Detection on Functionalized gFETs 

To compare sensor responses from different devices, each chip was incubated in a solution 

of 2 mM MgCl2 for 5 min immediately before the introduction of DNA to allow for equilibration 

of the graphene surface, which we refer to as sensor calibration. All signals following calibration 

were calculated and expressed as a percentage change from the final signal during calibration. 

DNA samples were then incubated atop the gFET for 25 min (30 ng μl−1 in 2 mM MgCl2 for the 

amplicon studies and 60 ng per 30 μl in 2 mM MgCl2 for the genomic DNA studies). Any unbound 

DNA was then rinsed with 2 mM MgCl2 for 15 min. Cas9 and MgaCas9 genomic DNA was rinsed 

for an additional 5 min. All steps in the assay were performed at 37 °C. The temperature was 

controlled with a benchtop incubator. 

 

3.2.9 Sensitivity and Specificity Studies 

Sensitivity studies were performed by incubating varying concentrations (10–60 ng μl−1) 

of HbAA genomic DNA (NA03798). These were then tested on the SNP-Chip Cas9-HTYa 

construct according to the protocol defined in the section ‘SNP-Chip calibration and DNA 

detection on functionalized gFETs’. Specificity studies were performed by creating non-

homogeneous mixtures of HbAA (NA03798) and HbSS (NA16267) genomic DNA, all of which 

had a final concentration of 60 ng μl−1. These were then tested on SNP-Chip Cas9-HTYa and 

MgaCas9–22-nucleotude gRNA constructs according to the protocol defined in the section ‘SNP-

Chip calibration and DNA detection on functionalized gFETs’. 
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3.2.10 Blind Studies 

SNP-Chip blind studies were performed by first obtaining three genomic DNA samples 

each from healthy patients (NA03798, NA22807 and NA23904) and patients with SCD 

(NA16265, NA16266 and NA16267) from the Coriell Institute for Medical Research. Samples 

were tested and analysed blind. For all other electrical measurements presented in this manuscript, 

technical replicates were employed. This was due to the nature of this work and the importance of 

sensor reproducibility. In the blinded studies, we employed biological replicates by assaying 

samples with either healthy or diseased phenotypes. 

 

3.2.11 SNP-Chip Sensor Response, Measurement and Analysis Methods 

The Agile R100 reader system (Cardea) was used for all measurements using the standard 

electrical setting. Each chip consisted of three transistors (gFETs) using a shared counter and 

reference electrodes. Each transistor consisted of five graphene channels in parallel. The gate 

voltage was swept from −100 to +100 mV continuously, at a constant rate, while the source–drain 

current through each transistor was monitored and recorded in real time. I, C and V response values 

were calculated for each cycle of a triangular gate loop and were always referenced to a calibration 

step before the addition of DNA. The I response was calculated by averaging the raw source–drain 

current data over each period of the liquid gate triangle wave. I response signals are shown here as 

percentage changes. The C response is the percentage change in the slope of the gFET transfer 

curve relative to a calibration step. The C response is calculated once per gate loop. The 
𝑑𝐼

𝑑𝑉𝑔
, the 

derivative of current with respect to gate voltage is evaluated using the forward finite difference 

approximation to the derivative. For each step in the cycle, the initial current value is subtracted 

from the ending current value and the result is divided by the change in gate voltage. The average 
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of all slope values for a cycle is taken to yield the C response value for that cycle. Prior to analysis, 

the C response is calibrated by dividing by the C response at an initial calibration point, subtracting 

1 and multiplying by 100 to convert to percent change. Changes in the C response are probably 

dominated by changes in the capacitance between the graphene channel and the liquid as material 

binds to the surface. V response values were calculated by dividing the by dividing the I response 

by the C response for each gate loop cycle and multiplying by 100 as a unit correction. Prior to 

analysis, the V response is calibrated by subtracting the value at an initial calibration point. 

Following our previous work describing the device physics of these sensors [12], this value is 

presented as the percentage difference relative to the calibration step. This value is like the Dirac 

voltage shift or, more generally, a transistor threshold voltage shift, but is a calculated value rather 

than a measured value and should not be taken to imply an actual voltage measurement on the 

surface. 

Agile Plus software (Cardea) was used to run the Agile R100 reader system. 

Approximately 10 % of transistors failed during measurement due to one or more graphene 

channels open circuiting. The software detected these failures as instantaneous drops of 15 % or 

more in the source–drain current. The remaining 90 % of devices measured were analysed using 

Python scripts and KNIME workflows to calculate capacitance and effective gate potential data. 

The statistics were calculated using Prism, assuming a normal distribution of the data. 

 

3.2.12 Reproducibility of the SNP-Chip Studies 

The SNP-Chip studies were performed by two researchers to ensure the reproducibility of 

the results. It is clear from all of the sensing data presented in this paper that assuming a normal 

distribution results in a calculated error that is larger than the true variations in the sensing signals. 
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Some variations present in the sensing data are recognizable across multiple datasets. One potential 

source of variation is the biofunctionalization (that is, the immobilization of Cas9 and gRNA on 

the surface of the gFET). We have provided data (Figure A.2) that characterize the variation in 

immobilization signal of both Cas9 and gRNA. This implies that future research could produce 

calibration or process techniques that could improve the statistics of the overall measurement 

system. We show one approach to addressing this here: increasing the specificity of the core 

biochemical system. This opens promising areas for future studies to enhance sensor sensitivity 

further. 

 

 

3.3 Results 

SNP-Chip consists of a gFET fabricated using a commercial microelectromechanical 

system foundry, as previously described [12]. SNP-Chip uses a reader and a cartridge connected 

to a computer and analysis software [12,14,122,123]. The graphene channel, between the source 

and drain electrodes, is decorated with Cas enzymes via a chemical linker, 1-pyrenebutanoic acid 

(PBA). The chemical linker, which π–π stacks with the graphene, is chemically activated via 

standard carbodiimide chemistry to covalently attach the Cas enzyme to the graphene surface 

[14,123]. Once the enzyme is immobilized, the graphene surface is passivated with poly(ethylene 

glycol) (PEG) amine and ethanolamine [14,124]. The Cas enzyme immobilized on the channel 

forms a complex with a gRNA, which is designed to: (1) bind to the Cas enzymes; and (2) target 

the DNA locus containing either the SCD-associated SNP or the ALS-associated SNP. The fully 

functionalized SNP-Chip is calibrated, then unamplified DNA samples are incubated atop the 

graphene surface during continuous data acquisition. The Cas–gRNA complex interacts with the 

different PAMs contained within the DNA via three-dimensional diffusion [90,125,126]. In the 
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presence of the target-adjacent PAM, complete hybridization can occur, leaving the DNA 

containing the complementary sequence anchored to the surface of the graphene via the Cas–

gRNA complex. In the case of DNA targets containing mismatches, the Cas–gRNA complex has 

less affinity for the DNA and the DNA will dissociate from the surface of the graphene altogether 

[87,125,127]. After incubating the DNA atop the graphene channel, the gFET is rinsed to remove 

non-specifically bound DNA from the graphene surface, allowing for the final signal read-out. A 

schematic demonstrating this workflow is shown in Figure 3.1. 

 

The SNP specificity of SNP-Chip depends on the highly specific recognition of target 

sequences by the Cas–gRNA complex, which requires thoughtful gRNA design. The DNA, 

unwound by the Cas enzyme, is probed by the gRNA spacer sequence upstream of the PAM, 

Figure 3.1. CRISPR-powered gFET for amplification-free detection of single-nucleotide 

mutations. SNP-Chip, the next generation of CRISPR-powered gFET,with expanded monitoring 

of multiple electronic parameters, can detect single-nucleotide differences within unamplified 

DNA samples. Through the CRISPR–Cas9 ribonucleic protein complex on its surface, this 

technology can digitally detect SNPs without labels or amplification. The target specific gRNA is 

designed to target single-nucleotide mutations relevant to two human disease models: SCD and 

ALS. Through real-time, multi-parameter and digital data acquisition, SNP-Chip can discriminate 

between unamplified genomic DNA samples in 40 min. 
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starting at the 3′ end of the spacer [90,128]. It is within the first few nucleotides in the so-called 

seed sequence where Cas9 and dCas9 are most severely affected by mismatches. It has been 

observed that incomplete hybridization between Cas9–gRNA complexes and DNA within the 

spacer seed region often results in the dissociation of Cas9 from DNA altogether [123,125]. In 

fact, single nucleotides within the seed region of the gRNA, although having little impact on the 

DNA association, have been shown to increase the rate of DNA dissociation, from < 0.006 s-1 to 

> 2 s-1 [125]. Therefore, gRNA designs used for SNP-Chip analysis that distinguish between target 

and non-target DNA within the PAM or the seed sequence exhibit a high degree of specificity 

[125] because SNP-Chip can measure the DNA dissociation signals in addition to the association 

signals (Fig. 3.1). 

To study the single-nucleotide sensitivity of SNP-Chip to detect mutation in the HBB gene, 

we first obtained DNA extracts from a healthy patient (denoted HbAA) who was homozygous for 

the wild-type HbA HBB allele and a patient with SCD (denoted HbSS), who was homozygous for 

the sickle cell allele (E6V mutation), termed the HbS. All clinical SCD-associated DNA extracts 

were obtained from commercially available B lymphocyte cells (Coriell Institute). SNP-Chip was 

functionalized with CRISPR complexes as described above. The primary gRNA design employed 

in this study has previously been validated for targeting and cleavage of the HBB gene using Cas9 

[118]. This design was selected to maximize the difference in the affinity of the interactions that 

occur between the HbA and HbS alleles. This gRNA targets the HbA allele, which is adjacent to 

a 5′-AGG-3′ PAM. This healthy targeting gRNA, compatible with Cas9 and dCas9, is denoted 

gRNA-HTYa hereafter. The SCD-associated SNP is the second nucleotide on the PAM-proximal 

end of the spacer, well within the seed sequence (Fig. 3.2a). A second gRNA was designed to 

target the same protospacer sequence for the HbS allele. This gRNA, compatible with Cas9 and 
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dCas9, termed gRNA-SCDa, was used as a control for the amplicon SNP-Chip studies to ensure 

SNP-Chip specificity. Before SNP-Chip analysis, HbAA and HbSS genomic DNA samples were 

sequenced to: (1) confirm the absence or presence of the SCD-associated SNP in HbAA or HbSS 

samples; and (2) verify that the two protospacer sequences were present in the clinical DNA 

samples. To do this, we amplified a 504-base pair (bp) region of the HBB gene, encompassing all 

of exon 1, from both HbAA and HbSS DNA (Fig. 3.2b). The sequencing results shown in Fig. 

3.2c indicate that the gRNA-HTYa and gRNA-SCDa protospacer sequences were found in HbAA 

and HbSS DNA, respectively, with the SCD-associated SNP present in the HbSS sample. Both 

sequences were directly adjacent to the Cas9 and dCas9 PAM sequence (5′-AGG-3′) [88,128]. 

To assess the capacity of SNP-Chip to discriminate between samples that differ by a single 

nucleotide, we first tested the assay with the HbAA and HbSS amplicons. A 565-bp region of the 

luciferase transgene from transgenic HEK293 cells was also amplified and used as a negative 

control [119]. Atomic force microscopy (AFM) analysis of the gFET was performed on dCas9 

functionalized chips to ensure immobilization of dCas9 onto the surface of the graphene. Fig. 3.2d 

shows that dCas9 molecules decorate the surface of the graphene channel at a density of 1–2 

molecules per μm2. The immobilized dCas9 was then complexed with either gRNA-HTYa or 

gRNA-SCDa (Fig. 3.2e). Both SNP-Chip constructs, termed dCas9-HTYa and dCas9-SCDa, 

respectively, were calibrated, then the purified amplicon samples (30 ng μl−1) were introduced to 

the gFET and incubated on the graphene channel for 25 min at 37 °C. After this incubation period, 

non-specifically bound DNA was washed away, and the final DNA signal was analysed relative 

to the calibration point as a percentage change. The SNP discrimination capability of the dCas9–

gRNA SNP-Chip construct is reflected in multiple electrical properties of the gFET channel, 

reported as the I, C and V responses. Fig. 3.2f shows the calculated response based on the source–
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drain current (I response) for both the dCas9-HTYa and dCas9-SCDa constructs after incubation 

with HbAA amplicons, HbSS amplicons or negative control amplicons. Each data point here 

represents a freshly functionalized transistor. In the presence of the HbAA amplicon, the dCas9-

HTYa SNP-Chip construct had an average I response value of −9.6 %, representing a 2.5-fold 

increase compared with the negative control and a 1.4-fold increase compared with the SNP-

containing HbSS amplicon. A similar separation was observed for the dCas9-SCDa SNP-Chip 

construct. In the presence of the HbSS amplicon, we saw an average I response value of −13.3 % 

(a 4.4-fold increase relative to the negative control and a 2.9-fold increase relative to the HbAA 

amplicon). The differences between fully complementary DNA targets (HbAA for gRNA-HTYa 

and HbSS for gRNA-SCDa) and negative control DNA for both constructs were determined to be 

significant (P < 0.0001) [14]. An appreciable difference was observed between DNA samples with 

and without the SCD-associated SNP. This difference was statistically significant for the dCas9-

SCDa SNP-Chip construct (P < 0.0001).  

Additional discrimination of analytes is possible by evaluating the C and V responses for 

this dataset. Like the trends observed for the I response, the C response yielded appreciable 

differences between HbAA and the SNP-containing HbSS amplicons for both SNP-Chip 

constructs (Fig. 3.2g). When incubated with its target HbAA amplicon, the dCas9-HTYa construct 

showed an average response of 22.9 % (a 1.9-fold increase in the C response relative to the signal 

obtained from HbSS amplicons). Similarly, the dCas9-SCDa construct had a C response of 38 % 

(a 9.2-fold increase when incubated with its target HbSS amplicon compared with the HbAA 

amplicon). Although the variation observed for the C response was larger for the dCas9-SCDa 

construct, the difference between HbSS and HbAA DNA can still be considered statistically 

significant (P < 0.0001).  
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The percentage change in the effective gate potential of the graphene relative to calibration 

(the V response) is shown in Fig. 3.2h for both SNP-Chip constructs in the presence of HbAA, 

HbSS or negative control amplicons [12]. Overall, fully complementary amplicons for both dCas9 

SNP-Chip constructs produced larger-magnitude V response signals compared with amplicons 

containing the single-nucleotide mismatch. The average complementary response for dCas9-

HTYa was −26.2 % and the average complementary response for dCas9-SCDa was −37.0 % The 

control and mismatched samples showed average responses with magnitudes of 24.9 % or less. 

These differences (between complementary and control amplicons and between complementary 

and mismatch-containing amplicons) were statistically significant (P ≤ 0.03), consistent with the 

results observed for I and C responses. 
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Figure 3.2. (a) gRNA-HTYa was selected to target the HbA allele of the HBB gene such that the 

SCD-associated SNP locus was the second nucleotide upstream of the PAM. The SCD-associated 

SNP locus is highlighted in red. As a control for the amplicon studies, gRNA-SCDa was designed 

to target the HbS allele of the HBB gene at the same locus as gRNA-HTYa. (b) 504-bp DNA 

samples were amplified from HbAA and HbSS genomic DNA templates before CRISPR-based 

SNP-Chip analysis. L, 100-bp ladder. (c) Prior to SNP-Chip analysis, HbAA and HbSS DNA 

amplicons were sequenced to confirm the presence of the target SNP and the gRNA-HTYa and 

gRNA-SCDa sequences, respectively. The PAM is noted with a black box, and the SCD-associated 

SNP is noted with a green arrow. (d) AFM image of a bare graphene channel (left) and a channel 

after dCas9 immobilization (right). The yellow box indicates a 5 μm × 5 μm graphene area; yellow 

circles each indicate an immobilized dCas9 molecule. Scale bar, 2 μm. (e) Schematic of SNP-Chip 

functionalized with the dCa9–gRNA complex. gRNA-HTYa and gRNA-SCDa were used. In the 

presence of the SCD-associated SNP, dCas9-HTYa does not hybridize completely with its DNA 

target, and the DNA dissociates from the dCas9–gRNA complex. For these experiments, all DNA 

samples were tested at a concentration of 30 ng μl−1. (f) I response of the dCas9-HTYa construct 

(left) (one-way analysis of variance (ANOVA): F = 13.02) and dCas9-SCDa construct (right) (F 

= 41.61) in the presence of HbAA, HbSS or control amplicons. (g) C response of the dCas9-HTYa 

construct (left) (F = 15.44) and dCas9-SCDa construct (right) (F = 11.28) in the presence of HbAA,  
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We have consistently observed a difference in the interaction between the dCas9 complex 

on the surface of the gFET and DNA with varying degrees of complementarity (HbAA, HbSS or 

control) across all electrical parameters analysed. More specifically, the presence of a single-

nucleotide mismatch at the seed region of the protospacer notably decreased the SNP-Chip 

interaction with amplicons introduced to the sensor. Encouraged by the single-nucleotide 

specificity of the dCas9-based SNP-Chip, we further examined the sensors’ sensitivity in the 

presence of unamplified genomic DNA targets. For these studies, we employed gRNA-HTYa as 

this gRNA design demonstrated good specificity in all electrical parameters and has been 

previously reported to efficiently edit the HBB gene at the SCD-associated SNP locus with 

minimal off-target interactions [118]. Like the SNP-Chip construct used to collect the data 

presented in Fig. 3.2f-h, a dCas9-HTYa complex was anchored to the surface of the gFET. This 

SNP-Chip construct was calibrated and then incubated with unamplified HbAA or HbSS genomic 

DNA (60 ng μl−1) (Figure 3.3a). The I response was measured and the C response was calculated 

in real time. The C response was selected as the most sensitive measurement parameter in the 

presence of full genomic DNA. The dCas9-HTYa SNP-Chip construct was able to differentiate 

between HbAA and HbSS genomic DNA in the C response (P < 0.0001). Fig. 3.3c shows 

representative real-time C response data acquisition for the dCas9-HTYa SNP-Chip in the 

presence of HbAA and HbSS genomic DNA. This curve shows the change in the C response that 

occurs with incubation of genomic DNA, followed by the response of the sensor to rinsing off the 

HbSS or control amplicons. (h) V response of the dCas9-HTYa construct (left) (F = 16.69) and 

dCas9-SCDa construct (right) (F = 20.91) in the presence of HbAA, HbSS or control amplicons. 

All box and whisker plots show the minima, Q2, median, Q3 and maxima (n ≥ 10 technical 

replicates). Statistical significance was determined by Tukey’s multiple comparisons test after one-

way ANOVA (*P < 0.05; **P < 0.01; ***P < 0.001; ***P < 0.0001; two tailed), P < 0.05 

considered significant. 
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DNA sample. As a large, charged molecule, DNA creates a large sensing response during 

incubation regardless of whether the DNA is bound to the CRISPR complex or simply happens to 

be adjacent to the graphene channel. The real-time data collected indicate that, before removing 

unbound genomic DNA, a difference between HbAA and HbSS signals can be seen. For example, 

Fig. 3.3c shows that within the first 5 min of DNA incubation atop the gFET, HbAA genomic 

DNA gave a C response signal that was ~1.5-fold larger than that of the HbSS gDNA containing 

the SNP. 

However, the critical measurement occurs at the end of the rinse step, when DNA that is 

not specifically bound to the CRISPR complex is removed from the surface of the chip. Fig. 3.3d 

shows the endpoint DNA signal as the C response obtained with the dCas9-HTYa construct after 

DNA incubation and the final rinse step. The sensor reached equilibrium within 5 min of 

incubation, suggesting that the assay time can be further reduced (not tested in these studies). These 

data again show a complementary DNA response greater than 20 % (that is, 23.7 %), representing 

a significant 1.6-fold increase in C response (P < 0.0001) in the presence of target HbAA genomic 

DNA compared with the SNP-containing HbSS genomic DNA. 

Novel Cas9 variants are continuously being developed for improved specificity [129], 

thermal stability [130] and size [131]. The growing abundance of Cas9 orthologues has the 

potential to broaden the applications of SNP-Chip technology. We decided to test this technology 

with different Cas9 enzymes, including the nuclease-active Cas9 from Streptococcus pyogenes, 

which is the most widely used CRISPR enzyme. Digital analysis of the nuclease-active Cas9 

activity can serve as a more direct comparison between SNP-Chip measurements and CRISPR–

Cas9 gene therapies targeting pathogenic SNPs, such as those correcting the mutant HBB gene via 

homology-directed repair for SCD gene therapy [109,110]. This was feasible because studies have 
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shown that Cas9 remains bound to DNA post-cleavage [90]. Taking advantage of these findings, 

we employed an additional SNP-Chip construct, functionalized with a Cas9 (MacroLab, 

University of California, Berkley)–gRNA-HTYa complex, which is capable of binding to 

and cleaving the HBB target sequence [118]. 

To interrogate SNP-Chip’s capacity to serve as a SNP detection tool when incorporating 

Cas9 as the CRISPR element, we tested the Cas9-HTYa SNP-Chip construct with both HbAA and 

HbSS genomic DNA. Fig. 3.3b shows the SNP-Chip construct employed in this study. Fig. 3.3e 

shows the endpoint DNA signal as the C response obtained with the Cas9-HTYa construct after 

DNA incubation and the final rinse step. These data show a complementary DNA response of 

10.8%, representing a significant 2.4-fold increase in C response (P = 0.0118) in the presence of 

target HbAA genomic DNA compared with the SNP-containing HbSS genomic DNA.  

To determine the sensitivity of this platform, we designed the study described in Fig. 3.3f. 

The Cas9-HTYa SNP-Chip construct was incubated with varying concentrations of target HbAA 

genomic DNA (10–60 ng μl−1). The results of this study are shown in Fig. 3.3g. A positive linear 

correlation between DNA concentration and C response was observed, indicating the quantitative 

nature of this technology. To further assess the sensitivity and specificity of the platform, the Cas9-

HTYa SNP-Chip construct was incubated in the presence of non-homogenous DNA samples, all 

of which had a concentration of 60 ng μl−1. These samples contained different percentages of target 

HbAA DNA and non-target HbSS DNA. The results of this study are shown in Fig. A.2a,b. A 

weak positive linear correlation between the percentage of target DNA (HbAA %) and C response 

was observed, indicating specific discrimination against a concentrated background of DNA with 

single-nucleotide mismatch specificity. Furthermore, the slope of linear regression deviated 

significantly from zero (P = 0.0072). The lowest concentration of target HbAA DNA tested in this 



70 

 

study was 12 ng μl−1, which, when considering a molecular weight of 1.9 × 1012 g mol−1 of the 

human genome [132], equals 6.3 fM. To confirm SNP-Chip’s ability to discriminate between 

target and non-target DNA at this concentration, an additional experiment was performed in which 

the Cas9-HTYa construct was incubated with 6.3 fM HbAA genomic DNA and 6.3 fM HbSS 

genomic DNA (Figure A.3). At a concentration of 6.3 fM, SNP-Chip was still capable of 

discriminating between HbAA and HbSS DNA (P = 0.03). 

We obtained multiple genomic samples isolated from three patients with SCD and three 

healthy individuals (Coriell Institute). Specifications of these samples are described in Table 3.1. 

In addition to the two SCD samples, which are homozygous for the E6V mutation, we also tested 

a sample that had the E6V mutation on one allele and the single-nucleotide variant at codon 6 of 

the HBB gene (that is, a glutamic acid to lysine amino acid substitution of the HBB gene; E6K) on 

the other allele. This mutation results in the production of mutant haemoglobin C, as well as mutant 

haemoglobin S (HbS). This sample has the genotype E6V/E6K. Blind testing of these samples 

with the Cas9-HTYa SNP-Chip construct was performed. Again, SNP-Chip could discriminate 

between samples from healthy individuals and patient samples that contained a SNP within the 

Cas9 target site (P = 0.0077) (Fig. 3.3h). 
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 Figure 3.3: (a) Schematic of SNP-Chip functionalized with the dCas9–gRNA complex. gRNA-

HTYa was used. In the presence of the SCD-associated SNP, dCas9-HTYa does not hybridize 

completely with its DNA target, and the DNA dissociates from the dCas9–gRNA complex. (b) 

Schematic of SNP-Chip functionalized with the nuclease-active Cas9–gRNA complex. gRNA-

HTYa was used. (c) Real-time C response of dCas9-HTYa in the presence of HbAA and HbSS 

patient genomic samples. The black arrows indicate sensor rinsing. (d) Endpoint C response of the 

dCas9-HTYa construct in the presence of HbAA and HbSS patient genomic DNA samples (60 ng 

μl−1) (t = 5.849; d.f. = 15; n ≥ 8 technical replicates). (e) Endpoint C response of SNP-Chip with 

the nuclease-active Cas9-HTYa construct after incubation with homozygous HbAA and HbSS 

patient genomic DNA samples (60 ng μl−1) (t = 2.867; d.f. = 15; n = 8 technical replicates). (f), 

Schematic of the sensitivity test during which the nuclease-active Cas9-HTYa construct was 

incubated with varying concentrations of target HbAA DNA samples (10–60 ng μl−1). (g) Results 

of the Cas9-HTYa construct sensitivity test, during which the nuclease-active Cas9-HTYa 

construct was incubated with varying concentrations of target HbAA DNA samples (10–60 ng 

μl−1). Each point in the scatter plot shows a mean value ± s.d. (n ≥ 5 technical replicates). (h) 

Results of blind studies of the C response of SNP-Chip functionalized with nuclease-active Cas9-

HTYa in the presence of patient samples with each phenotype (healthy or SCD) (t = 3.325; d.f. = 

10; n = 3 biological replicates, with two technical replicates per biological sample). In (d), (e) and 

(h), significance was determined by unpaired t-test (*P < 0.05; **P < 0.01; ****P < 0.0001; all  
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Catalog # Phenotype Genotype Mutation 

NA03798 Healthy HbAA  

NA22807 Healthy HbAA  

NA23904 Healthy HbAA  

NA16265 SCD HbSS E6V 

NA16266 SCD HbS/HbC E6V/E6K 

NA16267 SCD HbSS E6V 

 

Table 3.1: Table summary of clinical samples used in the blind study with the Cas9-

HTYa construct. A total of 6 samples (3 from healthy patients and three from patients 

with SCD) were obtained from Coriell Institute. 

 

To demonstrate the broader usability of SNP-Chip, we employed a second human disease 

model based on a single-nucleotide mutation in the human SOD1 gene. This mutation had an A to 

T substitution resulting in an amino acid substitution of histidine for arginine at codon 44 (H44R) 

in the SOD1 protein. Specific mutations in the SOD1 gene, such as H44R, have been linked to the 

onset of fALS [133]. We designed a gRNA to target the H44R mutation within SOD1. This gRNA, 

termed gRNA-CS04, was compatible with Cas9 and targeted the H44R SNP at the third nucleotide 

from the PAM (Figure 3.4a) To validate the SNP specificity of gRNA-CS04, we performed an in 

vitro cleavage assay with target amplicons (CS04 amplicons) originating from hiPSCs, which 

carried the H44R mutation. As a control, wild-type hiPSCs were also obtained, and the H44R locus 

was also amplified. These amplicons containing the wild-type sequence are referred to as WTC11. 

two tailed). All box and whisker plots show the minima, Q2, median, Q3 and maxima. 
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After 30 min, when complexed with Cas9, gRNA-CS04 showed more efficient cleavage activity 

with its target amplicon (CS04), as quantified by ImageJ software. Cleavage activity of the target 

amplicon was 74 %, compared with the activity observed with the wild-type amplicon (WTC11), 

which was 34 % (Fig. 3.4b). We then tested the Cas9-CS04 SNP-Chip construct with CS04, 

WTC11 and negative control amplicons at a concentration of 30 ng μl−1. In both the I response and 

the C response, SNP-Chip could discriminate between amplicons, which differed by a single 

nucleotide (P ≤ 0.0216) (Fig. 3.4c,d). 

Finally, to further confirm the ability of SNP-Chip to discriminate between samples that 

differ by a single nucleotide in the fALS disease model (in addition to the SCD model) without 

amplification, we extracted genomic DNA from wild-type hiPSCs (termed WTC11) and hiPSCs, 

which carried the H44R mutation in the SOD1 gene (termed CS04). Genomic DNA samples (60 

ng μl−1) were introduced to the Cas9-CS04 SNP-Chip construct (Fig. 3.4e). In the presence of its 

target DNA, the Cas9-CS04 SNP-Chip construct had an average C response of 23.7 %, which was 

significantly larger than the C response obtained from the same construct in the presence of the 

WTC11 genomic DNA sample (P < 0.0001). One device was determined to be an outlier by 

Grubb’s outlier test and was removed from further analysis. These results demonstrate that SNP-

Chip can be reconfigured to target different SNPs of interest by simply redesigning the gRNA 

component of the SNP-Chip construct.  
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Figure 3.4: (a) gRNA-CS04 was designed to target the fALS-associated H44R SNP (red) 

three nucleotides from the PAM (yellow). The gRNA target is highlighted (blue). (b) In 

vitro cleavage assay with gRNA-CS04 and CS04 and WTC11 amplicons shows more 

efficient cleavage of CS04 than WTC11. The cleavage products are indicated by black 

arrowheads. The percentage cleavage was determined with ImageJ. (c) I response of the 

Cas9-CS04 construct in the presence of CS04, WTC11 and negative control amplicons (n ≥ 

5 technical replicates; F = 13.02). (d) C response of the Cas9-CS04 construct in the 

presence of CS04, WTC11 and negative control amplicons (n ≥ 5 technical replicates; F = 

16.7). Significance in (c) and (d) was determined by Tukey’s multiple comparisons test 

after one-way ANOVA (*P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001), with P < 

0.05 considered significant. (e) Schematic of the Cas9-CS04 construct in the presence of 

CS04 and WTC11 genomic DNA. (f) C response in the presence of CS04 and WTC11 

genomic DNA (60 ng μl−1) (t = 8.131; d.f. = 29; n ≥ 16 technical replicates). Significance 

was determined by two-tailed unpaired t-test (****P < 0.0001). All box and whisker plots 

show the minima, Q2, median, Q3 and maxima. 
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Although Cas9 is highly programmable [128], single-base-pair sensitivity is limited by the 

location of that base pair relative to the PAM. The primary PAM for Cas9, 5′-NGG-3′, occurs 

every 8–12 bp in the human genome on average [134,135]; however, it is possible that for an 

arbitrary SNP, gRNA designs for Cas9 would not be sufficient for SNP detection. This limitation 

could be addressed by incorporating CRISPR enzymes that interact with different PAMs [136-

138] into the SNP-Chip design or by employing high-fidelity CRISPR enzymes that have enhanced 

SNP sensitivity [93,94]. We hypothesized that a Cas9 orthologue that targets the SCD-associated 

SNP within the PAM would further improve SNP-Chip’s sensitivity. Namely, since a single-

nucleotide mutation in the PAM abolishes binding and cleavage by Cas9 [128,139], SNPs located 

within the PAM sequence should compromise Cas9 binding and improve SNP-Chip’s SNP 

discrimination capability. We have recently identified a Cas9 orthologue from Mycoplasma 

gallisepticum CA06 strain (MgaCas9; CasZyme) that recognizes 5′-NNGAD-3′ PAM (where D is 

any nucleotide except C) [140], which overlaps with the SCD-associated SNP (Figure 3.5a). This 

Cas9 orthologue is characterized by a short gRNA, with only two hairpin structures. Also, the 

analysis of melting temperatures indicated that the thermostability of MgaCas9 is comparable to 

that of Cas9 [140]. 

To establish gRNA requirements for MgaCas9, we determined the optimal spacer length 

with an in vitro DNA cleavage assay. We PCR amplified the HBB gene fragment and monitored 

MgaCas9 cleavage using 21-, 22-, 23- and 24-nucleotide protospacer gRNAs that targeted HBB at 

the same location such that the SCD-associated SNP locus was in the PAM (Fig. 3.5a,b). The most 

efficient cleavage occurred after 30 min with the 22-nucleotide spacer gRNA (Fig. 3.5c). 

We then tested whether SNP-Chip could serve as a facile amplification-free tool for 

designing and selecting Cas complexes with higher efficiency, thereby improving on conventional 
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methods for the selection of different RNA-guided Cas enzymes. To do this, two iterations of SNP-

Chip, functionalized with MgaCas9, were employed using two of the validated MgaCas9 gRNA 

designs. When the two MgaCas9 constructs were incubated with DNA samples, both constructs 

were able to discriminate between HbAA and HbSS genomic DNA with statistical significance (P 

< 0.0001) (Fig. 3.5d). These results obtained from the SNP-Chip MgaCas9 constructs also 

indicated higher efficiency of the 22-nucleotide gRNA (Fig. 3.5d,e), in agreement with the results 

from the in vitro cleavage assay. This result suggests that this technology can monitor gRNA 

designs without the need for amplification, which could simplify the gRNA validation process. 

In addition, the MgaCas9–22-nucleotide gRNA construct was tested in the presence of 

non-homogeneous genomic DNA samples that contained different proportions of target (HbAA) 

and non-target (HbSS) genomic material. Notably, using the MgaCas9–22-nucleotide gRNA 

compared with the Cas9-HTYa construct improved the linear correlation (R2) between HbAA % 

and the C response (Fig. A.1c,d). The slope of this linear regression also deviated significantly 

from zero (P < 0.0001), suggesting that altering the CRISPR component of SNP-Chip can improve 

its quantitative capabilities. 

Finally, we assessed the ability of SNP-Chip to measure the heterozygosity of SNPs 

without DNA amplification. For this study, we obtained genomic material from a patient 

heterozygous for HbA and HbS alleles (Coriell Institute). This heterozygous sample (HbA/ HbS) 

was analysed using both the Cas9-HTYa SNP-Chip construct and the MgaCas9–22-nucleotide 

gRNA construct. A schematic of the gRNA target sequences and PAM of these two constructs is 

shown in Fig. 3.5f. We have shown that the Cas9-HTYa SNP-Chip construct can discriminate 

between HbAA and HbSS DNA, but it was unable to discriminate between heterozygous 

(HbA/HbS) and homozygous (HbSS) samples (Fig. 3.5g). However, the MgaCas9–22-nucleotide 
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gRNA construct, which targeted the SCD-associated SNP within the PAM, discriminated directly 

(no DNA amplification) between the homozygous (HbSS) and heterozygous (HbA/ HbS) samples 

with statistical significance (P = 0.000129). This result is important in demonstrating the ability 

of SNP-Chip to detect heterozygosity, to quantify predisposition to and potential to transmit 

numerous genetic disorders by taking advantage of the diversity of Cas9 orthologues and the 

programmability of SNP-Chip. 
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Figure 3.5. (a) Schematic of MgaCas9 and Cas9 targets in the HBB gene. The SNP is indicated in 

red, the MgaCas9 target sequence is indicated in green and its PAM is indicated in blue. The Cas9 

PAM and protospacer are on the opposite DNA strand and are indicated in pink (PAM) and blue 

(target sequence). (b) Two different MgCas9-compatible gRNAs were designed to target the SCD-

associated SNP locus (red) in the PAM (highlighted in blue) with two spacers of different 

nucleotide (nt) lengths. (c) An in vitro cleavage assay was performed on HBB amplicons, and 

successful cleavage was confirmed via gel electrophoresis. The 22-nucleotide gRNA was more 

efficient than the 24-nucleotide gRNA after a 30-min reaction, as indicated by the double 

arrowheads. M, 1-kb DNA ladder. (d) Two SNP-Chip constructs utilizing MgaCas9 were 

employed to compare the efficiencies of the 22-nucleotide gRNA and the 24-nucleotide gRNA. 

The C response of the MgaCas9–22-nucleotide gRNA construct (t = 6.143; d.f. = 12) and the 

MgaCas9–24-nucleotide gRNA construct (t = 6.897; d.f. = 15) in the presence of homozygous 

HbAA and HbSS patient genomic DNA samples (60 ng μl−1) was measured (n ≥ 6 technical 

replicates). (e) C response of the SNP-Chip MgaCas9–22-nucleotide gRNA construct after 
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3.4 Discussion 

The use of gFET sensors has become a powerful and useful tool for detecting biomolecules 

in medical, clinical, agricultural and environmental applications as they offer great versatility and 

high sensitivity [15,141-143]. In our previous study, we combined CRISPR–dCas9 with our 

graphene transistors to harness the power of CRISPR as a nucleic acid search and targeting engine 

[14]. In this study, we have further expanded the uses of this technology by incorporating different 

CRISPR–Cas9 variants and expanding the types of electrical measurements taken to yield a rapid 

and direct electronic CRISPR-based biosensor for SNP detection (SNP-Chip) without the need for 

DNA amplification. 

Although other SNP detection technologies have been reported [116,145-147], these 

technologies primarily interact with small DNA fragments [117,146] or the less complex bacterial 

genome [145]. SNP detection in the more complex human genome requires enrichment [148] or 

amplification [116]. More detailed comparisons between our technology and other DNA detection 

technologies are available in Table A.1 and Table A.2. 

To evaluate the technology, we first tested SNP-Chip using SCD as a SNP disease model. 

By using a gRNA to target the healthy HBB allele, such that the SNP locus was within the seed 

region of the gRNA spacer sequence, SNP-Chip constructs with both dCas9 and Cas9 could 

incubation with homozygous HbAA and HbSS patient genomic DNA samples (60 ng μl−1) (n ≥ 6 

technical replicates). (f) Schematic of the SNP-Chip Cas9-HTYa construct fully complexed with 

the target HbAA genomic DNA (left) and the SNP-Chip MgaCas9–22-nucleotide gRNA construct 

fully complexed with the target HbAA genomic DNA (right). (g) C response of the SNP-Chip 

Cas9-HTYa construct (t = 0.7082; d.f. = 10) and the MgaCas9–22-nucleotide gRNA construct (t 

= 5.362; d.f. = 13) after incubation with heterozygous HbA/HbS and homozygous HbSS patient 

genomic DNA samples (60 ng μl−1) (n ≥ 3 technical replicates). Significance in (d), (e) and (g) 

was determined by two-tailed unpaired t-test (***P < 0.001; ****P < 0.0001). All box and whisker 

plots show the minima, Q2, median, Q3 and maxima. 
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discriminate between genomic DNA samples from healthy patients and those with SCD. We have 

also tested this technology in the presence of non-homogenous DNA samples containing different 

percentages of target versus non-target DNA, demonstrating the quantitative nature of this 

technology. One key advantage of using CRISPR–Cas9 and SNP-Chip label-free technology is 

the ease of re-programmability to detect other target genes. To target a different mutation, one can 

reconfigure the CRISPR element employed within SNP-Chip by simply designing a new gRNA. 

We have demonstrated this by utilizing SNP-Chip to detect a different single-nucleotide mutation 

implicated in human disease (ALS). These findings suggest that facile SNP-sensitive genotyping 

of multiple genes is possible with CRISPR-powered gFETs. 

One key limitation of this technology is the PAM-dependent nature of CRISPR–Cas9 to 

interact and bind to its DNA target [85], as this interaction is reliably disrupted when mismatches 

lie in the PAM-proximal region of the gRNA spacer sequence [125]. Therefore, certain single-

nucleotide mutations, which are not proximal to a PAM sequence, may be difficult to detect. 

Although this presents a challenge for broad applications of this technology, the diversity of newly 

discovered Cas9 orthologues or engineered Cas9 variants, including those that are PAM 

independent [149], will enable further expansion of our technology’s capability to detect a wide 

variety of gene sequences with SNP-level sensitivity. For example, in this work, we have used a 

recently reported Cas9 orthologue [140] with different PAM requirements to improve the 

discriminative capability of our platform. The use of this Cas9 orthologue enabled us to 

discriminate between genomic DNA from patients homozygous for the sickle cell trait and patients 

who were heterozygous carriers of the trait. The CRISPR field is constantly expanding, and as new 

CRISPR–Cas enzymes are discovered or engineered, the potential applications of this technology 

will broaden, allowing us to develop new tools for rapid and facile nucleic acid detection.  
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SNP-Chip may contribute to medical diagnostics and basic research, as it can meaningfully 

reduce the time and cost of SNP genotyping, monitor the efficiency of gRNA designs and facilitate 

the quality control processes involved in CRISPR-based gene editing. 
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Chapter 4  

Single-Molecule Measurements Using SWCNT-FETs 

 Ensemble techniques provide limited biosensing information as they fail to observe subtle 

biomolecular characteristics due to ensemble averaging. Single-molecule techniques allow 

probing of biomolecules with greater depth than their ensemble counterparts to fill this 

informational gap. The prevalent techniques in single-molecule science include: optical tweezers, 

magnetic tweezers, FRET, probe microscopy, molecular dynamics (MD) simulations, nuclear 

magnetic resonance spectroscopy (NMR), nanopore-based sensing, and transistor-based sensing 

[4,5,18,19,23]. These techniques have contributed a wealth of information to our current 

understanding of biomolecules such as molecular structure, conformational dynamics, and reaction 

pathways. 

This chapter details the single-molecule sensing mechanism of SWCNT-FETs (Section 

3.1), device fabrication and preparation (Section 3.2), experimental procedure (Section 3.3), 

sample signals generated by Taq polymerase (Section 3.4), and signal analysis and event 

characterization (Section 3.5). 

 

4.1 SWCNT-FETs and Signal Transduction 

SWCNT-FETs have been actively used as chemical and biological sensors over the past 

20 years [20-23,150-152]. Due to their quasi-one-dimensional structure, SWCNTs boast 

inherently high sensitivity to local environments. For measurements of enzyme kinetics, an 

individual molecule is immobilized to the SWCNT sidewall and the device is submerged in a 

liquid containing substrates for catalysis. During catalysis, the motions of charged residues alter 
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local potentials surrounding the SWCNT channel and electrostatically gate the channel and/or 

modulate the Schottky barrier at the SWCNT-metal contact [22,153,154]. These motions are 

transduced as changes in source-drain current, given by the Debye-Hückel expression 

 |Δ𝐼(𝑡)| =
𝐴

𝑥0
exp (−

𝑥0
𝜆𝐷
) (4.1) 

where 𝜆𝐷 is the Debye length, determined by the ionic strength of the liquid, and 𝑥0 is the relevant 

screening distance for gating [155-158]. 

 

4.2 Device Fabrication and Preparation 

The methodology for SWCNT synthesis and device fabrication is well established and only 

briefly summarized here. SWCNTs were grown via chemical vapor deposition (CVD) from 

Fe30Mo84 catalyst seeds on 4-inch doped (p++) silicon wafers with a 250 nm thermally formed 

insulating oxide layer [159,160]. A fast-heating CVD recipe permitted growth of straight CNTs 

upwards of 100 µm in length. Immediately following growth, each wafer was baked at 315 °C for 

30 minutes to remove excess amorphous carbon. Next, the entire wafer was passivated by atomic 

layer deposition (ALD) with 10 nm Al2O3. Bilayer nickel (40 nm) and platinum (10 nm) electrodes 

were then lithographically defined using photolithography and deposited using electron-beam 

evaporation. Lastly, an additional layer of Al2O3 was deposited to passivate SWCNT-electrode 

contacts until the device is ready for measurements. 

Following device fabrication, each SWCNT-FET device required characterization and 

further preparation prior to biochemical measurement. Images of individual devices were acquired 

using scanning electron microscopy (SEM) (JEOL 6060) to verify single SWCNT connections. 

Following SEM imaging, the Al2O3 passivation layers were removed with a proprietary phosphoric 
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acid (Transene Transetch-N). To prepare SWCNT-FET devices for measurements in liquid, 

electrodes were re-passivated with a layer of polymethyl methacrylate (PMMA). Devices were 

first spincoated with a layer of PMMA photoresist, then 1 µm windows were drawn between 

source and drain electrodes using electron beam lithography to expose the middle of the SWCNT 

channel. The windows were developed in 3 to 1 solution of methyl isobutyl ketone (MIBK) to IPA. 

The undeveloped PMMA was partially cured in air at 194°C for 30 minutes. After window 

development and partial curing, devices were imaged with AFM to confirm successful SWCNT 

exposure and minimal residual photoresist in the exposed window. 

 

4.3 Experimental Procedure 

4.3.1 Experimental Setup and Initial Characterization 

Figure 4.1 is a cartoon of the experimental setup. For temperature control, the chip was 

kept in physical contact with a thermoelectric Peltier plate, which was controlled with an external 

DC power supply. Source and drain electrodes were contacted with micromanipulated needles and 

recorded with a current preamplifier (Keithley 428) and computer-controlled data acquisition 

board (NI PCIe-6361). Liquid potential control was achieved by contacting the on-chip liquid with 

two Pt wires (0.2mm diameter, Alfa #00263) to serve as counter and pseudo-reference electrodes. 

The two Pt wires were connected to a Keithley 2400 SourceMeter in 4-wire mode, which provided 

continuous monitoring and control of liquid potential, Vlg, and counter electrode current, Ilg. The 

stability and calibration of the Pt pseudoreference was checked against a standard Ag/AgCl 

reference electrode each day before measurements. 
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 Before biofunctionalization, each SWCNT-FET device was measured in Taq activity 

buffer solution (40 mM HEPES + 50 mM KCl + 5 mM MgCl2) to verify its experimental 

suitability. Measurements of source-drain current, Isd(t), were performed at various Vlg spanning 

from the threshold voltage, Vth, to the saturation region of the device to verify changing 

conductance over the range. Devices with peak-to-peak noise exceeding 20% of the baseline Isd or 

with visible deviations from 1/f noise characteristics were excluded from further measurement. 

Additionally, devices with electrochemical leakage current exceeding 3 nA indicated improper 

electrode passivation and were also excluded from further measurement. 

 

Figure 4.1: Schematic of the SWCNT-FET submerged in liquid, with the 

source and drain electrodes (gold) passivated by PMMA (burgundy) as the 

device sits atop a thermoelectric Peltier plate (white). 



86 

 

4.3.2 Taq Polymerase Mutagenesis 

Our collaborators in the Weiss lab at University of California, Irvine successfully mutated 

native Taq polymerase molecules with individual cysteine surface residues to make them 

biocompatible with the SWCNT-FET platform. The single-cysteine mutation served as an anchor 

site on the enzyme for immobilization, detailed in the following section. The Weiss lab mutated 

four variants of Taq polymerase, each with the cysteine located in a specific sub domain to possibly 

probe various conformational motions of the enzyme during catalysis. These four variants are: (i) 

R411C, with the cysteine located in the palm subdomain, (ii) R695C, with the cysteine located in 

the finger domain, (iii) A814C, with the cysteine located in the intervening domain, and (iv) 

E524C, with the cysteine located in the thumb domain. Figure 4.2 shows the ribbon structure of 

Taq polymerase with the subdomains labeled and the cysteine mutation sites highlighted in red. 

The single point-mutated cysteine ensured site-specific biofunctionalization. Each variant also 

included a G46D point mutation to deactivate exonuclease activity. Following expression and 

purification of the Taq polymerase variants, solutions were dialyzed to remove reducing agents 

that interfere with thiol-maleimide chemistry from the storage buffer. 
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4.3.3 Biofunctionalization 

 Biofunctionalization of SWCNT-FET devices occurred in two steps: (i) linker 

functionalization and (ii) protein immobilization. For linker functionalization, devices were soaked 

in a solution of 100 pM N-(1-pyrenyl)maleimide (Sigma-Aldrich), hereafter referred to as pyrene-

maleimide, and 1 µM pyrene in EtOH, a 1 to 10,000 ratio of pyrene-maleimide to pyrene, for 2 

minutes without agitation. While in solution, pyrene and pyrene-maleimide molecules competed 

to adhere to the exposed SWCNT sidewall via π-π stacking [161]. A 1 to 10,000 ratio of pyrene-

Figure 4.2: Ribbon structure of Taq polymerase in the open conformation as 

determined by x-ray crystallography. dsDNA is shown in grey, bound at the 

active site. The five subdomains are annotated, differentiable by color, with the 

cysteine mutation sites denoted in red. 
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maleimide to pyrene ensured that the majority of the exposed SWCNT surface was passivated with 

non-reactive pyrene molecules, resulting in only a few chemically available maleimide sites along 

the ~1 µm length of exposed SWCNT. The 1 to 10,000 ratio in combination with a soak time of 2 

minutes reproducibly yielded devices with one to two Taq molecules per µm after immobilization, 

confirmed by AFM imaging. Soak times longer than 10 minutes resulted in SWCNTs with multiple 

layers of π-π stacked pyrene molecules, while soak times shorter than 1 minute resulted in devices 

without any immobilized Taq molecules, presumably due to the lack of maleimide anchor sites. 

After linker functionalization, devices were rinsed with > 5 mL of EtOH, > 5 mL of IPA, > 5 mL 

of DI water, then > 5 mL of Taq activity buffer to desorb weakly bound pyrene molecules. Each 

device was soaked in Taq activity buffer for 10 minutes following the final rinse to allow for 

equilibriation of the SWCNT and SiO2 surfaces. 

Immediately following the soak in Taq activity buffer, each device was submerged in a 

solution containing 4 nM Taq polymerase for 5 minutes without agitation to immobilize protein 

molecules. Free thiol groups of point-mutated cysteine residues on the surface of Taq polymerase 

molecules reacted with available maleimide groups to form stable thiol-ether bonds [162-164]. 

The 5-minute soak time was found to be sufficient for Taq polymerase molecules in solution to 

satisfy all available maleimide anchor sites. Similar to linker functionalization, soak times longer 

than 10 minutes resulted in excess nonspecifically bound protein while soak times shorter than 2 

minutes were insufficient for Taq polymerase molecules to satisfy the linker sites. After protein 

immobilization, each device was rinsed with at least 10 mL of Taq activity buffer to desorb all 

non-specifically bound molecules and soaked in Taq activity buffer to allow for surface 

equilibriation.  
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4.3.4 Electrical Measurement 

After protein conjugation, Taq-biofunctionalized devices were first measured in buffer at 

various Vlg, with data acquired in 100 mV steps, spanning the entire linear region of the device 

from Vth to Vsat. During data acquisition, the chip sat atop the Peltier thermoelectric plate for 

temperature control. All of the data in this chapter was acquired with a constant voltage of 0.2 V 

or 0.3 V applied to the Peltier device, corresponding to a surface temperature of ~27 °C or ~40 °C, 

respectively. At least two minutes of Isd(t) were acquired at each Vlg to provide sufficient data to 

gauge background activity for comparison against signals in the presence of substrates. 

Following control measurements in buffer, solutions containing single-stranded DNA 

(ssDNA) and complementary nucleotides (dNTPs) were introduced for Taq to catalyze. For the 

data shown throughout this chapter, the ssDNA used was a 42-base long strand of thymines 

(polyT42) while complementary nucleotides were adenines (dATP). In the presence of substrates, 

data was acquired at various Vlg, in 50 or 100 mV steps, once again spanning the linear region of 

the device until catalytic signals were observed, samples of which are provided in the following 

section. 

Following measurements in substrates, the device was removed from atop the Peltier plate 

and rinsed with >5 mL of buffer + 0.1 % Tween-20 to desorb nonspecifically bound substrates. 

The device was then measured in buffer again to confirm the absence of catalytic signals. If the 

catalytic signals observed in the presence of substrates did not subside in the subsequent buffer 

measurement, then the device was once again rinsed with >5 mL of buffer + 0.1 % Tween-20 then 

submerged in a well of buffer for at least 30 minutes to allow for slow desorption of nonspecifically 

bound substrates. This process of rinsing followed by a long bath in buffer was repeated until 

catalytic signals were no longer observed in measurements using buffer alone. 
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4.4 Sample Signals 

Examples of Isd(t) data from free-running Taq polymerase are shown in Figure 4.3. Fig. 

4.3a shows an example of Isd(t) in buffer, where the noise profile follows 1/f characteristics [165]. 

Fig. 4.3b shows an example of Isd(t) in the presence of substrates. Upon the introduction of polyT42 

and dATPs, transient excursions began to appear in Isd(t). These excursions, hereafter referred to 

as events, resulted from conformational changes of Taq polymerase as it polymerizes DNA and 

are therefore catalytic signals [166].  

 

 

4nM polyT
42

 + 400 nM dATP 

Taq activity buffer 
(a.) 

(b.) 

Figure 4.3: Example Isd(t) data of a Taq-functionalized device in (a.) Taq activity buffer 

and (b.) 4 nM polyT42 + 400 nM dATP in Taq activity buffer. 
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Raw Isd(t) data was denoised and flattened to better characterize events in the analyses 

described in §4.5 Signal Analysis and Event Characterization. First, Isd(t) data was passed through 

a NoRSE filter [167]. Next, the data was decimated by a factor of 1000 to 1 with averaging and fit 

with a third order polynomial. The resulting fit traced low-frequency baseline fluctuations and was 

subsequently subtracted from the NoRSE-filtered Isd(t) data. The resulting data after fit subtraction, 

hereafter referred to as denoised Isd, led to more accurate identification and characterization of 

events. Traces of raw, NoRSE-filtered and denoised Isd data are shown in Figure 4.4. 
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4.5 Signal Analysis and Event Characterization 

In each data set which they were present, events were characterized by one or more of the 

following: (i) average event amplitude, (ii) event dwell times, (iii) event waiting times, (iv) event 

rate, (v) event occurrence probability, and (vi) distribution of events in time. Average event 

(a.) 

(b.) 

(c.) 

Figure 4.4: (a.) Raw, (b.) NoRSE-filtered, and (c.) denoised Isd(t) data. Events appear most 

clearly in denoised Isd(t) data due to reduced background noise via signal processing. 
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amplitude was expressed both as change in current, ∆Isd, as well as effective gating, ∆Vlg. Figure 

4.5 exemplifies how average event amplitude was measured. A histogram of the denoised Isd data 

was compiled for 10 s of data for each data set, shown in Fig. 4.5a. Each histogram was fit with a 

double Gaussian function, where the primary peak corresponded to the state of dominant 

occupation, the open conformation of Taq, and the secondary peak, if any, resulted from the 

transient excursions from the baseline state, which corresponded to the closed conformation 

[168,169]. ∆Isd was measured as the difference between peak positions of the double Gaussian fit. 

If Isd(t) did not contain events, then the corresponding histogram was accurately fit by a single 

Gaussian function and ∆Isd was assigned a value of zero, indicating the absence of events. A ∆Isd 

value of 5 nA ± 3 nA was extracted from the example data presented below. To express average 

event amplitude as effective gating, denoised Isd values were divided by the local 

transconductance, dIsd/dVlg, of the device under investigation to yield effective liquid gate voltage. 

The same histogram and double Gaussian fitting procedure was performed for effective liquid gate 

voltage to determine ∆Vlg, as shown in Fig. 4.5b. A ∆Vlg value of -16 mV ± 8 mV was extracted 

from the example data presented below. When catalytic signals were observed in multiple datasets 

acquired at different Vlg, the corresponding effective Vlg histograms were normalized by FWHM 

of the primary Gaussian peak before fitting the secondary peak to better compare average event 

amplitudes at different Vlg. This normalization routine and its implementation are explained in 

more detail in §5.2.1 Event Analysis and Defining a Range of Active Vlg.  
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Figure 4.5: (a.) Example histogram of denoised Isd data with the double Gaussian fit overlaid 

and average event amplitude shown as change in current, ∆Isd, shown. (b.) Example histogram of 

effective Vlg data with double Gaussian fit overlaid and average event amplitude as effective 

gating, ∆Vlg, shown. 

ΔI
sd

 

ΔV
lg

 

(a.) 

(b.) 
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To examine event dwell and waiting times, events first needed to be individually 

characterized. Event recognition was automated using a two-level analysis with user-defined 

amplitude and event length thresholds. The amplitude threshold was chosen to be the denoised Isd 

value at the intersection of the two Gaussian peaks from the average event amplitude analysis 

described above. However, data belonging to the primary peak still satisfied the amplitude 

threshold when defined this way. To avoid falsely identifying the data corresponding to the 

primary peak as events, the amplitude threshold was used in conjunction with an event length 

threshold, where the denoised Isd(t) data was required to continuously satisfy the amplitude 

threshold for the duration of the event length threshold to be considered an event. The event length 

threshold was chosen to be 10 data points, corresponding to 100 µs, because anomalous excursions 

lasting less than 100 µs due to extraneous noise were often observed in the presence of buffer alone 

and could not be reliably attributed to catalytic motions. The two-level analysis created a binary 

output wave, synchronized with the input denoised Isd(t) data, assigning each data point to one of 

the two states depending on whether it satisfied the amplitude threshold. If a sequence of data 

points failed to continuously satisfy the amplitude threshold for the event length threshold, then 

the entire sequence of data points was reassigned to the baseline state. Examples of denoised Isd(t) 

data and the binary output wave are shown in Figure 4.6. 
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Both event dwell and waiting times were easily evaluated from the two-level analysis. 

Event dwell times were calculated as the amount of time an event continuously satisfied the 

amplitude threshold. Event waiting times were calculated as the time between the end of an event 

and the beginning of the following event. Histograms of event dwell and waiting times were 

compiled for entire datasets, with examples shown in Figure 4.7. Distributions of event dwell and 

waiting times were described accurately by either stretched single or double exponential fits, 

indicating that they followed Poisson statistics, which in turn indicated that Taq’s catalysis was a 

Poisson process.  A Poisson process with average time τ has an exponential probability distribution 

described by 

(a.) 

(b.) 

Figure 4.6: Samples of denoised Isd(t) data (black) with the binary output wave (red) of the 

two-level analysis overlaid. 
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 𝑃(𝑡) =
1

𝜏
𝑒−

𝑡

𝜏. (4.2) 

Stretched exponential distributions resulted from dynamic disorder over multiple minutes of 

measurement. Average waiting (τwaiting) and dwell (τdwell) times were extracted from exponential 

fits of their respective histograms. For the example data presented in Fig. 4.7, τdwell and τwaiting were 

found to be 240 µs ± 10 µs and 97 ms ± 5 ms, respectively. The value for τwaiting,1 shown in Fig. 

4.7b resulted from fitting of the first data point, which contained an anomalously large number of 

counts and was an artifact of the automated event recognition. More specifically, the automated 

event recognition mischaracterized individual events as multiple events if the event intermittently 

failed to satisfy the amplitude threshold, which led to artifactual waiting times. The inverse of 

τwaiting gave an average event rate, approximately 10 s-1 in this case, which was later compared with 

average event rates calculated by enumerating the number of events in each second of data. 

 

 

Figure 4.7: (a.) Histogram of event dwell times on a semilog plot with a single exponential fit 

overlaid and fit parameters shown in the inset. (b.) Histogram of event waiting times on a semilog 

plot with a double exponential fit overlaid and fit parameters shown in the inset. 

(a.) (b.) 
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To examine the event rate over time, events were enumerated in each second of data by 

counting the number of leading edges (transitions from the baseline state to the non-baseline state) 

in the binary wave output of the two-level analysis. Average event rate was calculated by averaging 

the number of events per second over the entire dataset. An example plot of event rate over time 

is shown in Figure 4.8, with an average event rate per second of 10 s-1. While the average event 

rate from this analysis was in agreement with the average event rate from the inverse of τwaiting 

shown in Fig. 4.7b, it is not uncommon for the number of events per second to vary by an order 

of magnitude from one second to the next [170].  

 

 

To evaluate the event occurrence probability, the data was examined in sequential 50 ms 

segments and the number of events occurring in each time frame was recorded. Similar to the event 

enumeration to examine event rate over time, each 50 ms segment of data was assigned a value 

equal to the number of events it contained. The probabilities for 0, 1, or 2 events to occur within a 

Figure 4.8: Event rate over 73 seconds of data, measured as the number of events 

detected via the two-level analysis in each second of data. The average event rate of 10 

s-1, shown as the dashed line, is calculated by averaging the number of events per second 

over the entire dataset. 
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50 ms segment were calculated for entire datasets. Figure 4.9 shows examples of 50 ms segments 

containing 0, 1, and 2 events, respectively. An example histogram of event occurrence probability 

per 50 ms time frame is shown in Figure 4.10. The data points represent the values from 

experimental data while the dashed line is the theoretical prediction for a Poisson process with an 

average rate of 4 s-1, which was determined to be the corresponding average event rate of the 

sample data set. The theoretical prediction agreed with the experimental data, providing further 

evidence that the observed catalytic signal represented a Poisson process. 
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(a.) 

(b.) 

(c.) 

Figure 4.9: 50 ms segments of Isd(t) data containing (a.) 0, (b.) 1, and (c.) 2 

events. 
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Lastly, Isd(t) data was examined in 100 ms segments to explore the distribution of events 

in time. This analysis was performed as an additional method to verify that Taq’s catalysis was a 

Poisson process. To begin, entire datasets were divided up into sequential 100 ms segments of 

data. Next, the delay time, tdelay, was evaluated for each event to be the amount of time between 

the center of the 100 ms segment of data and the leading edge of the event, as depicted in Figure 

4.11. If an event did not occur within a 100 ms time frame, no data point was generated. By 

definition, a Poisson process has an even distribution of events in time when the timing of those 

events is evaluated with respect to an arbitrary reference point, as is done here. 

 

 

 

 

 

Figure 4.10: Probability to find 0, 1, or 2 events within a random 50 ms time frame. 
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 The analysis methods presented in this chapter provide various information about the 

signals observed and therefore the catalytic activity of Taq polymerase. Average event amplitude 

is related to the charges of nearby residues and their displacements during catalytic conformational 

changes. On the other hand, analysis of event dwell and waiting times as well as event rates per 

second provided information regarding Taq’s kinetics. Furthermore, the analyses regarding event 

occurrence probabilities and distributions of events in time provided even more detailed 

information of Taq’s kinetics, confirming that its catalysis is a Poisson process. Each of these 

analyses were implemented in the work of Chapter 5 to characterize the effects of various applied 

potentials on individual Taq polymerase molecules.  

Figure 4.11: 100 ms snippet of Isd(t) data with an event and tdelay depicted, defined as the time 

between the center of the time frame and the time at the leading edge of an event. 

t
delay
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Chapter 5  

Perturbing Taq’s Catalytic Timing with Applied Potentials 

The work presented in Chapter 2 provided evidence that measurements using solid-state 

transistor biosensors require careful consideration of applied potentials (see Fig. 2.8 and Fig. 2.10). 

Beyond simple ligand-receptor binding, there is evidence that electrostatics play an influential role 

in enzyme catalysis as well [28,29,169,172-174]. Enzyme catalysis has two largely debated 

theories – dynamical and electrostatic. The dynamical theory of enzyme catalysis proposes that an 

enzyme samples an ensemble of substates with a preference for conformations along the reaction 

trajectory [172-174]. Alternatively, the electrostatic theory of enzyme catalysis suggests that 

preorganized active sites of enzymes promote reactions by reducing barriers via electrostatics such 

as protein charges, permanent dipoles, induced dipoles and solvation by bound water molecules 

[27-35]. In either case, external electric fields have been shown to enhance catalytic rates, most 

often by field-induced stabilization of transition states [34,36-39]. Therefore, the effects of applied 

potentials in single-molecule measurements of Taq polymerase need proper characterization. 

The SWCNT-FET platform also allows measurements using alternating liquid potentials, 

where enzyme catalysis may be otherwise influenced, via stochastic resonance for example. 

Stochastic resonance is the phenomenon in which a signal or process of a nonlinear system is 

enhanced by the presence of an oscillating input signal and stochastic influence, such as thermal 

fluctuations. The degree to which the nonlinear system is altered depends on both the magnitude 

of the stochastic influence as well as the magnitude and frequency of the oscillating input signal 

[175-178]. Stochastic resonance has been observed in biomolecular systems such as DNA 

hybridization using optical tweezers [179-181]. Regarding the dynamical theory of enzymes, the 
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sampling of conformational states may be assisted by the presence of a time-varying electric field, 

influencing conformational change along the reaction trajectory. Stochastic resonance has been 

observed to affect magnitude of output signals as well as the timing of barrier crossings, both of 

which may serve as factors for base-pair discrimination in DNA polymerase measurements [175-

177]. Aside from stochastic resonance, there has also been work otherwise proposing effects of 

time-varying electric fields in biomolecular interactions [30,182]. Realization of electrostatic 

enzymatic control, especially over a DNA polymerase as important as Taq polymerase, could open 

the door to countless powerful applications. 

In this chapter, to explore and understand the effects of applied potentials on individual 

Taq polymerase molecules, measurements were performed using various time-independent 

potentials (TIPs) and time-varying potentials (TVPs). Detailed analysis of measurements with 

TIPs revealed the dependence of Taq’s catalytic activity on constant applied potentials. 

Furthermore, measurements using TVPs explored whether oscillating applied potentials induced 

corresponding oscillatory behavior of the Taq polymerase molecule.  

 

5.1 Experimental Procedure 

Following control measurements in buffer, as detailed in Chapter 4, solutions containing 

polyT42 and dATPs were introduced for Taq to catalyze. In the presence of substrates, 

measurements were performed with TIPs spanning the linear region of the device. Two or more 

minutes of Isd(t) were acquired at each Vlg, taken in 30 mV steps, to precisely examine whether 

catalytic signals differed between TIPs. The signals at each Vlg were characterized by average 

event amplitude, average event rate per second, event occurrence probability, and distribution of 

events in time. 
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Once signals using TIPs were sufficiently characterized, TVPs were implemented to 

control Vlg. 10 Hz square waves were applied to the counter electrode with amplitudes chosen 

based on the results of measurements with TIP, explained in more detail in §5.3 Taq Polymerase 

Activity Under Time-Varying Potentials. Comparisons of event occurrence probability and 

distributions of events in time were made between TIP and TVP data sets to characterize the effects 

of time-varying electric fields on the catalytic activity of Taq polymerase. Initial measurements 

performed on device PCB17-CK00de used only TIPs, while follow-up measurements performed 

on device PCB45-IG11de used both TIPs and TVPs. 

 

5.2 Taq Polymerase Activity Under a Range of Time-Independent Potentials 

 

 The first TIP measurements were performed on device PCB17-CK00de biofunctionalized 

with R411C Taq polymerase with Vlg ranging from -0.35 V to +0.2 V, acquired in 30 mV steps to 

precisely observe the effects of TIPs. All measurements were performed at T ≈ 27 ºC (Vpeltier = 0.2 

V). Isd(t) for various measurements are shown in Figure 5.1. Fig. 5.1a shows a characteristic trace 

of Isd(t) in buffer with Vlg held constant at 0.1 V. In buffer, Isd(t) was dominated by 1/f noise. This 

noise behavior was consistent at all Vlg while the device was submerged in buffer alone. Fig. 5.1b 

shows a characteristic trace of Isd(t) in the presence of 4 nM polyT42 and 400 nM dATP with Vlg 

held constant at 0.05 V, where positive events began to appear. Events were only apparent in the 

range of Vlg from -0.1 V to 0.14 V, existing throughout the entire measurements performed at each 

Vlg. All Vlg with observed events in Isd(t) are hereafter referred to as active Vlg. Outside of the range 

of active Vlg, Isd(t) in the presence of substrates was similar to Isd(t) in buffer – dominated by 1/f 

noise with no events. Fig. 5.1c is a characteristic trace of Isd(t) in the presence of substrates with 
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Vlg held constant at -0.16 V, showing the absence of events. This result confirmed that Taq 

polymerase activity depended on applied potentials. 

 

 

Taq activity buffer 

4nM polyT
42

 + 400 nM dATP 

(a.) 

(b.) 

(c.) 4nM polyT
42

 + 400 nM dATP V
lg

 = -0.16 V 

V
lg

 = 0.05 V 

V
lg

 = 0.10 V 

Figure 5.1: One-second snippets of Isd(t) in (a.) Taq activity buffer at Vlg = 0.10 V, (b.) 4 nM 

polyT42 + 400 nM dATP in Taq activity buffer at Vlg = 0.05 V, and (c.) 4 nM polyT42 + 400 nM 

dATP in Taq activity buffer at Vlg = -0.16 V. 



107 

 

Although events were observed in Isd(t) at Vlg ranging from -0.1 V to +0.14 V, the event 

characteristics were not necessarily the same at all active Vlg. Therefore, further analysis was 

required for each measurement to compare events occurring at different Vlg and more precisely 

describe the effects of constant applied potentials. 

 

5.2.1 Event Analysis and Defining a Range of Active Vlg 

The first metric of comparison between events at different Vlg was average event amplitude 

in effective gating, ΔVlg. Figure 5.2a shows histograms of denoised Isd for 10 seconds of data 

acquired at Vlg = -0.22 V, 0.02 V, and 0.11 V. Unfortunately, the magnitude of 1/f noise 

fluctuations correlate directly with device conductance, which depends on Vlg. Therefore, the noise 

profile of denoised Isd data was different at each Vlg, indicated by the varying primary peak width 

of the denoised Isd histogram. Additionally, the local transconductance dIsd/dVlg was not consistent 

between Vlg, which inherently led to different ΔIsd at different Vlg. In other words, if the Taq 

molecule was locally gating the SWCNT-FET equally, independent of Vlg, then variations in local 

transconductance led to varying ΔIsd across Vlg.  

To better compare data acquired at different Vlg, two signal processing steps were 

performed on the data before event amplitude analysis. First, the denoised Isd data was converted 

to effective Vlg, as detailed in §4.5 Signal Analysis and Event Characterization, to account for 

differences in local transconductance between Vlg. Resulting histograms of effective Vlg are shown 

in Fig. 5.2b for the same datasets as Fig. 5.2a. Second, the histograms of data at each Vlg were 

artificially scaled such that the primary Gaussian peak FWHM for all datasets is normalized to a 

single value to account for differences in 1/f noise and extraneous noise between Vlg. For all 

measurements performed on PCB17-CK00de, the primary peak FWHM at each Vlg was 
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normalized to be 7 mV ± 1 mV, which was the primary peak FWHM at Vlg = 0.08 V–the median 

value between all datasets. The normalized histograms of effective Vlg are shown in Fig. 5.2c for 

the datasets shown previously in the same figure. These normalized histograms allowed for more 

accurate comparisons of ΔVlg at different Vlg. 

Histograms of only 10 seconds of data at each Vlg were analyzed rather than histograms of 

entire data sets to eliminate the effects of shifts in Vlg over time, due to electrode contamination 

for example. At Vlg from -0.35 V to -0.13 V, there were no events in Isd(t) and the corresponding 

histograms were accurately fit with a single Gaussian. At Vlg from -0.1 V to 0.11 V, histograms of 

effective liquid gate voltage were properly fit by a double Gaussian function. The average event 

amplitude expressed as effective gating, measured as the difference of Gaussian peak positions, 

described in §4.5 Signal Analysis and Event Characterization, was ΔVlg = -16 mV ± 8 mV for Vlg 

= 0.02 V for example. For Vlg from 0.14 V to 0.2 V, the histograms of effective liquid gate voltage 

were not accurately fit with single nor double Gaussian functions. As such, an accurate value of 

average event amplitude could not be generated for measurements at Vlg = 0.14 V and greater. 
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For histograms that could be properly fit with a single or double Gaussian, average event 

amplitudes expressed as effective gating for each Vlg are given in Table 5.1. Uncertainty in average 

Figure 5.2: Histograms of (a.) denoised Isd and effective Vlg (b.) before and (c.) after FWHM 

normalization for data acquired at Vlg = -0.22 V, 0.02 V and 0.11 V. 

(a.) 

(b.) 

(c.) 
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event amplitude was calculated as the sum of standard deviations of Gaussian peaks. For 

distributions described by a single Gaussian function, the lack of a second peak indicated no 

detectable events by amplitude, resulting in ΔVlg = 0. At liquid potentials from -0.1 V to 0.11 V, 

double Gaussian fits produced consistent average event amplitudes of ΔVlg = -13 mV ± 9 mV; 

these liquid potentials defined the range of active Vlg where |ΔVlg| > 0 V. Additionally, the single 

polarity of the signal across changing liquid potentials was evidence that the events do not follow 

the behavior of a thermally activated fluctuator. An average event amplitude was not generated for 

liquid potentials from 0.14 V to 0.2 V due to the lack of proper Gaussian fitting.  
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Liquid Gate 

Voltage, V
lg
 

Average Event 

Amplitude, ΔV
lg
 

Liquid Gate 

Voltage, V
lg
 

Average Event 

Amplitude, ΔV
lg
 

-0.35 V 0 mV ± 3 mV -0.01 V -13 mV ± 6 mV 

-0.25 V 0 mV ± 3 mV 0.02 V -16 mV ± 8 mV 

-0.22 V 0 mV ± 3 mV 0.05 V -13 mV ± 9 mV 

-0.19 V 0 mV ± 3 mV 0.08 V -14 mV ± 9 mV 

-0.16 V 0 mV ± 3 mV 0.11 V -12 mV ± 5 mV 

-0.13 V 0 mV ± 3 mV 0.14 V N/A 

-0.10 V -10 mV ± 5 mV 0.17 V N/A 

-0.07 V -12 mV ± 5 mV 0.20 V N/A 

-0.04 V -12 mV ± 5 mV   

 

Table 5.1: Average event amplitude, ΔVlg, at each TIP measured. The double Gaussian fit failed 

for liquid potentials from 0.14 V to 0.2 V and therefore was unable to produce a value for ΔVlg. 

The uncertainty is expressed as the sum of standard deviations of the two Gaussian peaks. 

 

Another metric of activity used for comparison was event rate over time and average event 

rate. At each Vlg, events were enumerated in each second for 10 seconds of data then averaged. 

Figure 5.3 shows the average event rate in events per second in the presence of polyT42 and dATPs 

plotted against Vlg. The dotted line is the maximum event rate extracted from Isd(t) in buffer alone, 

5 events per second, where a low number of events were still detected because of either anomalous 

excursions or artifacts of denoising and/or event recognition. Events occurring at a rate below this 

threshold were therefore not significant and not indicative of catalytic activity for this device. From 

this analysis, events occurred at an average rate greater than the threshold only in the range of Vlg 
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from -0.04 V to 0.14 V, which defined a slightly different range of active Vlg than the analysis of 

average event amplitudes. Within this active Vlg range, there was large variation in event rates, 

ranging from 5 to 50 events per second. Outside of the range of active Vlg, the average event rate, 

or rather the lack thereof, indicated no catalytic activity. This suggested that applied potentials 

outside of the range of active Vlg inhibited the Taq polymerase molecule from performing proper 

catalysis. 

 

 

The results of these two analyses provided sufficient evidence that the catalytic activity of 

Taq depended on applied potentials. The two analyses were independently able to define a range 

of active Vlg. Analysis of average event amplitudes defined a range of active Vlg from -0.1 V to 

Figure 5.3: Average event rate versus liquid potential in the presence of 4nM polyT42 and 400nM 

dATP in Taq activity buffer. The number of events within each second of data is averaged over 10 

seconds of data with error bars representing one standard deviation. The dotted line represents the 

maximum number of events detected with the same event detection algorithm in the absence of 

substrates. 
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+0.11 V while analysis of event rates defined a range of active Vlg from -0.04 V to +0.14 V. While 

there was some disagreement between the analyses over the center of the range of active Vlg, they 

defined similar widths of 200 mV ± 30 mV. Average event amplitudes appeared to be consistent 

within the range of active Vlg. Because the amplitude of an event corresponds to the physical 

distance that nearby charged residues move during a conformational change, this result suggested 

that the detectable conformational change of the Taq molecule was consistent within the range of 

active Vlg. In other words, the applied potentials did not cause the Taq molecule to close tighter 

during its catalytic cycle. On the other hand, average event rates varied by an order of magnitude 

within the range of active Vlg. Past measurements in the Collins lab have shown that event rates 

vary by two orders of magnitude for a single polymerase molecule from second to second [170], 

so this variation is not surprising. However, it is currently unclear if this large variation was 

inherent to the protein or if it resulted from the applied potentials influencing catalytic activity.  

 

5.2.2 Analyzing Signals with TIPs for Comparison to Signals with TVPs 

Before applying TVPs, device PCB45-IG11de was biofunctionalized with A814C Taq 

polymerase and measured at TIPs ranging from -0.20 V to 0.20 V in buffer alone, then in the 

presence of 4 nM polyT42 and 400 nM dATP. All measurements using PCB45-IG11de were 

performed at T = 27 °C. Characteristic traces of Isd(t) are shown in Figure 5.4. Once again, in the 

absence of substrates, Isd(t) was dominated by 1/f noise, as shown in Fig. 5.4a. Samples of Isd(t) in 

the presence of substrates are shown in Fig. 5.4b and Fig. 5.4c. Events again existed only in the 

presence of substrates, indicating catalytic motions of the protein, present only at Vlg from -0.11 V 

to 0.07 V. 
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First, to establish a baseline for comparison of signals under TVPs, events observed under 

TIPs were analyzed further. Distributions of event dwell and waiting times were generated from 

Isd(t) data at Vlg = 0 V and are shown in Figure 5.5. The distribution of event dwell times was well 

Figure 5.4: Sample Isd(t) data for measurements in (a.) Taq activity buffer at Vlg = 0 V, (b.) 4 nM 

polyT42 + 400 nM dATP in Taq activity buffer at Vlg = 0 V, and (c.) 4 nM polyT42 + 400 nM dATP 

in Taq activity buffer at Vlg = -0.15 V. 

4nM polyT
42

 + 400 nM dATP 

4nM polyT
42

 + 400 nM dATP 

Taq activity buffer V
lg

 = 0 V 
(a.) 

(b.) 

(c.) 

V
lg

 = 0 V 

V
lg

 = -0.15 V 
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fit by a single exponential function except at longer time scales, which only accounted for a small 

fraction of all events. The single exponential fit of dwell times gave an average dwell time, τdwell, 

of 530 µs ± 30 µs. The distribution of event waiting times was fit primarily by a single exponential 

function, except for the first data point, which represented waiting times less than 20 ms. However, 

the first data point was anomalous as it resulted from artifacts of event recognition, where a single 

event was falsely recognized as two events resulting in a waiting time less than 20 ms, or an event 

that had intermediate returns to the baseline and was instead identified as multiple events with 

abnormally short waiting times.  The single exponential fit of waiting times gave an average 

waiting time, τwaiting, of 260 ms ± 25 ms. The reciprocal of τwaiting gave an average event rate of 

approximately 4 s-1. 

  

 

Figure 5.5: Distributions of (a.) tdwell and (b.) twaiting with single exponential fits of the data overlaid 

and average times in the insets. 

(a.) (b.) 
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 Next, events were enumerated in 50 ms segments of Isd(t) data at Vlg = 0 V, then compiled 

to determine probabilities of event occurrence. A histogram of events per 50 ms segment of data 

is shown in Figure 5.6 and was also used as an example histogram in Fig. 4.10. The data points 

represent the probabilities determined from experimental data while the dashed line is the 

theoretical prediction for a Poisson process with an average rate of 4 s-1—the average event rate 

determined from τwaiting. The error bars on the experimental data represent the variance of a 

Poisson-distributed variable. The majority of 50 ms frames had 0 events (87%), while a frame with 

2 events was rare (<2%). However, the probability for a 50 ms frame to have a single event was 

approximately 11%, which was within uncertainty of a Poisson process with an average rate of 4 

s-1 (16 % chance for one event to occur). Analysis of event occurrence probabilities further 

confirmed that the protein activity under TIPs observed was a Poisson process. 

 

 To characterize the distribution of events in time more precisely, the distribution of event 

delay times, tdelay, for measurements at Vlg = 0 V are shown in Figure 5.7. Event delay times were 

measured as described in §4.5 Signal Analysis and Event Characterization. If there was a lack of 

Figure 5.6: Probability for 0, 1 or 2 events to occur in a random 50 ms time frame. 
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an event within the 100 ms time frame, no data point was generated. Error bars once again 

represent the variance of a Poisson-distributed variable. There was a total of 134 events in the data 

set analyzed. The delay times were evenly distributed, with events occurring randomly in 100 ms 

segments of data throughout the data set. In other words, when an event was present in a 100 ms 

segment of data, there was approximately a 10 % chance for the event to occur in any 10 ms 

subsegment of the 100 ms segment of data, once again indicating that the signal observed with 

TIPs is that of a Poisson process.  

  

 

5.3 Taq Polymerase Activity Under Time-Varying Potentials 

After measurements with TIPs revealed the range of active Vlg, TVPs were applied to 

device PCB45-IG11de. The TVPs that were applied to the counter electrode were 10 Hz square 

waves with boundaries: (i) [-0.2 V, 0 V], (ii) [-0.1 V, 0 V], (iii) [0 V, 0.1 V], and (iv) [0 V, 0.2 V]. 

Figure 5.8 shows examples of Isd(t) with TVPs. In measurements with TVPs, nearly all events 

occurred while Vlg was within the active Vlg range (i.e. Vlg = -0.1 V or 0 V), showing that the 

catalytic activity of Taq polymerase could be toggled on and off by oscillating applied potentials 

Figure 5.7: Distribution of tdelay for measurements at TIP Vlg = 0 V. 
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between active and inactive Vlg. There appeared to be three visually distinct types of events, 

hereafter referred to as Type 1, 2, and 3 events. A Type 1 event is shown in Fig. 5.8a, which had 

an event dwell time that follows the same Poisson statistics as events observed with TIPs. A Type 

2 event, shown in Fig. 5.8b, also had an event dwell time in agreement with events observed with 

TIPs but coincided with the leading edge of a square wave half-cycle. Lastly, a Type 3 event began 

in one state of the square wave and ended in the other with an abnormally long dwell time, as 

shown in Fig. 5.8c. This is the only situation where an event occurred at an ‘inactive’ Vlg. 
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Table 5.2 shows the number of occurrences in 38 seconds of data of each event type for 

all four TVP data sets as well as the earlier measurement with Vlg held constant at 0 V. When Vlg 

was held constant at 0 V, all events were Type 1. TVP = [-0.2 V, 0 V] and TVP = [-0.1 V, 0 V] 

Figure 5.8: Samples of Isd(t) data in 4 nM polyT42 + 400 nM dATP in Taq activity buffer under 

TVPs as annotated, exemplifying (a.) Type 1, (b.) Type 2, and (c.) Type 3 events. 

4nM polyT
42

 + 400 nM dATP 

TVP = [0 V, 0.2 V] 
(a.) 

(b.) 

(c.) 

4nM polyT
42

 + 400 nM dATP 

4nM polyT
42

 + 400 nM dATP 

TVP = [0 V, 0.1 V] 

TVP = [0 V, 0.1 V] 
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data both contained exclusively Type 1 events. Both Type 1 and Type 2 events were present in 

TVP = [0 V, 0.2 V] data, accounting for 56 % and 44 % of all events, respectively. All three event 

types were present in TVP = [0 V, 0.1 V] data, though the majority of events, 65%, were Type 1 

events. 

 

 Type 1 Events Type 2 Events Type 3 Events Total Number 

of Events 

0 V 134 0 0 134 

[-0.2 V, 0 V] 51 0 0 51 

[-0.1 V, 0 V] 56 0 0 56 

[0 V, 0.1 V] 42 9 13 64 

[0 V, 0.2 V] 59 46 0 105 

 

Table 5.2: Total number of events and enumeration of each event type under different applied 

potentials. 

 

 The existence and abnormally long dwell times of Type 3 events in the TVP = [0 V, 0.1 V] 

dataset suggested that the TVP affected the energy landscape of the Taq polymerase molecule in 

a more complex way than simply enabling and disabling catalytic activity. The long dwell time of 

Type 3 events may have resulted from an increase in the energy barrier between conformational 

states and/or a deepening of the local energy minima corresponding to the closed state, effectively 

requiring the Taq molecule to overcome a greater energy barrier to return to its open conformation. 

Because Type 3 events always began in the Vlg = 0.1 V state of the TVP, the shift in energy 

landscape likely occurred in this state of the TVP, but reverted upon the return to Vlg = 0 V.  
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 The existence of Type 2 events also indicated a more complex effect of TVPs, particularly 

in the case of TVP = [0 V, 0.2 V]. While it is possible that an event may have naturally coincided 

with the edge of a square wave, the high rate of synchronization, 44 %, was likely indicative of a 

reproducible mechanism rather than random coincidence. For example, it is possible that the large 

and abrupt change in Vlg from 0.2 V to 0 V momentarily reduced or eliminated the energy barrier 

for conformational change, effectively increasing the likelihood for an event to occur at that 

specific moment in time. Additionally, the prevalence of Type 2 events was greatest for TVP = [0 

V, 0.2 V], indicating that this effect was dependent on the amplitude and polarity of TVP. 

 

5.3.1 Event Characterization of Signals with Time-Varying Potentials 

Event occurrence probabilities were extracted from Isd(t) data with applied TVPs. Because 

the TVPs were all applied at 10 Hz, enumerating events in 50 ms segments of data was equivalent 

to enumerating events in half-cycles of the TVP. In general, there were no events when the square 

wave was at the ‘inactive’ Vlg of its cycle (Vlg ≠ 0 V or -0.1 V), so the probabilities for 1 or 2 events 

to occur were zero during those times. However, when the square wave was at the active Vlg (Vlg 

= 0 V or -0.1 V), there was a nonzero probability for 1 or 2 events to occur within each half-cycle. 

The probabilities for 0, 1 or 2 events to occur per 50 ms half-cycle when Vlg = 0 V were calculated 

from experimental data for each TVP and are shown in Figure 5.9. For three of the four TVPs, 

experimental probabilities for all numbers of occurrences were within one σ of the respective 

theoretical values as well as experimental values for the TIP. Only measurements using TVP = [0 

V, 0.2 V] had probabilities that deviated significantly from Poisson statistics. The probability for 

one event to occur in the Vlg = 0 V half-cycle, 24 %, was greater than one standard deviation above 

the theoretical value for a Poisson process, 16 %. This suggests that the applied TVP = [0 V, 0.2 
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V] altered the energy landscape of the Taq molecule in a way that the catalytic conformational 

change was more energetically favorable than under TIPs. Interestingly, the large total number of 

events using TVP = [0 V, 0.2 V], relative to the other TVPs, was not also reflected in the 

probability for two events to occur, indicating that Type 1 and Type 2 events generally did not 

both occur in a single half-cycle. 

 

 

 

To further describe the effect of TVPs, distributions of events in time were also evaluated 

in each data set for Type 1 events only. Figure 5.10 depicts the distributions of tdelay throughout 

each of the four TVP measurements. Because the TVPs were applied at 10 Hz, tdelay was measured 

Figure 5.9: Probability for 0, 1, or 2 events to occur in a 50 ms segment of data with Vlg = 0 V. 

Experimental data is shown as black circles (TIP = 0 V), green squares (TVP = [-0.2 V, 0 V]), blue 

squares (TVP = [-0.1 V, 0 V]), purple circles (TVP = [0 V, 0.1 V]), and red circles (TVP = [0 V, 

0.2 V]) while the theoretical Poisson distribution is shown as a dashed line. 
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from the leading edge of the Vlg = 0 V half-cycle of the square wave for all applied signals, which 

conveniently corresponded to the center of the 100 ms segment of data as indicated in Fig. 5.10a. 

The distributions of delay times are shown in Fig. 5.10b, c, d, and e. The distribution of events in 

time for TVP = [-0.2 V, 0 V], TVP = [-0.1 V, 0 V], and TVP = [0 V, 0.1 V] were consistent with 

a Poisson process within uncertainty, and therefore consistent with data using TIPs. Alternatively, 

for TVP = [0 V, 0.2 V], Type 1 events did not occur randomly in time and instead were more likely 

to occur within 20 ms of the square wave transition. The effect of this applied TVP was further 

evidenced by the prevalence of Type 2 events (see Table 5.2), accounting for approximately 40% 

of all events. 
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From the results of the different analyses, TVP = [-0.2 V, 0 V] and TVP = [-0.1 V, 0 V] 

did not perturb the Taq molecule in a way that significantly differed from TIPs, as evidenced by 

all of the above analyses. Events were all Type 1 events occurring in 50 ms time frames with 

Figure 5.10: (a.) Example of tdelay. Distribution of tdelay for (b.) TVP = [-0.2 V, 0 V], (c.) TVP = [-

0.1 V, 0 V], (d.) TVP = [0 V, 0.1 V] and (e.) TVP = [0 V, 0.2 V]. 

(b.) (c.) 

(d.) (e.) 

TVP = [0 V, 0.2 V] 
(a.) 

4nM polyT
42

 + 400 nM dATP 

tdelay 
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probabilities well described by a theoretical Poisson process, as well as occurring randomly in 

time, which is also expected for a Poisson process.  

On the other hand, TVP = [0 V, 0.1 V] and TVP = [0 V, 0.2 V] both appeared to perturb 

the timing of Taq’s catalytic closures. TVP = [0 V, 0.1 V] affected the event dwell time most 

clearly, as evidenced by the existence of Type 3 events. However, TVP = [0 V, 0.2 V] influenced 

all metrics that were examined. Approximately 44 % of all events with applied TVP = [0 V, 0.2 

V] were Type 2 events and the existence of these events did not appear to come at the expense of 

Type 1 events. The probability for one event of either type to occur in a single Vlg = 0 V half-cycle 

with TVP = [0 V, 0.2 V] was 50 % greater than with TIP = 0 V or the theoretical prediction for a 

Poisson process. Additionally, Type 1 events were more than twice as likely to occur within the 

first 20 ms of the Vlg = 0 V half-cycle than in the final 30 ms, indicating that the square wave 

transition edge was a significant choice of reference point for evaluating tdelay. One possible 

explanation for the TVP = [0 V, 0.2 V] is that the enzyme may be electrostatically forced closed 

at Vlg = 0.2 V, effectively resetting Taq’s catalytic ‘clock’ at the transition to Vlg = 0 V. This would 

explain the biased distribution of delay times with respect to the square wave transition edge, as 

tdelay would effectively represent twaiting in this case. Additionally, Type 2 events may simply result 

from the enzyme waiting to reopen upon the liquid potential transition, which would explain why 

they have dwell times consistent with Type 1 events. 

 

5.4 Conclusions and Future Work 

Measurements of Taq polymerase with applied TIPs confirmed past observations of the 

Collins lab – that individual molecules are sensitive to applied potentials. More precisely, applied 

potentials enabled and disabled Taq’s catalysis and a range of active Vlg was defined as a result. 



126 

 

Within the range of active Vlg, the average event amplitude remained constant (see Table 5.1), 

indicating that the applied potentials did not affect the detectable physical movement resulting 

from conformational changes. On the other hand, the average event rate varied from 5 s-1 to 50 s-1 

within the range of active Vlg (See Fig. 5.3), though this large variance is not necessarily due to 

the applied potentials as rates associated with individual molecules have been observed to vary by 

two orders of magnitude from second-to-second. 

Measurements using TVPs revealed even more complex effects of applied potentials. First, 

Taq activity was successfully toggled on and off by oscillating applied potentials in and out of the 

range of active Vlg. The existence of Type 2 and Type 3 events (see Fig. 5.8 and Table 5.2) 

indicated that the applied TVPs affected the energy landscape of the Taq molecules in ways that 

are more complex than simply enabling and disabling catalysis. Further analysis of event 

occurrence probabilities and distribution of events in time revealed that TVP = [0 V, 0.2 V] also 

disturbed the natural Poisson-like behavior of Taq’s catalysis (see Fig. 5.9 and Fig. 5.10), 

increasing the likelihood of events to occur in general, and more specifically within 20 ms of the 

square wave transition. Results with multiple applied TVPs showed that the polarity and amplitude 

of TVPs are critical parameters in influencing the Taq molecule. 

This work was able to explore the effects of applied potentials, both constant and time-

varying, with the greatest detail thus far but also revealed effects that warrant further 

experimentation. This work gave early evidence of possible synchronization (Type 2 events) and 

dwell time disturbance (Type 3 events) with applied potentials, so future work and applications of 

these results would benefit by optimizing frequency, amplitude, and polarity of TVPs for better 

control of the molecules’ activity. 
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APPENDIX A 

Supplemental SNP-Chip Data2 

  

 
2 Reprinted with permission from "Discrimination of Single-Point Mutations in Unamplified Genomic DNA via 

Cas9 Immobilized on a Graphene Field-Effect Transistor" by S. Balderston, J. Taulbee, E. Celaya, et al. Nature 

Biomedical Engineering (2021). Copyright, Springer Nature. 

Figure A.1: Frequency distribution of signal obtained from Cas9 and gRNA 

association on gFET. The distribution of signal of Cas9 binding (top) and the 

gRNA-HTYa binding (bottom). 
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Figure A.2: SNP-Chip Cas9-HTYa Specificity. (a) Schematic of the specificity test 

where the nuclease active Cas9-HTYa construct was incubated with non-homogeneous 

DNA samples (60 ng μl-1) containing different percentages of target DNA (HbAA) and 

nontarget DNA (HbSS). (b) Cas9-HTYa construct specificity and sensitivity endpoint 

analysis in the presence of different percentages of the target (HbAA) in a nontarget 

sample (HbSS). (c) Schematic of the specificity test where the MgaCas9-22nt gRNA 

construct was incubated with non-homogeneous DNA samples (60 ng μl-1) containing 

different percentages of target DNA (HbAA) and nontarget DNA (HbSS). (d) MgaCas9-

22nt gRNA construct specificity and sensitivity endpoint analysis in the presence of 

different percentages of the target (HbAA) in a nontarget sample (HbSS). 
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Figure A.3: (a) Schematic representation of the Cas9-HTYa SNP-Chip construct. (b) 

A concentration of 6.3 fM genomic DNA was tested on the Cas9-HTYa construct. 

Results indicated that that SNP-Chip was able to discriminate between HbAA and 

HbSS samples (n≥9) (ttest: t = 2.337, df = 19). Bar graph shows mean ± SEM. Data is 

normalized and presented as a ratio relative to the positive sample (HbAA). 

Significance is indicated by * for two-tailed p < 0.05. 
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 OXFORD NANOPORE SNP-CHIP 

SAMPLE PREPARATION 

 

DNA Purification DNA Purification 

LIBRARY 

CONSTRUCTION 

 

Yes No 

AMPLIFICATION 

 

Yes (~8 PCR cycles) [116] No 

TIME TO SCAN HUMAN 

GENOME 

 

48 Hours (8 readers) [116] < 1 Hour (one reader) 

HANDHELD 

 

Yes Yes 

SNPS 

 

Yes Yes 

TOTAL ANALYSIS TIME 

FOR WHOLE HUMAN 

GENOME SEQUENCING 

 

> 83 Hours [116] Few minutes 

PRICE OF DISPOSABLES 

FOR WHOLE GENOME 

SEQUENCING 

 

$28,000 (34 flow cells [116]) $40 (1 chip) 

PRICE OF READER 

 

$1,000 $400 

Table A.1: Comparison between SNP-Chip and oxford nanopore single-nucleotide variation 

analysis time and cost. Although oxford nanopore has been used to detect SNPs in the bacterial 

genome and 100kb fragments of the human genome [145,183], these studies of nanopore SNP 

detection rely on smaller genomes (bacterial) or PCR-based amplification to simplify the DNA 

samples tested. This table compares SNP-Chip technology with oxford nanopore when 

employed to scan the entire human genome. Although the study referenced here still uses 

amplification, the purpose of amplification is library construction, not a simplification of the 

DNA sample. 
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 Highly 

specific SNP 

detection 

using 2D 

graphene 

electronics 

and DNA 

strand 

displacement 

[117] 

Supramolecular 

Microgels with 

Molecular 

Beacons at the 

Interface for 

Ultrasensitive, 

Amplification-

Free, and SNP-

Selective 

miRNA 

Fluorescence 

Detection [146] 

An 

amplification-

free detection 

method of 

nucleic acids 

by a 

molecular 

beacon probe 

based on 

endonuclease 

activity [147] 

Amplification-

free SERS 

analysis of 

DNA 

mutation with 

single-base 

sensitivity 

[184] 

SNP-

Chip 

TARGET Oligo (47 nt) ssDNA E coli 

genomic 

DNA 

Full genomic 

DNA 

(Human) 

Full 

genomic 

DNA 

(Human) 

TIME 8 hours 1 hour/ON < 1 hour 40 min 1 hour 

DETECTION FET Optical Optical 

(Molecular 

Beacon) 

Optical 

(SERS) 

gFET 

PRINCIPLE Strand 

displacement 

competition 

Hydrogel with 

molecular 

beacon 

Endonuclease 

digestion 

upon beacon 

rearrangement 

with a perfect 

match 

Beacon with 

nanogold 

particle 

monitored 

with SERS 

CRISPR 

SENSITIVITY 300 nM 12 fM/ON 1 pM 50 fM 6.3 fM 
 

Table A.2: Comparison of SNP-sensitive DNA detection technologies. In the paper entitled 

“Highly specific SNP detection using 2D graphene electronics and DNA strand displacement” The 

principle is based on SNP detect on gFET using a probe/target DNA hybridization based on strand 

displacement to increase discrimination. The DNA probe is composed of two complementary 

DNA strands, one 47 nt, which is tether to the graphene surface via PBA and the other 40 nt. The 

difference of size (7 nt) constitutes the toehold that will allow the target DNA to initiate the 

hybridization. If no mismatches are present, the target will displace the competing strand more 

efficiently. In the presence of a SNP, this displacement is less efficient. There is big chance that 

their system won’t work with double strand DNA. In the paper entitled “Supramolecular Microgels 

with Molecular Beacons at the Interface for Ultrasensitive, Amplification-Free, and SNP-Selective 

miRNA Fluorescence Detection” micro hydrogels, which are hydrogel layered over nanoparticles, 

are employed and functionalized with a molecular beacon (MB). SNP discrimination is standard 

in a MB. The mismatch is placed at the center of the probe. When the full match is present the MB 

open and fluoresces. When a mismatch is present, the MB open less frequently. The gel is used to 

increase the surface area ratio and decrease non-specific adsorption on surface. This technology 

requires a one-hour incubation for large quantities of DNA, but an overnight hybridization is 

required for concentration close to LOD. This technology uses miRNA, which are short single 

stranded nucleic acids. Long double strand amplicons will be more difficult to detect with this 
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technology. In the paper entitled “An amplification-free detection method of nucleic acids by a 

molecular beacon probe based on endonuclease activity” they use an endonuclease dependent 

molecular beacon assay (DEMBA) to detect SNPs. The beacon is designed to rearrange and create 

an endonuclease digestion site only when a full match target is present. Once digested, the 

fluorescent is released, and the target is freed, thus the target is available again to produce 

fluorescence (linear amplification). Although rapid and sensitive this technology is optical and can 

require bulky equipment, however the authors have attempted a lateral flow assay which has the 

potential to lower the cost of this technology. In the work entitled “Amplification-free SERS 

analysis of DNA mutation in cancer cells with single-base sensitivity” they use SERS to detect a 

gold particle that is pushed away from the surface when hybridized with a fully complimentary 

sample in a flow cell. This technology stated that detection time is 40 min, with an LOD of 50 fM 

with an overnight incubation. This is also a label free technology but using optics (SERS) instead 

of electronics which requires bulky instrumentation. 

 




