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EPIGRAPH 

 

For the time being, we can only babble some interpretative, timid, 
conjectural explanations, almost always premature, which certain 
discontented readers, very influenced by rigorous demonstrations, will 
find entirely fruitless. Certainly, we shall not negate how weak and ill-
founded are many of our speculations, and how much they are in need 
of modification, rectification or even substitution. But hypotheses in 
Science, even erroneous ones, have an important goal. This aim is not 
always to formulate a truth, but to indicate the path to an investigation. 
They are, above all, great awakeners of souls, because they agitate 
the moral environment (that dead sea of the routine which is fatal to all 
progress), stimulate the spirit of doubt and contradiction, so much 
developed in laboratory men, and are the starting point of new and 
fruitful observations and experiments.  

 
 

 –  SANTIAGO RAMÓN Y CAJAL 
Textura del Sistema Nervioso del Hombre y de los Vertebrados 
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ABSTRACT OF THE DISSERTATION 

 

Pathways and Cell Types Underlying Visual Perception in the Mouse 

 

by 

 

Ashley Lauren Juavinett 

 

Doctor of Philosophy in Neuroscience 

 

University of California, San Diego, 2016 

 

Professor Edward M. Callaway, Chair 

Professor Andrew Huberman, Co-Chair 

 

The primary challenge of systems neuroscience is identifying the circuits and 

cell types that underlie sensation and behavior. Faced with the daunting task of 

unraveling six layers of cortex, a hierarchy of visual areas, and a multitude of cell 

types, visual neuroscience relies on innovative technologies to achieve a circuit-level 

understanding of perceptual phenomena. This dissertation aims to be an extension of 

this effort by using advanced tools to address several longstanding questions 

regarding the structure and function of the visual system.  



 

xii 

 

In the past decade, mouse visual cortex has come to the forefront of systems 

neuroscience, serving as a common ground to study the role of cell types in behavior. 

Armed with a remarkable arsenal of genetic and molecular tools in transgenic mice, 

we are poised to observe and manipulate visual circuits in a cell-type specific 

manner. Yet doing so requires a comprehensive understanding of the system at 

hand. In the work presented here, I extend our knowledge of the mouse visual system 

so that we may exploit its experimental advantages to address circuit-level questions.  

Spanning multiple techniques and circuits, this dissertation investigates the 

mouse visual system from several angles. First, it refines our understanding of mouse 

visual cortex functional organization with bulk loaded calcium indicators and a well-

studied higher-order stimulus, moving plaids (Chapter 1). Secondly, it characterizes 

the functional response properties of three different genetically defined layer 5 cell 

types, using in vivo two-photon imaging in the primary visual cortex (Chapter 2). 

Lastly, it delineates the topography of thalamocortical projections from the secondary 

visual thalamic nucleus (LP) to multiple visual cortical areas with classic tracing 

methods as well as novel viral combinations (Chapter 3). Together, these three 

studies advance our understanding of the connectivity and function of the mouse 

visual system, bringing us closer to bridging neurons and behavior.  
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INTRODUCTION 

 

Over 100 years ago, Santiago Ramón y Cajal took his first historic looks onto 

Golgi stained tissue, concluding that the neuron was the primary unit of computation 

in the nervous system. Yet Ramón y Cajal himself recognized that his observations 

were limited, even describing them as “simple” and “infantile.” He yearned for 

functional, mechanistic explanations, calling on future neuroscientists to seek more 

dynamic explanations for animal behavior (Ramón y Cajal, 1904).  

Since the time of Ramón y Cajal, neuroscientists have been pouring over 

images and recordings of neurons, hoping to connect this fundamental unit to 

behaviors that are fundamentally human. As in all scientific endeavors, technology 

shapes the extent to which we can make these connections. The past century has 

seen an incredible surge of anatomical and functional techniques to study the brain, 

beginning with early histology, electron microscopy, and single-cell electrophysiology, 

and advancing with viral tracing, electrode array recording, calcium imaging, and 

optogenetics (Boyden et al., 2005; Buzsáki, 2004; Callaway, 2005; Chen et al., 2013; 

Du et al., 2011; Luo et al., 2008; Sejnowski et al., 2014). We are at an unprecedented 

time in neuroscience, when the tools to simultaneously observe and manipulate 

specific populations of neurons – predominantly in mice – are producing a barrage of 

insights into age-old questions about connectivity and function (Buzsáki et al., 2015; 

Okun et al., 2016; Packer et al., 2014; Vandecasteele et al., 2012). Already, various 

groups have capitalized on the methodological advantages afforded by the mouse 

model to address circuit-level questions of visual perception and beyond (e.g. 
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Adesnik et al., 2013; Cruz-Martín et al., 2015; Komiyama et al., 2010; Peters et al., 

2014; Lee et al., 2012; Lien and Scanziani, 2013; Nienborg et al., 2013). 

 In this spirit of connecting structure to function using innovative techniques, 

my dissertation applies our understanding of primate and carnivore brains to the 

mouse, with the ultimate goal of extrapolating circuit-level insights back to humans. 

Empowered by a longstanding tradition of exploiting the visual system for its 

experimental tractability, I focus here on the connectivity and function of the visual 

cortex and related nuclei in the thalamus. 

 

Circuits for visual perception 

An abundant history of visual neuroscience, including Barlow (1953), Hubel 

and Wiesel (1962; 1959), and Felleman and Van Essen (1991), has endowed us with 

a rigorous understanding of visual pathways in carnivores and primates. Visual 

information first encounters a mosaic of photoreceptors and ganglion cells in the 

retina, and is then passed through the optic chiasm to the lateral geniculate nucleus 

(LGN) of the thalamus. In anatomically and functionally separate channels, visual 

information then arrives in layer 4 of primary visual cortex (V1). After reaching V1, 

information is passed to a variety of different extrastriate regions, as well as back to 

the secondary visual nucleus, known as the pulvinar or lateral posterior nucleus (LP) 

in mice. In addition, there is a tremendous amount of feedback from cortex to LGN. 

Alternatively, information from the retina can be passed on to the superior colliculus 

(SC), to LP/pulvinar, and then to various parts of cortex, a route known as the 

extrageniculate pathway. 
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Visual processing after V1 is traditionally divided into parallel dorsal and 

ventral streams, primarily involved in action-oriented, motion computations (“where), 

or object-recognition (“what”), respectively (Felleman and Van Essen, 1991; Goodale 

and Milner, 1992; Ungerleider, 1994; Ungerleider and Mishkin, 1982). Several of 

these extrastriate areas have incredibly specific functions, such as motion perception 

in the middle temporal area (MT; Allman and Kaas, 1971; Born and Bradley, 2005; 

Dubner and Zeki, 1971), and face perception in the fusiform face area (FFA; 

Kanwisher et al., 1997; Tsao et al., 2006).  

Mapping the organization and function of these visual areas onto rodents has 

been the primary challenge in utilizing the mouse model of vision. In Chapter 1, I 

extend our characterization of these dorsal and ventral streams to the mouse system, 

building on the recent body of work investigating the functional specialization of 

mouse visual areas (e.g. Andermann et al., 2011; Glickfeld et al., 2014; Huberman 

and Niell, 2011; Marshel et al., 2011; Niell and Stryker, 2008; Niell, 2011). 

 

Mouse visual cortex 

The fundamental organization of the mouse visual system is quite similar to 

that of primates and carnivores (Huberman and Niell, 2011). As in the primate, visual 

information relayed through the LGN first reaches cortex in V1, where it is then sent 

to multiple interconnected extrastriate regions (Glickfeld et al., 2013; Polack and 

Contreras, 2012). While mice are afoveal and have lower resolution vision than 

primates (Prusky et al., 2000), they still heavily use vision to navigate the world (Chen 

et al., 2013). Indeed, behavioral studies have shown that they can discriminate the 

direction of randomly moving dots (Douglas et al., 2006), recognize 3D objects from 
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2D images (Zoccolan et al., 2009) and detect changes in orientation (Glickfeld et al., 

2013; Lee et al., 2012). Recently, several groups have shown that mice can perform 

cross-modal and visual attention tasks (Kim et al., 2016; Wimmer et al., 2015).  

Similar to primate cortex, mouse visual cortex is organized retinotopically 

(Wagor et al., 1980), selective for orientation and direction (Niell and Stryker, 2008; 

Sohya et al., 2007), structured with ON/OFF receptive fields (Smith and Häusser, 

2010), and surrounded by multiple extrastriate areas that are likely involved in higher-

order visual processing (Andermann et al., 2011; Garrett et al., 2014; Marshel et al., 

2011; Wang and Burkhalter, 2007). Mice have at least eleven retinotopically-defined 

visual areas (Andermann et al., 2011; Garrett et al., 2014; Marshel et al., 2011; Wang 

and Burkhalter, 2007). These areas are retinotopically organized but small, and are 

best identified using intrinsic signal optical imaging (Garrett et al., 2014).  

Anatomical and functional evidence suggests that there are parallel routes of 

information through mouse visual cortex, akin to the dorsal and ventral streams in 

primates (Gao et al., 2010; Glickfeld et al., 2013a; Wang et al., 2011; 2012). The 

lateromedial area (LM), just lateral to V1, is homologous to primate V2, receiving V1 

input and passing it on to other extrastriate regions such as AM or RL (Kalatsky and 

Stryker, 2003; Rosa and Krubitzer, 1999). A subset of areas, LM, AL, RL, and AM, 

have high direction selectivity coupled with preferences for high temporal frequency 

and low spatial resolution, making them candidates for a functional dorsal, 

movement-sensitive stream of information (Marshel et al., 2011; Andermann et al., 

2011). In addition, RL has been identified as a somatosensory integration region 

(Olcese et al., 2013), and PM may be involved in scene recognition and navigation 

(Roth et al., 2012). 
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It is unknown whether these areas generate higher-order functional 

specializations like those in the primate visual system. I wished to challenge this 

system with more complicated stimuli to further assess its potential for elucidating 

circuit mechanisms of complex behaviors. I therefore turned to the plaid stimulus, 

which has proved useful for untangling the circuits involved in visual motion 

perception in cats and monkeys for the past 30 years (Movshon et al., 1985). 

 

Cells for complex motion perception 

Over the years, several different stimuli have been used to probe motion 

perception, most notably drifting plaids and stochastic moving dots (Movshon et al., 

1985; Newsome and Paré, 1988; Stoner and Albright, 1992). Plaids are composed of 

two overlaid drifting gratings, typically offset by 60 to 90 degrees (Adelson and 

Movshon, 1982). When these gratings are presented at similar contrast, spatial 

frequency, and temporal frequency, and with intersections of a realistic luminance, 

they cohere into a percept of one moving plaid (Adelson and Movshon, 1982; 

Delicato and Derrington, 2005; Stoner et al., 1990). Cells respond to plaid stimuli on a 

continuum from “component” cells, responding only to the individual gratings, to 

“pattern” cells, responding only to the global motion of the plaid (Movshon et al., 

1985). Lesion studies in macaques suggest that these cells underlie the animal’s 

ability to integrate local motions into a coherent moving object (Newsome and Paré, 

1988; Rudolph and Pasternak, 1999).  

It is likely that plaid motion perception occurs in two steps, with component 

cells in V1 first recognizing local motion, and cells in MT nonlinearly filtering and 

integrating these inputs to a compute a global motion (Rust et al., 2006; Simoncelli & 
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Heeger, 1998). In support of this hypothesis, the quantity of pattern cells increases as 

visual information moves up the hierarchy. While there are sparse pattern cell 

responses in primate V1 (Tinsley et al., 2003; Khawaja et al., 2009), 25-30% of cells 

in MT and 40-60% in MST are pattern direction selective (Movshon et al., 1985; 

Khawaja et al., 2013).   

Evidence for pattern motion selectivity has been observed in blowflies 

(Saleem et al., 2012), cats (Movshon et al., 1985), primates (Khawaja et al., 2013, 

2009; Tinsley et al., 2003), and humans (Huk and Heeger, 2002). To date, the 

observation of pattern cell responses in mouse cortex has not been reported. 

Therefore, in order to probe the mouse visual system for complex motion processing 

and enable circuit-level investigations into the mechanisms that may enable such 

computations, I characterized the visual responses to plaids in five different mouse 

visual cortical regions (Chapter 1). To do so, I employ intrinsic signal imaging to 

generate retinotopic maps and target a bulk-loaded calcium indicator. As fully 

described in Chapter 1, several regions of mouse extrastriate cortex have cells that 

can compute pattern motion, further delineating dorsal and ventral streams in mice. 

How areas such as MT develop such specific roles in visual processing – 

whether they are computed de novo within an area, or rather computed sequentially 

from area to area – is an open question that could be significantly aided by the ability 

to study cells with known projections. For instance, if we could specifically target cells 

that project to a dorsal stream area and investigate the information represented by 

these cells, we could better understand information transfer through the visual 

pathway. Antidromic stimulation has provided some insight into this question; for 

example, V1 cells that project to MT are direction selective (Movshon and Newsome, 
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1996). Still, there are additional open questions about the roles of cortical cells that 

project to other cortical areas versus subcortical areas such as SC. In Chapter 2, I 

address this question by targeting cells with known projections to cortical or 

subcortical areas, finding that they do indeed encode different visual information. 

 

Cortical layers: connectivity and function 

One of Ramón y Cajal’s first observations about the cortex was its diversity of 

cell shapes and its apparent laminar structure (Ramón y Cajal, 1904). Within cortex, 

excitatory and inhibitory cells can be classified by their morphology, intrinsic 

physiology, synaptic targets, or the presence of calcium-binding proteins, many of 

which have been capitalized on for the generation of Cre driver lines (Taniguchi et al., 

2011). Composing approximately 30% of the rodent cortex, GABAergic neurons are a 

prevalent and extremely diverse group of cells (Bloom and Iversen, 1971) with 

important roles in visual perception (e.g. Adesnik et al., 2013; Nienborg et al., 2013)  

and differential patterns of input from superficial or deep layers of cortex (Wall et al., 

2016).  

In addition, it is useful to characterize cells based on their laminar location, as 

this is often indicative of the neuron’s role in information integration or distribution. 

Information from the thalamus is sent to layer 4 of cortex, which passes this 

information onto layers 2 and 3, and eventually onto 5 and 6 (Callaway, 1998; Harris 

and Mrsic-Flogel, 2014). Layer 5 provides the primary output to subcortical structures 

such as the striatum and superior colliculus (Bourassa and Deschênes, 1995; 

Callaway, 1998). Similar to the array of Cre-recombinase transgenic mouse lines that 

have enabled studies of inhibitory cells, there are an increasing number of lines that 
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mark cells in a specific layer of cortex (Harris et al., 2014; Taniguchi et al., 2011). 

However, there are very few known Cre driver lines that specifically mark a 

population of cells with known projection patterns (Gong et al., 2007).  

Recently, our lab has described three different layer 5 cell types that can be 

targeted with transgenic mice that are available in the GENSET database. In line with 

known properties of these layer 5 cells in primates, they differ in morphology, 

connectivity, and intrinsic firing properties (Kim et al., 2015). However, without an 

effective way to selectively study these cells, their function has remained elusive. In 

Chapter 2, I selectively express the genetically-encoded calcium indicator GCaMP6 in 

these cells to functionally characterize them, investigating whether a cell’s target 

structure can be correlated with its visual response properties. I demonstrate that 

these three cell types have unique visual receptive fields, bridging structure and 

function in mouse visual cortex. This work also opens up a means of testing the 

contributions of these cell types to other cortical and subcortical areas. 

 

Thalamocortical loops through LP/pulvinar 

A major target of subcortically projecting visual cortex neurons is the 

secondary visual nucleus, LP/pulvinar. Pulvinar is a brain region with multiple 

ascribed roles, most notably attention (e.g. Desimone et al., 1990; Jahn et al., 2012; 

Snow et al., 2009; Zhou et al., 2016).  Although much speculation centers on the role 

of the pulvinar’s reciprocal connectivity with cortex (Crick and Koch, 1998; Olshausen 

et al., 1993; Shipp, 2003), a precise connectivity map of inputs and outputs does not 

exist, and would greatly inform conjectures about its function. Specifically, do these 
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loops route information through the visual hierarchy, or are they simply redundant 

loops to cortex that serve some other purpose, such as synchronization? 

In the mouse, LP has just begun to regain attention (Allen et al., 2016; 

Lawrence and Studholme, 2014; Roth et al., 2015; Tohmi et al., 2014). Still, despite a 

body of research describing the organization of LP in rats, hamsters, squirrels, and 

cats (Baldwin et al., 2011; Crain and Hall, 1980; Hughes, 1977; Kamishina et al., 

2008; Mason, 1978; Takahashi, 1985), the topographical organization of 

thalamocortical projections in mouse LP has not been fully described. Constructing 

an input-output connectivity map of mouse LP depends on an understanding of its 

topography. Therefore, the first step to investigating the role of mouse LP is a 

concrete understanding of the organization of its inputs to cortex.  

To address this question, I employ various combinations of tracing methods to 

investigate the precise connectivity between the visual thalamus and cortex (Chapter 

3). The bulk of this investigation uses cholera toxin subunit B, a protein retrograde 

tracer, to investigate the organization of thalamocortical projections. In addition, I 

inject a combination of a retrograde and anterograde virus to identify the axonal 

patterns of cells in thalamus with a known projection target. Both of these approaches 

demonstrate a clear topographical organization and remarkable specificity in the 

projections from LP to cortex, and invite further questions about the input to these 

cells. 

 

Where truth meets usefulness 

Ultimately, the hope of this dissertation research and of many in the field is 

that the insights gained here might lead to a deeper understanding of the human 
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condition, both typical and atypical. Human cortex is organized very similarly to 

mouse and primate cortex, with many of the same inhibitory cell markers. In fact, 

many of these markers have been implicated in neurological disorders (e.g. CCK; 

Blum and Mann, 2002; Bourin et al., 1996; Wang et al., 1984; Zhang et al., 2000). At 

a systems level, abnormal functioning in cortical circuits likely underlies many sensory 

disorders, including autism and schizophrenia (Courchesne et al., 2007; Spencer et 

al., 2003; Vissers et al., 2012). With a deeper understanding of how structure and 

function interact in a small mammalian brain, we may ultimately be able to pinpoint 

how such circuits go awry in humans. In Ramòn y Cajal’s words, “We long indeed for 

a happier time for the individual and the entire human kind when truth and usefulness 

will become one and the same thing” (Cajal, 1904). 
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Chapter 1. Pattern and Component Motion Responses in Mouse Visual Cortex 

 

Summary 

Spanning about 9 mm2 of the posterior cortex surface, the mouse’s small but 

organized visual cortex has recently gained attention for its surprising sophistication 

and experimental tractability (Carandini and Churchland, 2013; Glickfeld et al., 2014; 

Hübener, 2003). Though it lacks the highly ordered orientation columns of primates 

(Ohki et al., 2005), mouse visual cortex is organized retinotopically (Wagor et al., 

1980) and contains at least 10 extrastriate areas that likely integrate more complex 

visual features via dorsal and ventral streams of processing (Andermann et al., 2011; 

Garrett et al., 2014; Marshel et al., 2011; Polack and Contreras, 2012; Roth et al., 

2012; Wang and Burkhalter, 2013; 2007; Wang et al., 2011; 2012). Extending our 

understanding of visual perception to the mouse model is justified by the evolving 

ability to interrogate specific neural circuits using genetic and molecular techniques 

(Callaway, 2005; Luo et al., 2008). In order to probe the functional properties of the 

putative mouse dorsal stream, we used moving plaids, which demonstrate differences 

between cells that identify local motion (component cells) and those that integrate 

global motion of the plaid (pattern cells; Figure 1.1; Movshon et al., 1985). In 

primates, there are sparse pattern cell responses in primate V1 (Khawaja et al., 2009; 

Tinsley et al., 2003), but many more in higher-order regions; 25-30% of cells in MT 

(Movshon et al., 1985) and 40-60% in MST (Khawaja et al., 2013) are pattern 

direction selective. We present evidence that mice have small numbers of pattern 

cells in areas LM and RL, while V1, AL, and AM are largely component-like. Although 

the proportion of pattern cells is smaller in mouse visual cortex than in primate MT, 
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this study provides evidence that the organization of the mouse visual system shares 

important similarities to that of primates, and opens the possibility of using mice to 

probe motion computation mechanisms. 

 

Results 

In an effort to extend our understanding of visual information processing in the 

rodent system so that we may capitalize on experimental advantages, we have used 

a common stimulus from primate research to probe motion processing in the mouse 

model. We used intrinsic signal imaging followed by two-photon calcium imaging in 

layer 2/3 of 2-4 month old anesthetized mice to record responses to grating and plaid 

stimuli in V1 and four extrastriate areas (LM, AL, RL, and AM). 

Although visual areas in the mouse are quite small, borders between areas 

can be functionally mapped using intrinsic signal optical imaging (Schuett et al., 

2002), ideally with a periodic stimulus (Garrett et al., 2014; Kalatsky and Stryker, 

2003). We therefore first used intrinsic signal optical imaging during the presentation 

of a full-field continuous contrasting-reversing checkerboard bar in altitude and 

azimuth directions to semi-automatically determine borders between visual areas 

(Figure 1.1; Garrett et al., 2014; Kalatsky and Stryker, 2003; Marshel et al., 2011; 

Schuett et al., 2002). With this method, functional maps can be accurately computed 

for each mouse, allowing for individual identification of visual area borders, important 

due to small area size and slight differences between mice (Garrett et al., 2014). 

Using these functional maps overlaid on blood vessel patterns as a guide, we then 

loaded Oregon Green Bapta (OGB) into layer 2/3 of the targeted area (Figure 1.1). 
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Moving plaids consist of two drifting gratings combined additively and offset by 

an angle (Figure 1.1; Adelson and Movshon, 1982). In primates, visual area MT/V5 

contains cells that respond to the global motion of the plaid, termed “pattern” or 

“pattern direction selective (PDS)” cells (Figure 1.1; Movshon et al., 1985). Other 

cells, present in both V1 and MT, encode the individual gratings of the plaid and are 

termed “component” or “CDS” cells (Figure 1.1). Thus, after OGB loading, we 

investigated the responses of cells to full screen 100% contrast drifting gratings and 

120° plaids (50% contrast for each grating) moving in 12 different directions to identify 

cells that responded to either the individual, component motions of the plaid or the 

global, perceived motion of the plaid (Experimental Procedures; Movshon et al., 

1985). 

We imaged thousands of cells in V1, LM, AL, RL, AM in 34 different animals 

(Table 1.1). Of these cells, 15-25% (depending on visual area) were responsive (ΔF/F 

> 6%) and reliable (determined by a D-prime metric; (Marshel et al., 2011); 

Supplemental Methods) to at least one type of stimulus [LM: 12.8% (588 out of 4577), 

AL: 13.4% (508 out of 3970), RL: 17.6% (921 out of 5232), V1: 25% (1192 out of 

4743); Table S1], consistent with previous studies investigating visual responses in 

these areas in both awake (Andermann et al., 2011) and anesthetized (Marshel et al., 

2011) mice. Only cells meeting the responsive and reliable criteria for at least one 

stimulus were included in further analysis to determine stimulus preferences. 

We then looked to see whether these cells responded to gratings, plaids, or 

both. While some cells were responsive and reliable to both stimuli, certain cells 

responded only to the simple drifting gratings, and another subset responded solely 

to plaids (Figure 1.2). Across areas, there were differences in the proportions of cells 
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that were responsive to each stimulus (Figure 1.2); while 38-46% of responsive and 

reliable cells in V1, LM, AL, and AM responded to both gratings and plaids, 60% 

(553/921) of cells in RL responded to both. AL had the highest proportion of cells 

responsive only to gratings (43%; 218/508), while V1 and RL had the lowest (22% 

and 24%, respectively). A relatively high proportion (37%; 441/1192) of cells in V1 

responded exclusively to plaids and not gratings (Figure 1.5). 

Only cells that respond to both gratings and plaids can be assessed for their 

preference for pattern or component motion (Movshon et al., 1985). Furthermore, 

only direction selective cells can be pattern or component motion direction selective 

(by the standard definition). Therefore, the subset of cells that were responsive and 

reliable to both gratings and plaids were then tested for direction selectivity. In V1, 

about 19.6% of these cells were direction selective (DS; determined by standard 

metrics where DSI > .5), whereas 22.8-29.2% of cells in LM, AL, and AM were DS, 

consistent with previous reports (Figure 1.2; (Marshel et al., 2011)). We found a 

relatively low percentage of DS cells in RL (17.5%), possibly because the stimulus 

was not optimized for the high-temporal and low-spatial frequency preferences of this 

area (Marshel et al., 2011). The cells that were responsive and reliable to both 

gratings and plaids and were also DS were included in the subsequent 

component/pattern correlation analysis. 

In order to characterize cells as pattern, component, or unclassified, we 

generated predicted tuning curves for pattern and component cells from the grating 

responses for each cell, as previously described (Figure 1.1; (Movshon et al., 1985)). 

The two predicted tuning curves were then correlated with the responses to the plaid 

stimulus to give two correlation values for each cell, Rc and Rp. These correlation 
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values were then normalized with a Fisher r-to-Z transformation to permit the 

calculation of a difference between correlation values, generating Z-pattern (Zp) and 

Z-component (Zc; (Smith et al., 2005)). A significantly high Zp value classifies the cell 

as pattern-direction selective (PDS), whereas a high Zc value classifies it as 

component-direction selective (CDS). Cells with correlation values that were not 

significantly different from each other or zero were deemed unclassified.  

Cell responses to the stimulus set of grating and plaids varied on a continuum 

from PDS to CDS responses. Some cells were CDS and had a very clear bi-lobed 

tuning curve in response to plaids because a plaid moving in two different directions 

contained the grating component that the cell preferred (Figure 3B). Alternatively, 

several cells responded to just one plaid with the same global motion as its preferred 

grating (Figure 3B), and were therefore PDS.  

Across areas, the proportion of PDS, CDS, and unclassified cells differed: LM 

and RL were the only areas containing cells exhibiting pattern-direction selectivity 

(Figure 4A). Approximately 5.8% of cells in LM were PDS (4/69), while 8.3% (8/96) of 

cells in RL were PDS. V1 had no PDS cells but 30.1% (25/83) of the cells included in 

the analysis (as described above) were classified as CDS. Area AL was marked by 

the highest percentage of CDS cells (39.5%, 15/38), with many cells that had well-

tuned responses to both gratings and plaids. Lastly, AM did not have any PDS cells, 

but 30.8% (8/26) were clearly CDS. In addition, we conducted a subset of 

experiments with awake-behaving mice, but this did not drastically change the 

proportion of pattern cells in RL (Figure S1). Each area had a set of cells that did not 

significantly correlate with a CDS or PDS prediction, though often these were 

qualitatively component- or pattern-like (see cell example 2 in Figure 3B).  
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In addition to cells that are clearly classified as CDS or PDS, the unclassified 

cells have biases in their responses that can be observed as the difference between 

Zc and Zp. We therefore also computed a Component Index for each cell by 

subtracting Zc-Zp to obtain a more graded measure of how the cell responses 

differed across areas (Figure 4B). The distributions of Zc-Zp values as well as their 

means differed between the populations of cells sampled in each area with AL being 

the most component-like and RL the most pattern-like. Specifically, the mean Zc-Zp 

value was highest (most component-like) for area AL (1.53 +/- 0.22, mean +/- SEM) 

and was lowest (most pattern-like) for LM (1.05+/-0.18) and RL (0.97+/-0.18). The 

mean values for areas V1 and AM were intermediate (1.32+/-0.17 and 1.37+/-0.24 

respectively). 

When proportions of CDS, unclassified, and PDS cells were compared across 

areas, there were clear significant differences. The number of PDS, unclassified, and 

CDS was significantly different between V1 and LM (p<.05), V1 and RL (p<.01), and 

AL and RL (p<.05) as determined by a Fisher Exact Test (Figure 4B; these 

differences remain significant when corrected for multiple comparisons with a 

Benjamini-Hochberg procedure, FDR = 0.2). While the number of PDS cells was 

significantly different in RL and LM when compared to V1, AL and AM were not 

different from V1 (Figure 4B).  

 

Discussion 

While mice have been shown to have multiple visual cortical areas with 

functional preferences, it is unknown whether these areas generate higher-order 

functional specializations like those in the primate visual system. In particular, it is 
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unknown whether mice compute complex visual movement akin to primates. To 

further assess the potential of mouse visual system for elucidating circuit 

mechanisms of complex behaviors, we turned to the plaid stimulus, which has proved 

useful for visual neuroscience in cats and monkeys for the past 30 years (Movshon et 

al., 1985). 

Here we present evidence that mice have cells that can compute pattern 

motion, and that in the five areas that were tested, these cells are found only in visual 

areas LM and RL. Meanwhile, mouse V1, AL, and AM do not have any evidence of 

PDS responses. We found CDS responses in all of the visual areas we tested, 

suggesting that this is a more fundamental computation that each area can complete. 

It should be noted that our experiments were restricted to layers 2/3 of cortex, and it 

is possible that there are laminar differences in responses to plaids. In essence, V1, 

AL, and AM appear to be “blind” to the global motion of the stimulus, even though 

many cells in these regions responded in some way to the plaid stimulus. On the 

contrary, proper processing of moving plaids to provide accurate information about 

the global movement of the stimulus is effectively completed in specific cells of areas 

LM and RL, which may constitute a dorsal, movement-sensitive pathway in the 

mouse (Andermann et al., 2011; Marshel et al., 2011). This integration is essential for 

correctly computing optic flow and effectively initiating movement. 

Although RL contains a much lower percentage of pattern cells than seen in 

primate MT, it is worth noting that it shares other important similarities with MT. 

Anatomical studies have suggested that RL is a node of the mouse dorsal stream 

(Wang et al., 2012). Like MT, RL receives direct input from V1 as well as V2/LM 

(Wang et al., 2012; 2011), and both MT and RL have a bias towards the lower visual 
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field in their retinotopic organization (Garrett et al., 2014; Maunsell and Newsome, 

1987). RL projects to barrel and whisker motor cortex as well as deep layers of the 

superior colliculus (Wang and Burkhalter, 2013), suggesting it is involved in 

navigation and visually-guided orienting. In addition, RL exhibits multisensory 

enhancement for visual and tactile stimuli (Olcese et al., 2013). 

Despite these similarities, there is a marked difference in the direction 

selectivity of MT and RL – almost every cell in MT is direction selective (Albright, 

1984; Dubner and Zeki, 1971) whereas about 18-27% of RL cells are direction 

selective (Marshel et al., 2011). Shown here, RL is the most pattern-selective area in 

the mouse, with 8% of direction selective cells responding to pattern motion. While 

this is a small proportion compared to primate MT, it is unlikely these were recorded 

by chance in light of the differences between RL and V1. In addition, because the 

stimulus was not optimized for each individual neuron as in single-cell 

electrophysiology, it is likely that we have undersampled the number of responsive, 

and potentially pattern-selective cells. Future studies will need to address the known 

anatomical and functional markers of MT such as surround suppression, binocular 

disparity, and direction selective V1 inputs (Born and Bradley, 2005) in order to fully 

test the validity of the comparison between RL and MT. 

Previous studies have shown that mice can compute the global motion of a 

stimulus, but have not explored the mechanistic basis for this behavior (Douglas et 

al., 2006). The presence of PDS cells in the mouse suggests that they achieve this 

computation in a similar way to primates, but with fewer cells overall. It is possible 

that the downstream consequences of pattern integration, such as motor output for 

head or body orienting, are achieved with fewer cells that can compute such motion, 
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or that these computations are completed in networks rather than individual cells. Our 

observation that many cells respond to plaid stimuli (Figure 2), often in ways that did 

not conform to a CDS or PDS prediction (Figure 4), suggests that mice might employ 

a novel computation to perform pattern motion integration and inform downstream 

behavioral output. This speculation is further supported by the fact that many cells, 

even in V1, responded significantly to plaids but not gratings (Figure S1). Such cells 

might support sensation of global motion differently than in primates, obviating the 

need for large numbers of PDS cells. Alternatively, these cells might prefer spatial 

frequencies that were present in the plaids but not the gratings. 

Evidence for pattern direction selectivity in LM and RL – but not V1, AL, or AM 

– can build on current anatomical frameworks to inform proper parsing of dorsal and 

ventral streams in the mouse. While most of the focus has been on pattern selectivity, 

we are intrigued by the high proportion of component cells in AL. Previous studies 

have suggested that AL is a gateway to the dorsal stream (Marshel et al., 2011; 

Wang et al., 2011), yet the present work suggests that it is not involved in plaid 

motion integration, a prominent characteristic of dorsal stream function. On the other 

hand, anatomical data has led other researchers to position LM as part of the ventral 

stream (Wang et al., 2012; 2011), although it clearly projects to both dorsal and 

ventral targets. Indeed, the rationale used to place LM in the ventral stream places V1 

there as well (Wang et al., 2012). Our past investigation into the spatial and temporal 

frequency preferences of LM (Marshel et al., 2011) and present data for plaid motion 

processing suggests that LM is involved in the dorsal stream as well, and may be 

akin to primate V2 in this regard (Kalatsky and Stryker, 2003; Rosa and Krubitzer, 

1999). Further functional studies of these areas with more diverse and complex visual 
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stimuli – including objects, figure/ground separation, colors, etc. – will be necessary 

to explicate functional differences and draw a clear hierarchy between these regions.  

As there is a significant gain in response intensity with movement (Fu et al., 

2014; Niell and Stryker, 2010), and other researchers have posited that plaid motion 

integration may change with brain state ((Pack et al., 2001), but see (Movshon et al., 

2003)), we ran a subset of experiments in awake animals but did not see a striking 

difference in the proportion of pattern cells (Figure S1). Although preliminary, this 

suggests that plaid motion integration does not depend on the state of the animal 

(Movshon et al., 2003). 

Our work here provides a basis to test the nuances of complex motion 

perception in mammalian visual systems and further unravels the function of higher-

order mouse cortex. The demonstration of pattern motion selective cells in genetically 

tractable mice, where specific cell types can be selectively manipulated (Luo et al., 

2008), opens the door to studies probing the neural circuit mechanisms that underlie 

the production of pattern motion cells in higher-order visual areas from their 

component motion selective V1 inputs. The use of single-cell monosynaptic tracing 

with the rabies virus (Marshel et al., 2010; Wickersham et al., 2007) in conjunction 

with genetically-encoded calcium indicators could be a fruitful way to understand 

which cells provide inputs to pattern cells, and how and when these inputs are 

combined (Movshon and Newsome, 1996; Thiele and Stoner, 2003). Already, various 

groups have capitalized on the methodological advantages afforded by the mouse 

model to address circuit-level questions of visual perception (Cruz-Martín et al., 2015; 

Lien and Scanziani, 2013; Nienborg et al., 2013) – our work provides a necessary 

basis for similar future studies. The presence of pattern cells in mouse visual cortex 
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suggests that questions regarding the cell types and connectivity motifs that underlie 

pattern motion computation can indeed be investigated in the mouse model. 

 

Experimental Procedures 

Animal procedures. Experiments were performed on adult (2-4 month) 

C57/BL6 mice (male and female) under isoflurane anesthesia (0.5-1.2%) with 

chlorprothexine (10 mg/kg) as a sedative during visual stimulation. Carpofen (5 

mg/kg) was administered subcutaneously prior to surgery, and ibuprofen (30 mg/kg) 

was given in drinking water for one week following. Custom circular head frames were 

mounted to the skull with dental acrylic. Eyes were kept moist with ointment during 

surgeries, and covered with a thin layer of silicone oil during visual stimulation. All 

experiments were approved by the Salk Institute’s Institutional Animal Care and Use 

Committee. 

Intrinsic signal optical imaging. The skull was thinned and covered with 1.5% 

agarose and a coverslip. The  stimulus was a full-field continuous contrast-reversing 

checkerboard bar in both azimuth and altitude directions (Marshel et al., 2011). 

Absolute retinotopy was computed from phase maps of the response using the 

difference of the hemodynamic delays for opposing directions of the same orientation. 

Each trial was 183 seconds, with 10 drifts of the bar across the 55-inch LED screen. 

The stimulus was spherically corrected to account for distortions in size and spatial 

frequency that occur when projecting a sphere onto a flat screen. We used an 

automated program to identify visual area borders based on their field sign maps 

(Sereno et al., 1994; Garrett et al., 2014) and overlaid those borders with blood 

vessel pictures to accurately target calcium dye loading (Figure 1.1). 
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Two-photon calcium imaging. 1-3 days after intrinsic imaging, a 5-6 mm 

diameter craniotomy was made over the targeted region and calcium indicator 

Oregon Green 488 Bapta-1 AM (Life Technologies) and astrocyte marker 

Sulfurhodamine (SR101; Nimmerjahn et al., 2004) were loaded 125-225 µm beneath 

the pia. Dye was loaded into the center of the targeted visual area and this was 

confirmed with the retinotopic stimulus during two-photon imaging. The craniotomy 

was covered with 1.5% agarose and a coverslip, gently applying pressure to brain. 

Occasionally, a duratomy was also performed prior to securing the coverslip. Scan 

parameters were 256x256 lines/frame at 2 ms/line. Mice were positioned 13 cm from 

the screen, which was centered on their eye and pointed towards their nose at a 30° 

angle.  

Two-photon stimuli. Individual gratings were 100% contrast sine waves. Plaid 

gratings were each 50% contrast sine waves; therefore with the addition of these 

gratings, the plaids were also 100% contrast. Plaids consisted of two gratings that 

were 120° (majority of experiments) or 90° (subset of experiments in LM; Figure S1B, 

black line); data shown in main figures were with 120° plaids. Stimuli were 4 sec and 

shown in 12 different directions, with a SF of .04 or .025 cycles/deg, and TF of 1, 1.5, 

or 2 Hz. Each stimulus was repeated 5-8 times, and responses were averaged across 

these repeats to calculate a mean time course. Each area was shown a combination 

of SF and TF, biased towards optimal parameters for the individual areas (Marshel et 

al., 2011). Typically, fields of view were imaged once with one combination of SF and 

TF. If fields of view were imaged multiple times, only the field of view with the most 

responsive cells was used in further analysis. Akin to intrinsic imaging, the stimulus 

was spherically corrected to account for distortions in size and spatial frequency at 
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the periphery. Stimuli were presented full-screen. Prior to the presentation of gratings 

and plaids, a drifting checkerboard bar (akin to intrinsic imaging experiments) to 

ensure that imaging was occurring in the center of visual space (< 60 deg). Both 

intrinsic signal and two-photon stimuli were generated by a customized PsychToolbox 

interface, and data acquisition was controlled by a modified version of ScanImage 3.8 

(www.scanimage.org).  

Preprocessing of calcium data. Regions of interest (ROIs) around each cell 

were created using a semi-automatic procedure, separately for the OGB channel 

(neurons and glia) and the sulfarhodamine-101 channel (glia; Figure 1.3, though 

these fields of view have notably few glial cells). Glial cells were removed from the 

analysis of the OGB channel by removing any ROIs in the OGB channel that 

overlapped with ROIs in the SR-101 channel, leaving only neurons for further 

analysis. To account for drifts in the image over time, we applied a movement 

correction algorithm that aligned each trial of the experiment to the average image of 

the first trial by determining the highest cross-correlation between images. Baseline 

fluorescence (FB) was averaged within each cell ROI for each trial during a 2 sec 

prestimulus period during which a gray screen was presented. The stimulus-evoked 

time course was converted from absolute to relative fluorescence by computing ΔF/F 

= (FI-FB)/FB, where FI is the instantaneous, stimulus-evoked fluorescence signal over 

the last 3 sec of the stimulus. This ensured averaging of peak signal and avoidance 

of averaging over preliminary cell responses, which often have different tuning 

properties in response to plaids (Smith et al., 2005). 
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Identification of responsive, reliable, and direction-selective cells. Further 

analysis was restricted to cells that were responsive (ΔF/F > 6%) and reliable to both 

grating and plaid stimuli, as determined by a response reliability metric (δ),  

δ=  (µmax-µblank)/(σmax+σblank) 

where µmax and σmax are the mean and standard deviation of the response to 

the preferred direction for 5-8 repeats of the stimulus and µblank and σblank are the 

mean and standard deviation of the response during blank trials (also 5-8 repeats). 

This metric has been shown to be an effective way to exclude cells with noisy, 

unreliable responses (Marshel et al., 2001). A direction selectivity index (DSI) was 

also computed for each cell, defined as 

DSI=  (µmax-µopp)/(µmax+µopp) 

where µmax is the mean response to the preferred direction and µopp is the 

mean response to the opposite direction (Marshel et al., 2011; Andermann et al., 

2011). Cells with a DSI > 0.5 were considered direction-selective and were included 

in the pattern/component analysis. 

Awake behaving OGB experiments. For awake experiments, headframing was 

done with C&B Metabond Dental Cement ® for more stable structural support. 

Animals were trained for two sessions (1 hour each) on a vertical running wheel 

(Personal communication, T. Sato), on which they became proficient at 

walking/running. OGB was loaded as described above. Thirty minutes after loading, 

the mouse was allowed to fully wake up (~1.5 hours post loading). Imaging was 

performed while the mouse was stationary or moving on the wheel, though the mice 

spent almost all of their time sitting still. Additional movement correction algorithms 

(StackReg and Template Matching plugins in ImageJ) were applied to correct for 
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movement. Stimuli during awake experiments were identical, although the screen 

was positioned at 20-22 cm from the mouse due to the base of the vertical wheel. 

Classification of component and pattern cells. After using the responses to the 

grating to identify reliable and responsive direction-selective cells, we generated 

predictions for pattern and component cell tuning curves as previously described 

(Smith et al., 2005; Movshon et al., 1985). These predictions were then compared 

with the actual plaid tuning curves using the partial correlation equation: 

 

𝑅! =
𝑟! − 𝑟!𝑟!"

1 − 𝑟!! 1 − 𝑟!!
  

 

𝑅! and 𝑅! values for each cell were then transformed with a Fisher’s r-to-Z 

transformation to stabilize the variance (Smith et al., 2005). Each value of 𝑍!  and 

𝑍!was then tested for significance: if 𝑍!  exceeded 𝑍! (or zero, if 𝑍! is negative) by 

1.28 (p > 0.01), the cell was deemed a pattern cell, and the reverse was used to 

classify component cells. Cells with 𝑍!  and 𝑍! values that were not significantly 

different were termed unclassified. For each cell, we subtracted 𝑍!-𝑍!   to obtain a 

Component Index. As prior studies have almost exclusively used this classification 

paradigm with spike rates, it is imperative to consider the potential nonlinearities in 

the calcium signal. However, previous studies have shown that OGB is linear with the 

low spike rates as seen in anesthetized mice (Kerlin et al., 2010; Nauhaus et al., 

2012).  

 

 

𝑟!  =  raw  correlation  of  the  data  with  the  pattern  prediction  

𝑟!  =raw  correlation  with  the  component  prediction  

𝑟!"   =  correlation  between  the  two  predictions  
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Figures and Tables 

Figure 1.1. Classifying pattern and component-like responses to plaid stimuli in 
multiple visual areas. (A) Schematic of sinusoidal gratings and plaids. Left plaid has same 
pattern motion as grating, right plaid has a different pattern motion but contains the rightward-
moving grating component. (B) Left - hypothetical response to grating, center and right - 
generated predictions for pattern and component tuning curves in response to plaids. The 
pattern response is identical to the DS cell response to the grating, whereas the component 
response has two lobes to account for the two directions of the plaid (one direction shown in 
(A)) that contain the preferred component. (C) Sample azimuth and altitude ISI data from one 
animal with 5 repeats of the stimulus. Contour lines are overlaid in black, area borders as 
determined by semi-automatic border analysis are overlaid in white. (D) Visual field sign 
computed as the sine of the difference in the angle between the horizontal and vertical map 
gradients. Regions with a red visual field sign have a non-mirror representation of visual 
space, whereas areas in blue have a mirror representation. Regions that are not clearly red or 
blue lack retinotopic structure. Identified visual areas are labeled. (E) Left - visual area borders 
generated from (C and D) overlaid on blood vessel picture. Right - subsequent OGB loading 
into targeted areas. Scale bar represents 500 µm. 
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Figure 1.2. Sample tuning curves and distribution of responses to gratings and plaids. 
(A) Example tuning curves from V1, AL, and RL, demonstrating diverse visual responses to 
grating or plaid stimuli. Left - V1 cell responds above baseline (gray) to both gratings (cyan) 
and plaids (orange dashed line), center - AL cell responds to only gratings, and right - RL cell 
responds only to plaids. Shaded area around curves represents S.E.M; gray baseline shaded 
area is the mean ΔF/F +/- S.E.M. Scale bar corresponds to 5% ΔF/F. (B) Percent of 
responsive and reliable cells in each area that responded to only drifting gratings, only 120° 
plaids, or both. (C) Percent of cells that were direction selective (DSI>0.5), taken out of the 
total number of responsive & reliable cells. See also Figure S1. 
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Figure 1.3. OGB and SR101 loading in V1 and RL with cell examples. (A) Example two-
photon data from V1 (top) and RL (bottom) with OGB (neurons) and SR101 (glia) loading. 
Scale bar represents 50 µm. (B) Sample tuning curves from component, unclassified, and 
pattern cells. Z-scored component (Zc) and pattern (Zp) values are given for each cell. 
Numbered circles in the images (A) indicate neurons that correspond to the numbered tuning 
curves (B). Values within polar plots indicate ΔF/F scale to the inner dotted ring of each plot. 
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Figure 1.4. Pattern and component correlation plots by visual area. (A) Z-transformed 
pattern (Zp) vs. component (Zc) correlation for V1, LM, AL, RL, and AM. Cells with tuning 
curves plotted to the right are denoted as stars in the scatterplots. All cells are colored 
according to classification (red-pattern, black-unclassified, blue-component). Gray lines divide 
plots into areas of significantly Pattern Direction Selective (PDS), unclassified, or Component 
Direction Selective (CDS). Outside ring of polar plots is color coded for each visual area. 
Values within polar plots indicate ΔF/F scale to the inner dotted ring of each plot; inner ring is 
10% ΔF/F unless otherwise noted. (B) Mean component index (Zc-Zp) by visual area, error 
bars show S.E.M. *p < .05 (Fisher Exact Test).  (C) Top – schematic of mouse visual areas. 
Bottom -Average Zc score plotted against the average Zp score for each visual area, error 
bars show S.E.M. The visual area corresponding to each point is indicated by colors in top 
area schematic. For further characterization of this data, see Figure 1.6. 
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Figure 1.5. Direction selectivity and sample responses to plaids but not gratings. (A) 
Histograms of DSI selectivity for all responsive and reliable cells in each visual area. Values 
reflect percentages of responsive and reliable cells. (B) Histograms of DSI in response to 
plaids for all cells that responded exclusively to plaids (but not gratings). Values reflect 
percentages of responsive and reliable cells. (C) Polar plots for example cells that responded 
to plaids but not gratings. Many cells demonstrate bi-directional tuning to plaids, others 
responded broadly to plaids. Outside ring of polar plots is color coded for each visual area. 
Values within polar plots indicate ΔF/F scale to the inner dotted ring of each plot; inner ring is 
5% ΔF/F unless otherwise noted. Responses to gratings are solid lines; plaids are dashed 
lines. 
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Figure 1.6. Further analysis of pattern and component selectivity. (A) All pattern cell 
tuning curves. PDS cells were found in LM and RL. Solid red tuning curves are in response to 
drifting gratings, dashed dark red tuning curves are in response to plaids, light blue lines are 
component predictions. Values within polar plots indicate ΔF/F scale to the inner dotted ring of 
each plot; inner ring is 10% ΔF/F unless otherwise noted. (B) Overlay of normalized tuning 
curves in response to 90° and 120° plaids for LM (left) and RL (right). Tuning curves for PDS 
and CDS cells within LM or RL were normalized, centered, and then averaged to generate an 
average tuning curve for each cell classification: PDS cells (red), CDS cells at 90° plaids 
(black, when data was available), and CDS cells at 120° plaids (blue). Shaded regions 
indicate S.E.M. (C) Z-scored component and pattern correlation plot for awake-behaving RL 
experiments (3 animals, n = 20). (D) Plaid indices for cells in area RL (n=96; same cells in 
Figure 4) plotted against D-Prime (top) and Response Magnitude (bottom). Left - Pattern 
correlation scores (Zp). Center - Component correlation scores (Zc). Right - Component index 
(Zc-Zp). (E) Zp scores plotted against DSI values, for each visual area. Vertical dotted line 
denotes DSI criterion of 0.5 for plaid analysis. Cells with DSI values greater than 1.5 have 
been placed in last bin (DSI = 1.5). (F) Characterization of responses to plaids in cells with bi-
directional tuning. The population of responsive and reliable cells was restricted to cells with 
OSI > 0.5, without a DSI restriction, and pattern/component correlations were calculated as 
previously described and displayed as in Figure 4. Cells with tuning curves plotted to the right 
are denoted as stars in the scatterplots. All cells are colored according to classification (red-
pattern, black-unclassified, blue-component). Gray lines divide plots into areas of significantly 
Pattern Direction Selective (PDS), unclassified, or Component Direction Selective (CDS). 
Values within polar plots indicate ΔF/F scale to the inner dotted ring of each plot; inner ring is 
5% ΔF/F unless otherwise noted. Overall, more cells were included in these analyses, as 
more cells met the OSI > 0.5 criteria. In V1, LM, RL, and AM, additional bi-directional pattern 
cells were identified. (G) Mean Component Index by area; error bars show S.E.M. Means 
were significantly different as tested with a one-way ANOVA (p=.0007). (H) Significant 
differences between proportions of PDS, unclassified, and CDS cells (*p < .05; as tested with 
a chi-square contingency table). 
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Figure 1.6. Further analysis of pattern and component selectivity (continued). 
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Table 1.1 Summary of Experiments. Fields of view represent individual experiments, often in 
the same animal. Percentages reflect proportion of total number of cells sampled. Shaded 
region includes cells that were responsive and reliable to both grating and plaid stimuli as well 
as direction selective, and were therefore included in subsequent analyses to determine 
component and pattern selectivity. Anim: animals; R&R: Responsive & Reliable; DSI: Direction 
Selectivity Index; CDS: Component Direction Selective; PDS: Pattern Direction Selective. 
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Chapter 2. Functional Differences Between Three Genetically-Defined Layer 5 

Cell Types 

 

Abstract 

Layer 5 (L5) of visual cortex contains pyramidal cells that can be classified by 

their anatomy, physiology, and projections. While cortico-cortical (CC) cells project to 

other cortical regions and striatum, cortico-subcortical (CS) cells project to regions 

such as the superior colliculus and thalamus. In an effort to relate structure, genetics, 

connectivity, and function, we characterized the connectivity and intrinsic physiology 

of genetically-identified L5 cell types that are CC (Tlx-Cre+) or CS (Glt25d2-Cre+). 

Additionally, we described a third, novel cell type that projects to cortex, but not 

striatum (CC-NS; Efr3a-Cre+). Here we investigate the function of these three 

different cell types in vivo using GCaMP6 two-photon imaging. In short, CS cells are 

more direction selective than CC or CC-NS cells, and all of these L5 cell types are 

extremely orientation selective. Further, CS cells prefer stimuli at higher temporal 

frequencies, in line with their role in initiating action via the superior colliculus. 

Compiled with a comprehensive anatomical and in vitro characterization of these 

cells, these in vivo imaging findings are a major component of Kim et al., 2015. 

 

Introduction  

The mammalian visual cortex is composed of various excitatory and inhibitory 

cell types arranged in six different layers. Each cortical layer has distinct dynamics, 

contributing to the integration and distribution of visual information to other cortical as 

well as subcortical areas (e.g., Briggs and Callaway, 2001; Maier et al., 2010; Olivas 
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et al., 2012; Ringach et al., 2002; Xing et al., 2012; see Callaway, 1998 for a review). 

Untangling the computations in canonical microcircuits within and across cortical 

layers is a critical piece in understanding how the cortex translates sensation into 

action (Bastos et al., 2012; Harris and Mrsic-Flogel, 2014). Most importantly, 

understanding these circuits requires matching the genetic and connectivity profile of 

a cell to its function. 

In the past decade, our understanding of different cell types within cortical 

microcircuits has been significantly aided by numerous mouse lines generated by 

bacterial artificial chromosome (BAC) constructs, which effectively restrict the 

expression of Cre recombinase, and ultimately any other protein of interest, to 

specific cells (Gerfen et al., 2013; Shiaoching Gong et al., 2007; Yang et al., 1997). 

While most of these Cre-expressing transgenic mouse lines are specific for inhibitory 

cells with specific calcium binding proteins (Markram et al., 2004; Taniguchi et al., 

2011), others mark a certain layer of cortex (Gong et al., 2007; Harris et al., 2014).  

Such Cre lines have proved incredibly valuable in teasing apart the roles of various 

cell types in computations such as gain control (Fu et al., 2014; Olsen et al., 2012), 

surround suppression (Adesnik et al., 2013; Nienborg et al., 2013), and top-down 

modulation (Zhang et al., 2014) 

While there are Cre lines that selectively mark cells of layer 5 (L5; e.g., Rbp4; 

Gong et al., 2007) this layer of cortex contains various excitatory and inhibitory cell 

types that likely serve diverse roles in visual processing. L5 excitatory cells, known for 

their pyramidal shape, are the primary source of V1 output to various cortical and 

subcortical structures. A large body of research in primates, carnivores, and rats 

traditionally divides these L5 pyramids into two subclasses based on their anatomy 
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and projection targets (Bourassa and Deschênes, 1995; Hallman et al., 1988; 

Hübener and Bolz, 1988; Kasper et al., 1994; Tsiola et al., 2003). Cortico-cortical 

(CC) cells are located in L5A, remain in the telencephalon (intratelencephalic), are 

thin-tufted, and project to other cortical regions and the striatum (Groh et al., 2010). 

On the other hand, cortico-subcortical cells (CS) are found primarily in L5B, are thick-

tufted, and project through the pyramidal tract to the superior colliculus, thalamus, 

and brainstem (Groh et al., 2010). 

Despite these observations about the anatomy and connectivity of these L5 

cell types, our understanding of their role in visual processing is largely incomplete. 

Until recently, identifying a cell by its projections has been limited to using antidromic 

stimulation. Such studies in cats have demonstrated that CS cells are very direction-

selective, presumably to guide eye movements (Palmer and Rosenquist, 1974). On 

the other hand, CC cells are thought to be involved in image formation, but this has 

not been directly studied (Van Essen, 2005). 

Studying the role of these L5 cell types in visual processing would be greatly 

aided by Cre lines and corresponding genetic tools to target them. Recently, our lab 

has identified three GENSAT mouse lines that mark layer 5 cells with restricted 

projection patterns (Gerfen et al., 2013; Kim et al., 2015). These genetically-identified 

cell types faithfully mark CC (Tlx3-Cre) and CS (Glt25d2-Cre) cell types, with 

morphology and intrinsic physiology that is consistent with their descriptions in other 

mammalian species (Kim et al., 2015). In addition, we identified a third type of L5 cell 

in mouse that is similar to CC cells, but does not project to the striatum and is 

therefore termed cortico-cortical non-striatal (CC-NS; Cowan and Wilson, 1994; 

Lévesque et al., 1996).  
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Because L5 CC, CC-NS, and CS pyramidal neurons have distinct anatomical 

and electrophysiological profiles and project to different structures, it is likely that they 

have different computational abilities and process different types of visual information. 

We therefore took advantage of the Tlx3-Cre, Glt25d2-Cre, and Efr3a-Cre mouse 

lines to investigate the in vivo functional properties of L5 CC, CC-NS, and CS PNs in 

mouse V1. Using these transgenic mice in combination with Cre-dependent 

expression of the genetically-encoded calcium indicator GCaMP6, we can bridge 

connectivity and behavior in visual cortex. 

 

Results 

Visual response properties were characterized based on two-photon imaging 

of calcium dynamics in stationary, awake mice (Figure 2.1). We expressed the 

calcium indicator GCaMP6 and tdTomato in subsets of CC, CC-NS, or CS L5 PNs by 

injecting a 2:1 mixture of AAV-FLEX-GCaMP6 and AAV-FLEX-tdTomato in V1 of 

each Cre transgenic mouse (Figure 2.1). Figure 2.1B displays a z stack of two-photon 

microscope images from GCaMP6 and tdTomato expressing L5 CS PNs in V1 of a 

Glt25d2-Cre mouse; cell bodies can be clearly distinguished as well as their apical 

dendrites extending through the cortical depth up to the pia. 

To assess tuning properties, two different stimulation paradigms were used. 

To quantify spatial frequency (SF) tuning, drifting sine wave gratings were varied over 

five different SFs (0.01 to 0.16 cycles per degree, c/d) and eight different directions 

while temporal frequency (TF) was kept constant at 1 Hz. To quantify TF tuning, 

gratings were presented at five different TFs (0.5 to 8 Hz) and eight directions, while 

SF was kept constant at 0.04 c/d. Using these paradigms, we recorded calcium 
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transients and generated tuning curves for SF, TF, and orientation/direction (at best 

SF or TF) for Tlx3-Cre+, Glt25d2-Cre+, and L5 Efr3a-Cre+ neurons (Figures 2.2 & 

2.3). 

For neurons that were visually responsive and reliable (see Experimental 

Procedures), various indices were calculated: orientation selectivity (OSI), direction 

selectivity (DSI), preferred SF, and preferred TF (Figure 2.3). We present data for 

both SF and TF paradigms for Tlx3-Cre+and Glt25d2-Cre+ neurons, but only for the 

SF paradigm for L5 Efr3a-Cre+ neurons because L5 Efr3a-Cre+ neurons tended to 

prefer very high SF and were therefore rarely responsive to the lower SF gratings 

used in the TF paradigm (see details below). 

To compare visual response properties between the L5 cell types in V1, we 

characterized the visual responses (OSI, DSI, TF, and SF) of more than 110 Tlx3-

Cre+, 13 Glt25d2-Cre+, and 17 L5 Efr3a-Cre+ neurons (Figure 2.3). Comparisons of 

the distributions of preferred SF between the three cell types (Figure 2.3) showed that 

both L5 Efr3a-Cre+ and Glt25d2-Cre+ cells tended to prefer higher SF than Tlx3-Cre+ 

cells (median 0.04 c/d for Tlx3-Cre+ and 0.08 c/d for both Glt25d2-Cre+ and L5 

Efr3a-Cre+), but only the distribution for L5 Efr3a-Cre+ cells differed significantly from 

Tlx3-Cre+ cells (Kruskal-Wallis test, p = 0.0015, with Dunn’s multiple comparisons L5 

Efr3a-Cre+ versus Tlx3-Cre+, p = 0.0019). The distributions for Tlx3-Cre+ and 

Glt25d2-Cre+ cells are similar to previous reports for mouse V1 L2/3 neurons 

(Marshel et al., 2011; Niell and Stryker, 2008a). However, L5 Efr3a-Cre+ neurons 

appear unique in their SF preference: the majority of cells (14/17, 82%) prefer a SF of 

0.08 or higher. While Glt25d2-Cre+ and Tlx3-Cre+ neurons did not differ significantly 

in their SF tuning, these populations did differ significantly in TF tuning (Figure 2.3), 
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with Glt25d2-Cre+ neurons preferring TFs that were nearly twice as fast as for Tlx3-

Cre+ neurons (median 4.0 Hz and 2.0 Hz respectively, Wilcoxon rank-sum test, and p 

= 0.0242). All three cell types were highly orientation tuned. Across SF and TF 

experiments, Glt25d2-Cre+ were the least tuned, yet still had median OSI values > 

0.61, and over two-thirds of cells had an OSI > 0.5 (see Figure 2.3 for values for all 

cell types.) 

Using the varied SF paradigm with TF held constant at 1 Hz, L5 CS PNs were 

remarkably direction selective and non-parametric statistical tests showed that 

Glt25d2-Cre+ neurons have higher DSI (median 0.57) than Tlx3-Cre+ (median 0.24, 

Kruskal- Wallis test, p = 0.0024, with Dunn’s multiple comparisons, Tlx3-Cre+ versus 

Glt25d2-Cre+, p = 0.0135). There were 60% of Glt25d2-Cre+ cells that were very 

sharply tuned for direction (DSI > 0.5), while less than 30% of Tlx3-Cre+ or L5 Efr3a-

Cre+ cells had DSI > 0.5 (Figure 2.3, top right). Interestingly, when TF was varied and 

SF was held constant at 0.04 c/d, the DSI values for Glt25d2-Cre+ neurons were 

lower than in the SF paradigm (median 0.46), while the DSI values were similar for 

Tlx3- Cre+ neurons regardless of the stimulation paradigm (median 0.34) and 

differences between the distributions were not statistically significant. In summary, L5 

Efr3a-Cre+ neurons prefer higher SFs than Tlx3-Cre+, Glt25d2-Cre+ neurons prefer 

higher TFs than Tlx3-Cre+, and Glt25d2-Cre+ are more direction selective than Tlx3-

Cre+ cells. 

 

Discussion 

While previous in vitro studies have provided extensive information about the 

intrinsic physiology and local connectivity of specific cortical cell types, an 
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understanding of in vivo function has been more elusive. Our observations reveal 

novel insights into the diversity of L5 pyramidal cells, demonstrating functional 

differences that may underlie their unique contributions to perception or action. 

Using two-photon calcium imaging, we have shown that L5 neurons exhibit 

diverse in vivo responses. Glt25d2-Cre+ V1 neurons have greater selectivity for 

direction and prefer higher TFs compared to Tlx3-Cre+ V1 neurons. This indicates 

that Glt25d2-Cre+ neurons and Tlx3-Cre+ neurons integrate and convey different 

visual information to downstream target regions. Furthermore, Efr3a-Cre+ neurons 

prefer higher SFs than both Tlx3-Cre+ neurons, suggesting that these cells are 

involved in pathways requiring higher visual acuity. Lastly, we found that each of 

these cell types were highly orientation tuned, more so than those reported in 

previous studies using single-unit electrical recordings in L5 of anesthetized or awake 

mice (Niell and Stryker, 2010; 2008b). It should be noted that only about 10%–20% of 

L5 neurons responded reliably to the drifting grating stimuli we used (Table 2.1). This 

is lower than the roughly 50% of visually responsive neurons in L2/3, but comparable 

to the low percentages in some extrastriate visual areas (Andermann et al., 2011; 

Marshel et al., 2011). Future studies should investigate experimental conditions 

and/or stimuli that might generate responses in neurons that were not responsive 

under our experimental conditions. 

Previous studies of functional properties and connections in primate, cat, and 

rodent V1 also suggest that CC PNs process and convey image-forming visual 

information to higher visual cortices, whereas CS PNs are involved in sensory gating 

associated with movement (Finlay et al., 1976; Palmer and Rosenquist, 1974; Van 

Essen, 2005). Consistent with their projections to higher-order visual cortices and 
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preferences for higher spatial frequencies, L5 CC cells may convey feedforward 

visual information necessary for object/place recognition or multimodal integration. In 

contrast, L5 CS cells are quite selective for direction and send visual motion-related 

information to the superior colliculus.  

Our work here provides a basis to probe these cells types even further with 

cell-specific optogenetic manipulation. Future studies in the lab will investigate the 

role of these cells in visual cortex computations (e.g. layer specific gain control) and 

visually-guided behaviors (e.g. attention), as well as their single-cell input-output 

connectivity to other cortical regions. 

 

Experimental Procedures 

Transgenic mice. All experimental procedures followed procedures approved 

by the Salk Institute Animal Care and Use Committee. Tlx3-Cre PL56, Glt25d2-Cre 

(or Colgalt2-Cre) NF107 and Efr3a-Cre NO108 mice are GENSAT BAC transgenic 

lines and have been previously described (Gerfen et al., 2013; Gong et al., 2007). 

Mouse strains were maintained on mixed genetic backgrounds (129/C57BL6). 

AAV Injections. A 2:1 mixture of AAV1.CAG.Flex.GCaMP6f.WPRE.SV40 

(3.06X1013 GC/ml) or AAV1.hSyn.Flex.GCaMP6s.WPRE.SV40 (3.63X1013 GC/ml) 

from Penn Vector Core and AAV-FLEX-tdTomato.Virus was injected into the center of 

V1, using the following coordinates: 3.4 mm rostral, 2.6 mm lateral relative to bregma 

and 0.5-0.7 mm ventral from the pia. We injected 100nl of AAVs using either air 

pressure by picospritzer (General Valve Corp, Fairfield, NJ) or performed 

iontophoresis (Precision Current Source, Stoelting Co., Wood Dale, IL) at +3- 5 µA 

set to alternate on for 7 second and off for 7 second for 5 minutes.  
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Mouse preparation. Experiments were performed on 2-4 month old transgenic 

mice (male and female) approximately 7-15 days after GCaMP6 virus injection. 

Animals were anesthetized with inhaled isoflurane (0.5-1.2% in oxygen) and 

carprofen (5 mg/kg SC) and custom circular head frames were mounted to the skull 

with dental acrylic (C&B-Metabond®). Eyes were kept moist with ointment during 

surgeries. A 5-6mm diameter craniotomy was made over V1 and the dura was also 

removed. Dura removal proved necessary for clear imaging in layer 5 (475-620 µm 

deep, Figure 2.1). The brain was covered with a cranial window, consisting of a 4 or 5 

mm coverslip and a metal ring designed to fit within the headframe. Pressure was 

gently applied to the brain upon placement of the window. After implantation of the 

window, the mouse was allowed to wake up, and imaging began when the mouse 

was fully awake. For several mice, imaging was performed over multiple days. These 

mice were housed with ibuprofen medicated water. During imaging, mice were 

stationary and positioned in a plastic cylinder to restrict movement. Imaging was done 

with a custom-made scope (Marshel et al., 2011) and ScanImage 3.8 with scan 

parameters 256x256 lines/frame at 2 msec/line. GCaMP6 was excited at 920 or 940 

nm at high power of Ti:Sapphire laser (Coherent), and emission was collected with a 

green (535 ± 50 nm or 525 ± 50 nm) and a red (610 ± 75 nm or 610 ± 60 nm) filter 

(Chroma). 

Visual stimuli for two-photon imaging. Mice were positioned 13 cm from a 

video monitor, which was centered on their eye and pointed towards their nose at a 

30° angle. Stimuli were 4 sec duration, 100% contrast sine wave grating moving in 8 

different directions. For each population of neurons (a single 16x imaging plane, with 

1-2.5x digital zoom), we presented two sets of stimuli: a temporal frequency (TF) 
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varying experiment (0.5, 1, 2, 4, and 8 Hz, 8 directions plus blank, 0.04 c/d, 5 repeats 

pseudorandomized), and a spatial frequency (SF) varying experiment (0.01, 0.02, 

0.04, 0.08, and 0.16 c/d, 8 directions plus blank, 1 Hz, 5 repeats pseudorandomized) 

The stimulus was spherically corrected to account for distortions in size and spatial 

frequency at the periphery, effectively keeping SF and TF constant throughout the 

visual field (Marshel et al., 2011). Stimuli were generated by a customized 

PsychToolbox interface in MATLAB (I. Nauhaus). 

Analysis of calcium imaging data. Regions of interest (ROIs) around each cell 

were created using a semi-automatic cell segmentation method (Marshel et al., 

2011). To account for movement-related image shifts as well as drifts in the image 

over time, we used a procedure involving multiple movement correction algorithms 

both in ImageJ (using StackReg and Template Matching plugin) and a customized 

movement correction algorithm in MATLAB (Marshel et al., 2011) that aligned each 

trial of the experiment to the average image of the first trial by determining the highest 

cross-correlation between images. The type of motion correction algorithm used 

depended on the severity of motion. Each experiment was manually checked to 

ensure motion had been effectively corrected. Any field of view with uncorrectable x-y 

shifts or evidence of z-motion was discarded. Baseline fluorescence (FB) was 

averaged within each cell ROI for each trial during a 2 sec prestimulus period during 

which a gray screen (mean luminance of gratings) was presented. The stimulus-

evoked time course was converted from absolute to relative fluorescence by 

computing ΔF/F = (FI-FB)/FB, where FI is the average instantaneous, stimulus-

evoked fluorescence signal over the duration of the stimulus (4 sec). 
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Identification of responsive and reliable cells. The population analysis was 

restricted to cells that were both responsive (ΔF/F > 6%) and reliable as determined 

by a D-prime metric, defined as δ=(µmax-µblank)/(σmax+σblank) where µmax and σmax are 

the mean and standard deviation of the response to the preferred stimulus, and µblank 

and σblank are the mean and standard deviation to the blank stimulus. Neurons were 

deemed reliable for δ>1. The neurons that met these criteria were used as the 

denominator in all subsequent analyses. Any field of view that did not have at least 

one cell meeting the criteria was discarded. Due to a slow decay in the fluorescence 

over the 4 second imaging period, even during the blank screen, we baseline 

corrected the ΔF/F by subtracting the mean ΔF/F during the blank stimulus. This 

assures that stimulus-evoked values are in relation to a proper baseline corrected for 

bleaching of the fluorescence, likely due to the higher laser power necessary for deep 

imaging. These corrected ΔF/F values were used to construct tuning curves and 

derive cell metrics, but did not contribute to the identification of responsive and 

reliable cells. The indices (OSI and DSI) were defined as SI = (µmax - µnull) / (µmax + 

µnull) where µmax is the mean response to the preferred direction and µnull is the mean 

response to the opposite direction for DSI, and the average of the two orthogonal 

directions for OSI. As some cells suppressed their response below the blank baseline 

response for null orientations, the OS and DS indices were occasionally above 1.0. 
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Figures and Tables 

 

 

Figure 2.1. Two-photon imaging of layer 5 in vivo. (A) Schematic illustration of two-photon 
in vivo calcium imaging set up for awake and head-fixed stationary mouse. (B) Two-photon 
microscope z stack projection of Glt25d2-Cre+ mouse V1 after AAV-FLEX-GCaMP6 and AAV-
FLEX-tdTomato injection. (C) Representative images of single cells expressing GCaMP6 in 
V1 of Tlx3-Cre+, Glt25d2-Cre+, and Efr3a- Cre+ mice. The arrowheads indicate cells plotted 
in Figure 2.3. The scale bar represents 100 mm. 
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Figure 2.2. Sample traces from two-photon GCaMP6 recordings of L5 pyramidal cells. 
(A-C) Fluorescence changes in response to drifting gratings in 8 different directions. Each 
panel shows all of the responses (5 repeats) for a single neuron to a specific direction and 
spatial or temporal frequency. Gray lines under each trace indicate duration of stimulus. Thick 
black traces indicate averaged responses across five repeats. (A) Fluorescence traces for a 
V1 Tlx3-Cre+ cell at five different temporal frequencies (TFs). (B) Fluorescence traces for 
Glt25d2-Cre+ cell at 5 different spatial frequencies (SFs). (C) Fluorescence traces for L5 
Efr3a-Cre+ cell at 5 different TFs.  
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Figure 2.3 Population summary of visual responses in three different types of L5 
pyramidal neurons. (A) SF experiments. The top image shows medians for preferred SF, 
OSI, and DSI (with interquartile ranges for OSI and DSI, at the preferred SF) for Tlx3-Cre+, 
Glt25d2-Cre+, and L5 Efr3a-Cre+ neurons, as well as the percentage of cells with OSI or DSI 
> 0.5. The bottom left image shows distributions of preferred SF, OSI, and DSI (at the 
preferred SF) for Tlx3-Cre+, Glt25d2-Cre+, and L5 Efr3a-Cre+ neurons. The bottom right 
image shows SF and orientation tuning curve examples for each cell type. The values are 
plotted as means ± SEM. The gray lines indicate average responses during blank stimulus; 
the shading is ±SEM. (B) TF experiments. The top image shows medians with interquartile 
ranges for preferred TF, OSI, and DSI (at the preferred TF) for Tlx3-Cre+ and Glt25d2-Cre+ 
neurons, as well as the percentage of cells with OSI or DSI > 0.5. The bottom left image 
shows distributions of preferred TF, OSI, and DSI (at the preferred TF) for Tlx3-Cre+ and 
Glt25d2Cre+ neurons. The bottom right image shows TF and orientation tuning curve 
examples for each cell type. The values are plotted as means ± SEM. The gray lines indicate 
average responses during blank stimulus; the shading is ±SEM. For the median plots, the 
statistical significances are labeled as p values after Wilcoxon rank-sum test (TF experiments) 
or Kruskal-Wallis test with Dunn’s multiple comparisons test as post hoc (SF experiments) (*p 
< 0.05 and **p < 0.01). Abbreviations: c/d, cycle per degree; Hz, Hertz. 
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Figure 2.3 Population summary of visual responses in three different types of L5 
pyramidal neurons (continued). 
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Table 2.1. Summary of in vivo two-photon calcium imaging experiments. Total cells are 
total counted cells in all fields of view. Responsive cells are cells with response magnitudes 
greater than 6% ΔF/F. Reliable cells are cells with D-prime metric > 1. Responsive & reliable 
meet both of these criteria.  
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Chapter 3. Topographical organization of the mouse lateral posterior thalamic 

nucleus 

 

Abstract 

The visual thalamus is critical hub for incoming sensory information, though 

the role of the abundant feedforward and feedback connectivity between the 

thalamus and cortex remains elusive. Primate pulvinar is topographically and 

functionally organized, but a more granular connectivity map is needed to understand 

the role of thalamocortical loops in visually guided behavior. Similarly, the secondary 

visual thalamic nucleus in mice (the lateral posterior nucleus, LP) has extensive 

connections with cortex. To resolve the precise connectivity of these circuits, we first 

mapped mouse visual cortex using intrinsic signal optical imaging and then injected 

fluorescently tagged retrograde tracers (cholera toxin subunit B) into various 

combinations of six different visual areas. We find that LP has separate zones that 

project to specific extrastriate regions, with few cells (~4-6%) projecting to multiple 

visual areas. Additional experiments will investigate cortical and subcortical input to 

LP cells with known extrastriate projection targets using a rabies tracing approach. 

Disentangling these circuits will yield important insights into the role of the secondary 

visual thalamus in sensory processing and guide future functional studies. 

 

Introduction 

While the classic description of the visual system depicts information in 

parallel streams traveling up a hierarchy, this illustration is complicated by the fact 

that there is a tremendous amount of feedback to the lateral geniculate nucleus 
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(LGN), as well as to the secondary visual thalamic nucleus, the pulvinar (Felleman 

and Van Essen 1991). A relatively large structure that is extensively connected with 

various areas of cortex, the pulvinar is thought to be involved in a variety of complex 

behaviors. In primates and carnivores, pulvinar is implicated in attention (e.g., 

Chalupa et al., 1976; Desimone et al., 1990) as well as multimodal processing (e.g. 

Chalupa and Fish, 1978; Gattass et al., 1978), and has been shown to exhibit pattern 

direction selective responses to plaids (Merabet et al., 1998; Villeneuve et al., 2005). 

Still, the contributions of each of these pathways to responses in subcortical and 

cortical areas and to perception are unknown, and investigating LP/pulvinar function 

would be greatly aided by a more precise map of its connections. It is necessary to 

delineate these thalamocortical pathways so that we can investigate the mechanisms 

of higher-order visual processing with cell-type and region-specific detail. 

In cats and rodents, the lateral posterior nucleus of the thalamus (LP) is 

considered to be the homologue of primate pulvinar based on its reciprocal 

connectivity with various regions of visual, parietal, and frontal cortex and abundant 

input from the superior colliculus (SC; Lent, 1982). Unlike LGN which only receives 

layer 6 input, LP/pulvinar receives input from both layer 5b and 6 (Gilbert and Kelly, 

1975; Li et al., 2003b; Roth et al., 2015). A single-cell tracing study in the rat suggests 

based on anatomical features that layer 5b inputs are driving, type-II synapses, 

whereas layer 6 inputs are “modulatory,” type-I synapses (Bourassa and Deschênes, 

1995; Sherman and Guillery, 1998), and additional studies have shown that these 

inputs are restricted to specific regions of LP (Li et al., 2003b).  

In rats, hamsters, and cats, LP can be divided into several subdivisions 

(LPLR, LPLC, LPCM, LPRM), based on its cytoarchitecture and connectivity to 
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cortical and subcortical areas (Abramson and Chalupa, 1988; Conte et al., 2008; 

Kamishina et al., 2009, 2008; Reep and Corwin, 2009; Sukekawa, 1988; Takahashi, 

1985). There are several consistent observations about inputs to LP in mice; for 

example, ganglion cells in the retina project to LPMR, while medial prefrontal cortex 

projects to LPLR (Allen et al., 2016; Noseda et al., 2010; Sukekawa, 1988). 

Furthermore, LP/pulvinar in rodents, cats, and primates is topographically organized, 

with different subdivisions connecting to specific regions of cortex (Le Gros Clark, 

1932; Shipp, 2003; Mason, 1978; Tohmi et al., 2014). To date, no detailed study of 

this topography has been completed in the mouse.  

Beyond some speculation based on its broad connectivity, little is known 

about the function of LP (Reep and Corwin, 2009; Sukekawa, 1988). Cells in LP are 

clearly visually responsive and retinotopically organized, and many exhibit clear ON 

and OFF receptive fields (Allen et al., 2016). Compared to LGN, LP seems to be 

more involved with signaling visuomotor mismatch, a role that is likely enabled by its 

broad connectivity with visual and motor cortices, as well as SC (Roth et al., 2015). 

Indirect evidence also suggests that LP and the extrageniculate pathway may 

contribute to information processing in visual cortex, as lesioning the SC caused a 

shift in the speed-tuning of V1 (Tohmi et al., 2014). While this study indirectly 

implicates LP in contributing to the visual responses of V1 cells, it does not provide 

direct evidence that LP, not SC, is necessary for these computations.  

Although the coarse connectivity between LP/pulvinar and mouse visual 

cortex has been reported, these descriptions need to be updated in light of our 

increasing appreciation for the organization of mouse visual cortical areas 

(Andermann et al., 2011; Garrett et al., 2014; Huberman and Niell, 2011; Marshel et 



 

 

 

69 

al., 2011; Niell, 2011). In addition to a full description of its topography, there are 

several open questions about the projection patterns of individual cells in LP. For 

instance, does a cell in LP project to one, or multiple visual areas? If so, is there an 

apparent functional organization of these inputs to cortex, possibly underlying the 

visual function of those regions? Mapping the connections between LP and cortex will 

shed light on whether LP serves to pass information up the cortical hierarchy, or 

rather acts as a loop within various visual areas, perhaps for the purposes of 

synchronizing information streams. With this approach, we hope to elucidate the role 

of LP in the mouse, providing a framework against which we can test various theories 

of thalamocortical circuit function (Crick and Koch, 1998; Grieve et al., 2000; 

Olshausen et al., 1993), particularly related to drivers and modulators (Sherman and 

Guillery, 1998) and the role of the thalamus as a gate for sensory information. 

 

Results 

We investigated the topographic organization of thalamocortical projections by 

first mapping visual cortex and then injecting retrograde tracers into six different 

visual areas. In each mouse, we first mapped the retinotopic organization of the 

visual cortex using intrinsic signal imaging (Figure 3.1). Using these maps, we 

automatically constructed borders between visual areas (Garrett et al., 2014) and 

targeted the injection of an efficient retrogradely transported neuroanatomical tracer, 

cholera toxin subunit B (CTB), conjugated to various Alexa fluorophores (Figure 3.1; 

AF-CTB). 

With 23 injections of AF-CTB into six different visual areas in 12 mice, we find 

that well-segregated zones of LP project to different visual areas, and that these 



 

 

 

70 

patterns were reproducible across many animals (Figure 3.2). There was a notable 

segregation between LM and PM projecting neurons, with PM projecting neurons 

located in very anterior/medial LP, and LM projecting neurons in lateral/posterior LP. 

RL, AM, and AL all had clear projections from the most dorsal aspect of Po in addition 

to LP. By aligning each section onto a common atlas section (Paxinos and Franklin, 

2013), we were able to compute average projection regions and observe the 

topographical organization of LP projections to cortex (Figure 3.2).  

By injecting 2-3 different AF-CTBs into each mouse, we could identify the 

percent of overlap between projections to different visual areas (Figure 3.3). Across 

areas, there were very few cells that projected to more than one visual area (~4-6% 

of all retrogradely labeled cells in LP), with the exception of LM/PM, which had 8.5% 

overlap (Figure 3.3). In addition, we completed a complementary pilot experiment 

employing a novel combination of a virus with efficient retrograde transport of Cre 

recombinase (HiRet-Cre; Hirano et al., 2013) into PM and AAV1-FLEX-GFP into LP, 

which also illustrated remarkable specificity in the axonal projections from LP to 

cortex, projecting only to PM (Figure 3.4). 
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Discussion 

As clearly demonstrated here, the mouse lateral posterior nucleus is 

topographically organized, with well-segregated zones that communicate specifically 

with one visual area. As a comprehensive look at the organization of this 

underappreciated nucleus, this study lays important groundwork for future 

investigations into LP function, and provides a framework to test theories of 

thalamocortical circuit organization. 

Understanding the anatomy of these loops can lend criticism or credit to 

various theories about thalamocortical function. A common label for LP/pulvinar is 

that of a “gate” or “router” for information as it travels through cortex, perhaps for the 

purposes of synchronization or multisensory processing. With very few LP cells 

projecting to multiple visual areas (Figure 3.3), this suggests that if LP is a router for 

information up the visual hierarchy (Olshausen et al., 1993), information must be 

transferred between cells in LP that project to different regions. Furthermore, the “no 

strong loops hypothesis” posits that no two brain regions can have reciprocal 

excitatory, driving connections (Crick and Koch, 1998). It is known that LP receives 

input from layer 5 of cortex, a putative driving connection (Bourassa and Deschênes, 

1995; Kim et al., 2015). According to this hypothesis, cells receiving this driving 

cortical input should not project back to the same cortical region (presumably to layer 

4). Several visual areas, including RL, AL, and AM, receive input from two prominent 

patches in LP, Po, or VPM. It is possible that these are separate sets of cells that 

receive driving versus modulatory input, that in return project to different layers, 

however this needs to be directly tested. 
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Interestingly, PM is the only area that receives significant input from LPMR 

(Figure 3.2), and is also the only area we investigated that could be considered a 

ventral stream visual area based on its physiology (but see Wang et al., 2012). Cells 

in PM prefer high spatial frequency, low temporal frequency, are tuned for low 

speeds, and exhibit relatively low direction selectivity (Andermann et al., 2011; 

Marshel et al., 2011; Roth et al., 2012). V1 neurons that project to PM are tuned 

similarly (Glickfeld et al., 2013), raising the question of whether LPMR also has 

functional responses similar to a ventral stream area. In order to further test the idea 

that LPLR and LPMR are differentially involved in dorsal and ventral streams, we are 

currently extending these studies to another ventral area, P/POR. 

A critical question remains: what are the inputs to these cells? We are actively 

working to address this question using HiRet-Cre in combination with a G-deleted 

rabies virus. In the meantime, connecting our observations here to previous studies of 

the input zones of LP may inform our expectations based on the spatial overlap of 

inputs and outputs. In cats, LPLR receives input from V1 and does not express 

acetylcholinesterase, while LPMR receives input from SC and many of the cells there 

are cholinergic (Abramson and Chalupa, 1988). In rats, the distinction between V1 

and SC recipient regions lies along the rostral-caudal axis: rostral LP receives cortical 

input, whereas caudal LP receives tectal input (Li et al., 2003a). A recent study in 

mice suggests that LPLR receives input from one class of superior SC cells (Gale and 

Murphy, 2014a), although there is other evidence that LPMR also receives input from 

SC (Unpublished data, Allen Brain Institute Connectivity Atlas). Forthcoming 

experiments will hopefully provide satisfying answers to this question.  
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Experimental Procedures 

Headframe implantation and intrinsic signal optical imaging. All experimental 

procedures using live animals followed procedures approved by the Salk Institute 

Animal Care and Use Committee. C57BL/6 mice (1-4 months old) were prepared for 

imaging by implanting a custom metal headframe as previously described (Garrett et 

al., 2014; Juavinett and Callaway, 2015). These headframes remained on the mouse 

for the remainder of the experiment. Before CTB injection, a map of visual cortex was 

obtained for each mouse using intrinsic signal optical imaging as previously described 

(Garrett et al., 2014).  

Cholera toxin subunit B injection. To trace inputs to visual cortical areas from 

the thalamus, we used .5% of cholera toxin subunit B (CTB) conjugated to Alexa 488, 

555, 594, or 647 (Life Technologies). Mice were anesthetized with 100 mg/kg of 

ketamine and 10 mg/kg xylazine cocktail via intra-peritoneal injections and mounted 

in a stereotax (David Kopf Instruments Model 940 series, Tujunga, CA) for surgery 

and stereotaxic injections. To expose the brain for injection, either a burr hole was 

drilled or a craniotomy was performed over visual cortex. Injections were done with air 

pressure using a picospritzer (General Valve Corp, Fairfield, NJ). To prevent 

backflow, the pipette was left in the brain for 5 minutes before and after injection.  

CTB was injected into visual cortical regions based on functional maps 

overlaid on the blood vessel pattern, using these blood vessels as landmarks. CTB 

injections into cortex (2-3 per animal) were 20-50 nl for AL, AM and PM, and 40-100 

nl for V1, LM and RL, using with 20-40 PSI and a 20-30 µm diameter pipette (Conte 

et al., 2009).  We found these conditions to be optimal in order to restrict CTB to ~300 

µm diameter injection sites, a necessary condition for small visual areas. After 



 

 

 

74 

recovery, mice were given water with ibuprofen (30 mg/kg) and housed for 4-6 days 

before tissue harvesting.  

Histology. Brains were harvested after transcardial perfusion using phosphate-

buffered saline (PBS) followed by 4% paraformaldehyde (PFA). Brains were 

dissected out from skulls and post-fixed with 2% PFA and 15% sucrose in PBS at 4°C 

overnight, and then immersed in 30% sucrose in PBS at 4°C before sectioning. Using 

a freezing microtome, 50 µm coronal brain sections cut and stored in PBS with 0.01% 

sodium azide at 4°C. Sections were mounted on slides with Polyvinyl alcohol 

mounting medium containing DABCO and allowed to air-dry. 

Image processing. Each section was imaged at 10x using an Olympus BX63 

Microscope with parameters adjusted based on the intensity of expression and 

background fluorescence. The injection sites for each animal were measured to 

ensure restriction to small cortical visual areas. For LM and RL injections, animals 

with injection site diameters greater than 500 µm for LM or RL were excluded. For AL, 

AM, and PM, animals with injection site diameters greater than 300 µm were 

excluded. 

To compute average expression patterns in LP, sections for each visual area 

were aligned to the Paxinos Mouse Atlas using the Landscape Correspondences 

macro in Fiji (Schindelin et al., 2012). We determined an appropriate threshold for 

each section based on the background expression and brightness of label and 

thresholded by these values to isolate the projection patterns in the thalamus. These 

images were then smoothed with a Gaussian filter and averaged to compute the 

mean location of expression in LP for each visual area. 
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Experiments to determine the number of overlapping cells were imaged at 20x 

using a Zeiss LSM confocal microscope. For each brain with multiple successful AF-

CTB injections, every fourth section was imaged and all cells in LP were manually 

counted. Percentages reported are the number of cells double-labeled with two 

different tracers divided by sum of the numbers of cells labeled by each of the same 

two tracers in LP.  
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Figures 

 

 

Figure 3.1. Identification of visual areas for AF-CTB injection. a) Example azimuth and 
altitude retinotopy maps. b) Visual field sign map, computed from the retinotopic maps in (a) 
as described in Garrett et al., 2014. c) Outline of identified visual areas. Blue areas have a 
mirror representation of visual space, red areas have a non-mirror representation. d) Visual 
area borders overlaid on the corresponding blood vessel image acquired with the skull intact. 
e) Picture of the skull/brain after AF-CTB injection into LM, AM, and PM. Even through the 
skull, blood vessels and AF-CTB spread are visible.  
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Figure 3.2. Representative injections into six different visual areas and summary 
diagram. a) Example sections from injections into V1, LM, RL, AM, AL, and PM at three 
different anterior-posterior locations with either Alexa555-CTB (red), Alexa488-CTB (green), or 
Alexa647-CTB (pink). Top row shows cortex injection site, imaged with the same parameters 
as the thalamus. b) Average expression patterns for each visual area, determined by aligning 
all sections to atlas, thresholding each image, and averaging across injections in the same 
visual area.  
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Figure 3.3. Confocal imaging of experiments with multiple tracers to determine 
percentage of cells projecting to multiple visual areas. a) Demonstration of experiment, 
where three different AF-CTBs are injected into different visual areas. b) Quantification of 
overlap between visual areas. Percentages shown are # overlapping cells / total # cells in LP. 
c) Average percent overlap for each visual area with all other visual areas. Error bars are 
SEM. d-f) Two sample experiments, demonstrating very little overlap of projection regions in 
LP, even for spatially overlapping expression patterns. d) Low resolution image to 
demonstrate location of expression. e) High resolution confocal images of LP for three 
different injections in cortical regions in the same mouse. f) Inset from (e) to demonstrate 
overlap. 
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Figure 3.4. Complementary experiment demonstrating specificity of axonal projections 
from LP. a) Experiment overview, in which a retrograde virus, HiRet-Cre, was injected into 
PM, effectively expressing Cre recombinase in LP projecting cells and allowing for expression 
of GFP from AAV1-FLEX-GFP. b) Confocal image demonstrating localized expression of GFP 
in LP and the presence of axons in PM but not surrounding visual areas such as V1. c) High-
resolution confocal image of axons in PM, which extended throughout cortical layers.   
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