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## Abstract

State estimation is an important tool for continuously monitoring the power system and aims to recover the underlying system voltage phasors, given supervisory control and data acquisition (SCADA) measurements and a model that encompasses the system topology and specifications. To ensure an accurate state estimation, it is essential to have the capability of detecting bad data. Assuming that the network parameters are known and the measurement devices are correctly calibrated, the main source of bad data is topological errors in the model. In this dissertation, we propose a methodology for robust power system state estimation (PSSE) modeled by AC power flow equations when there exists a small number of topological errors. The developed technique utilizes the availability of a large number of SCADA measurements and minimizes the $\ell_{1}$ norm of nonconvex residuals augmented by a nonlinear, but convex, regularizer. Representing the power network by a graph, we first study the properties of the solution obtained from the proposed NLAV estimator and demonstrate that, under mild conditions, this solution identifies a small subgraph of the network that contains the topological errors in the model used for the state estimation problem. Then, we introduce a method that can efficiently detect the topological errors by searching over the identified subgraph. In addition, we develop a theoretical upper bound on the state estimation error to guarantee the accuracy of the proposed state estimation technique.

The power flow equations are nonlinear, and may admit multiple solutions. In the past, the conventional wisdom was to assume that the solution becomes unique by restricting it to "realistic" or "physically realizable" values. However, various examples in the literature show that multiple solutions may persist even after restricting either voltage magnitudes or phase angle differences to "physically realizable" values. This dissertation establishes sufficient conditions for the uniqueness of $A C$ power flow solutions via the monotonic relationship between real power flow and the phase angle difference. More specifically, we prove that the $P-\Theta$ power flow problem has at most one solution for any acyclic or GSP graph. In addition, for arbitrary cyclic power networks, we show that multiple distinct solutions cannot exist under the assumption that angle differences across the lines are bounded by some limit related to the maximal girth of the network. We also introduce a series-parallel operator and show that this operator obtains a reduced and easier-to-analyze model for the power system without changing the uniqueness of power flow solutions.

In the next part of this dissertation, the above work is extended and we establish general necessary and sufficient conditions for the uniqueness of $P-\Theta$ power flow solutions in an AC power system using properties of the monotone regime and the power network topology. We show that the necessary and sufficient conditions can lead to tighter sufficient conditions for the uniqueness in several special cases. Our results are based on the previously introduced notion of maximal girth and a new notion of maximal eye. Moreover, we develop a series-parallel reduction method and search-based algorithms for computing the maximal eye and maximal girth, which are necessary for the uniqueness
analysis. Reduction to a single line using the proposed reduction method is guaranteed for 2 -vertex-connected Series-Parallel graphs.

In the final part of this dissertation, we present a methodology based on homotopy to find the globally optimal solutions of nonconvex optimization problems. Optimal power flow (OPF) is a fundamental problem in power systems analysis for determining the steadystate operating point of a power network that minimizes the generation cost. In anticipation of component failures, such as transmission line or generator outages, it is also important to find optimal corrective actions for the power flow distribution over the network. The problem of finding these post-contingency solutions to the OPF problem is challenging due to the nonconvexity of the power flow equations and the large number of contingency cases in practice. In this paper, we introduce a homotopy method to solve for the post-contingency actions, which involves a series of intermediate optimization problems that gradually transform the original OPF problem into each contingency-OPF problem. We show that given a global solution to the original OPF problem, a global solution to the contingency problem can be obtained using this homotopy method, under some conditions. With simulations on Polish and other European networks, we demonstrate that the effectiveness of the proposed homotopy method is dependent on the choice of the homotopy path and that homotopy yields an improved solution in many cases.
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## Chapter I

# Background and Motivation 


#### Abstract

"The electric utility industry is probably the largest and most complex industry in the world. The electrical engineer who works in that industry will encounter challenging problems in designing future power systems to deliver increasing amounts of electrical energy in a safe, clean, and economical manner [1]."


A power system is a large scale network deployed to supply, transfer, and use electric power. Power systems around the globe are currently undergoing a major paradigm-shift following the need for more resilient and secure systems, and our society's commitment towards a carbon-free and sustainable future. This transformation of the power grid is met with many challenges. The already large-scale network is growing even bigger and more fine-grained as new components and participants are added to the grid. Higher penetration of renewable energy sources promotes sustainability, but it also brings more uncertainty and instability to the grid. Increasing volumes of data are produced through sensors, communication networks and human activities, which can bring great value in operating the system but also contains the risk of derailing the system if noise, gross errors, and malicious attacks are not dealt with properly. On top of all these issues, the innate nature of AC power poses serious difficulties in various computational methods. As a result, the design and operation of these systems needs major innovations in computational techniques.

We take electricity for granted, but behind the scenes there are actually multiple entities such as the independent system operators (ISOs), that solve various large-scale and NP-hard optimization problems in order to make the power system functional. To give you a few examples, an optimal power flow (OPF) problem aims to optimize generation levels and power flow across the network in order to meet system demand in an economical way. The state estimation problem aims to estimate complex valued voltages (in other words the state of the power system) given noisy and tainted measurement values coming from sensors. Also, there is the fundamental problem of solving power flow equations, which involves solving a system of highly nonlinear equations to find steady-state voltages given a power system set-point. Finally, there are also design and planning problems, where the goal is to make decisions on long-term investments (such as transmission lines).

Many of these problems are solved on a large-scale system with up to millions of variables and constraints and often with a tight time restriction. Therefore, the ability of
computational methods that can efficiently come up with high-quality solutions is essential in the safe, reliable and economic operations of the power grid. There are many factors that make computational methods difficult for power systems. One of the most important factor that is common to many problems stems from the nonlinear physics of power. For optimization problems, the nonlinear laws of physics often results in nonconvex problems, which has two types of solutions. A local solution is locally the best solution and is relatively easy to find with modern optimization techniques but has a suboptimal cost. A global solution has the smallest possible objective value but is difficult to find. Finding the global solution is important because implementing a local solution can mean inefficient use of resources and money, and can also mean large violations in the system constraints that lead to insecure operations. For finding the root of a system of equations, nonlinearity leads to multiple solutions, that can potentially grow exponentially with the size of the network. This can lead to solutions that are isolated and far away from each other, causing ambiguity in monitoring and controlling the system.

## 1 Nonlinear LAV Estimator for Topology Error Detection and Robust State Estimation

Topology error, a modeling misrepresentation of the power system network configuration, can impair the quality of state estimation. The current industry practice for state estimation uses the most recent topology of the power system, previously determined by the system operator. In a longer time frame, topology errors can be fixed by restoring communication and observability on the system. However, state estimation is solved on the time-frame of several minutes, and until the system operator obtains full recovery, the state estimation tool itself could be the only resource available to detect and fix those topology errors. Misrepresenting the system topology typically creates gross errors, which can lead to significant state estimation errors across the entire network. Since the output of state estimation is utilized for many other important applications such as real-time nodal market and voltage stability analysis, the ability of state estimators to detect and correct topology errors in real-time holds considerable value. In this paper, we propose a new technique for robust state estimation in the presence of a small number of topological errors for power systems modeled by AC power flow equations. The developed method leverages the availability of a large volume of SCADA measurements and minimizes the $\ell_{1}$ norm of nonconvex residuals augmented by a nonlinear, but convex, regularizer. Noting that a power network can be represented by a graph, we first study the properties of the solution obtained by the proposed estimator and argue that, under mild conditions, this solution identifies a small subgraph of the network that contains the topological errors in the model used for the state estimation problem. Then, we propose a method that can efficiently detect the topological errors by searching over the identified subgraph. Furthermore, we develop a theoretical upper bound on the state estimation error to guarantee the accuracy of the proposed state estimation technique. The efficacy of the developed
framework is demonstrated through numerical simulations on IEEE benchmark systems.

## 2 Uniqueness of Power Flow Solutions Using Monotonicity and Network Topology

The $A C$ power flow equations are nonlinear, and may admit multiple solutions. In the past, the conventional wisdom was to assume that the solution becomes unique by restricting it to "realistic" or "physically realizable" values. However, various examples in the literature/industry show that multiple solutions may persist even after restricting either voltage magnitudes or phase angle differences to "physically realizable" values. Therefore, in principle, system operators may encounter operating points that are very different from what they had expected. In order to avoid these situations, it is important to understand whether or not there is a unique "physically realizable" power flow solution for real-world power systems. This paper establishes sufficient conditions for the uniqueness of AC power flow solutions via the monotonic relationship between real power flow and the phase angle difference. More specifically, we prove that the $P-\Theta$ power flow problem has at most one solution for any acyclic or GSP graph. In addition, for arbitrary cyclic power networks, we show that multiple distinct solutions cannot exist under the assumption that angle differences across the lines are bounded by some limit related to the maximal girth of the network. In these cases, a vector of voltage phase angles can be uniquely determined (up to an absolute phase shift) given a vector of real power injections within the realizable range. The implication of this result for classical power flow analysis is that, under the conditions specified above, the problem has a unique physically realizable solution if the phasor voltage magnitudes are fixed. We also introduce a series-parallel operator and show that this operator obtains a reduced and easier-to-analyze model for the power system without changing the uniqueness of power flow solutions.

## 3 Uniqueness of Power Flow Solutions Using Graphtheoretic Notions

This paper extends the uniqueness theory in the previous paper (Project 2) and establishes general necessary and sufficient conditions for the uniqueness of $P-\Theta$ power flow solutions in an AC power system using some properties of the monotone regime and the power network topology. We show that the necessary and sufficient conditions can lead to tighter sufficient conditions for the uniqueness in several special cases. Our results are based on the existing notion of maximal girth and our new notion of maximal eye. Moreover, we develop a series-parallel reduction method and search-based algorithms for computing the maximal eye and maximal girth, which are necessary for the uniqueness analysis. Reduction to a single line using the proposed reduction method is guaranteed for 2-vertex-connected Series-Parallel graphs. The relations between the parameters of the network before and
after reduction are obtained. It is verified on real-world networks that the computation of the maximal eye can be reduced to the analysis of a much smaller power network, while the maximal girth is computed during the reduction process.

## 4 An Efficient Homotopy Method for Solving the Post-contingency Optimal Power Flow to Global Optimality

Optimal power flow (OPF) is a fundamental problem in power systems analysis for determining the steady-state operating point of a power network that minimizes the generation cost. In anticipation of component failures, such as transmission line or generator outages, it is also important to find optimal corrective actions for the power flow distribution over the network. The problem of finding these post-contingency solutions to the OPF problem is challenging due to the nonconvexity of the power flow equations and the large number of contingency cases in practice. A major drawback of current industry practice is that the post-contingency variables are not optimized with respect to each corresponding contingency configuration to minimize the violation of the constraints in case there is no feasible operating point. It is important to find at least a locally optimal solution, if not a globally optimal solution, because approximate solutions can be much more costly (higher constraint violations) and can threaten the security of the power system. In this paper, we introduce a homotopy method to solve for the post-contingency actions, which involves a series of intermediate optimization problems that gradually transform the original OPF problem into each contingency-OPF problem. We show that given a global solution to the original OPF problem, a global solution to the contingency problem can be obtained using this homotopy method, under some conditions. With simulations on Polish and other European networks, we demonstrate that the effectiveness of the proposed homotopy method is dependent on the choice of the homotopy path and that homotopy yields an improved solution in many cases.

The remainder of this dissertation is organized as follows. In the following Parts II-V, we provide a detailed write-up explaining the methods and results of each corresponding research project. Part VI provides further directions and research problems ${ }^{1}$,
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## Chapter II

## Nonlinear LAV Estimator for

 Topology Error Detection and Robust State Estimation
## 1 Introduction

Safeguarding energy infrastructures against progressive failures of stressed components is an important challenge in operating these systems and preventing blackouts [3, 2]. In doing so, the power system condition should be continuously monitored so that, if needed, required actions can be taken. This condition monitoring is performed through real-time state estimation that aims to recover the underlying system voltage phasors, given supervisory control and data acquisition (SCADA) measurements and a model that encompasses the system topology and specifications [10, 14]. In fact, state estimation not only helps prevent failures in the power network, but it also underpins every aspect of real-time power system operation and control. To ensure an accurate state estimation, it is essential to have the capability of detecting bad data. Assuming that the network parameters are known and the measurement devices are correctly calibrated, the main source of bad data is topological errors in the model. Topological errors refer to the inaccurate modeling of the current network configuration and are often initiated by the misconception of the system operator about the on/off switching status of a few lines in the network due to faults or unreported network reconfigurations. Due to their significant impact on the accuracy of state estimation, dealing with bad data and identifying topological errors have received considerable attention in the past few years.

### 1.1 Previous studies on topological error detection

The existing topological error detection methods take either a statistical or a geometric approach. Bayesian hypothesis testing [26], collinearity tests [25], and fuzzy pattern machine [27] are examples of statistical approaches for topology error detection. These methods usually need prior information about states and/or a decently-sized dataset from previous measurements.

The geometric approaches, on the other hand, aim to design state estimation techniques that are robust against topological errors and measurement noise. Using normalized Lagrange multipliers of the least-squares state estimation problem is one such technique
that has been shown to be effective in some cases [21], although it is a heuristic method. Recent studies, such as the one proposed in [22], improve this technique; however, they may fail to detect certain scenarios called 'critical parameter and measurement pairs'. Another important approach in this category is the least absolute value (LAV) estimator introduced in [30] for power systems. By minimizing the $\ell_{1}$ norm of the linearized measurement residual vector, the LAV is capable of finding a minimum set of measurements free of large errors, thus rejecting bad data and yielding a robust estimate. Despite its robustness, the LAV is vulnerable to leverage points as explained in [32, 33]. Further investigation and suggestion of different methods to mitigate this issue have been presented in [34, 35]. In [31], the authors have shown that the effect of leverage points can be eliminated if measurements consist only of phasor measurement units (PMUs). The caveat of these methods is their reliance on a linearized DC model. Only few studies have addressed the fully nonlinear, non-convex problem with power measurements, e.g., [23] where a semidefinite programming (SDP) relaxation is proposed to convexify the nonlinear LAV state estimator; however, no theoretical guarantees have been developed to ensure the recovery of a high-quality solution. Moreover, the computational demand of solving the surrogate SDP problem may restrict the application of this method to smallsized problems in practice. These issues motivate further research on developing robust state estimation techniques with the capability of handling nonconvexities associated with various types of measurements.

### 1.2 Contributions

In light of the recently developed theoretical guarantees for the $\ell_{2}$-norm to avoid spurious local solutions in nonconvex optimization [15] and arising promises for the $\ell_{1}$-norm [17], this study proposes a local search algorithm to find the global solution of the nonlinear LAV (NLAV) state estimator. The proposed method provides a robust approach for estimating the system's states in presence of a modest number of topological errors as well as detecting such errors. In doing so, the main contributions of this work can be summarized as: (1) proposing an algorithm for detecting modest topological errors and finding the state of the power system using an NLAV state estimator with local search algorithms, (2) formulating a regularized NLAV state estimator to handle severe nonconvexities, (3) finding error bounds and necessary properties for the regularization parameters. As explained later in this paper, local search algorithms would efficiently find global solutions of the underlying NLAV estimators given a sufficient number of noiseless measurements and a proper initialization of the algorithm. Also, many of the implications provided in this paper are all valid even if one uses an SDP relaxation of the proposed nonconvex estimators. The remainder of this paper is organized as follows. Preliminary materials are presented in Section 2, followed by formulation of the algorithm in Section 3. A comprehensive set of numerical simulations on the IEEE 57-bus system is presented in Section 4 . Concluding remarks are drawn in Section 9. The proofs are provided in the Appendix.

### 1.3 Notations

Throughout this paper, lower (resp. upper) case letters represent column vectors (resp. matrices) and calligraphic letters stand for sets and graphs. The symbols $\mathbb{R}$ and $\mathbb{C}$ denote the sets of real and complex numbers, respectively. $\mathbb{R}^{N}$ and $\mathbb{C}^{N}$ denote the spaces of $N$-dimensional real and complex vectors, respectively; $\mathbb{S}^{N}$ and $\mathbb{H}^{N}$ stand for the sets of $N \times N$ complex symmetric matrices and Hermitian matrices, respectively. The symbols $(\cdot)^{T}$ and $(\cdot)^{*}$ denote the transpose and conjugate transpose of a vector or matrix. $\operatorname{Re}(\cdot)$, $\operatorname{Im}(\cdot), \operatorname{rank}(\cdot)$ and $\operatorname{Tr}(\cdot)$ denote the real part, imaginary part, rank and trace of a given scalar or matrix. The notations $\|x\|_{1},\|x\|_{2}$ and $\|X\|_{F}$ denote the $\ell_{1}$-norm and $\ell_{2}$-norm of vector $x$ respectively, and the Frobenius norm of matrix $X$. The symbol $\langle X, Y\rangle$ denotes the Frobenius inner product of the matrices $X$ and $Y$. The symbol $|\cdot|$ is the absolute value operator if the argument is a scalar, vector, or matrix; otherwise, it is the cardinality of a measurable set. The relation $X \succeq 0$ means that the matrix $X$ is Hermitian positive semidefinite. The $(i, j)$ entry of $X$ is denoted by $X_{i, j}$. The notation $X\left[\mathcal{S}_{1}, \mathcal{S}_{2}\right]$ denotes the submatrix of $X$ whose rows and columns are chosen from the index sets $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$, respectively. $I_{N}$ shows the $N \times N$ identity matrix. The symbol $\operatorname{diag}(x)$ denotes a diagonal matrix whose diagonal entries are given by the vector $x$, whereas $\operatorname{diag}(X)$ forms a column vector by extracting the diagonal entries of the matrix $X$. The imaginary unit is denoted by $\mathbf{j}=\sqrt{-1}$. The symbol $\mathbb{1}$ denotes a vector of all ones with appropriate dimension. $\lambda_{i}(X)$ denotes the $i$-th smallest eigenvalue of the matrix $X$. Given a graph $\mathcal{G}$, the notation $\mathcal{G}(\mathcal{V}, \mathcal{E})$ implies that $\mathcal{V}$ and $\mathcal{E}$ are the vertex set and the edge set of this graph, respectively.

## 2 Preliminaries

Consider an electric power network represented by a graph $\mathcal{G}(\mathcal{V}, \mathcal{E})$, where $\mathcal{V}:=\{1, \ldots, n\}$ and $\mathcal{E}:=\{1, \ldots, r\}$ denote the sets of buses and branches, respectively. Also, suppose that the the slack bus is also the reference bus. Let $v_{k} \in \mathbb{C}$ denote the nodal complex voltage at bus $k \in \mathcal{V}$, whose magnitude and phase are given as $\left|v_{k}\right|$ and $\measuredangle v_{k}$. The net injected complex power at bus $k$ is denoted as $s_{k}=p_{k}+q_{k} \mathbf{j}$. Define $s_{l, f}=p_{l, f}+q_{l, f} \mathbf{j}$ (resp. $i_{l, f}$ ) and $s_{l, t}=p_{l, t}+q_{l, t} \mathbf{j}$ (resp. $i_{l, t}$ ) as the complex power flows (resp. currents) entering the line $l \in \mathcal{E}$ through the 'from' and 'to' end of the branch. Note that the currents $i_{l, f}$ and $i_{l, t}$ may not add up to zero due to the existence of transformers and shunt capacitors. Let $v$ and $i$ be the vectors of nodal complex voltages and net current injections, respectively. The Ohm's law dictates that

$$
\begin{equation*}
i=Y v, \quad i_{f}=Y_{f} v, \quad \text { and } \quad i_{t}=Y_{t} v \tag{1}
\end{equation*}
$$

where $Y=G+B \mathbf{j} \in \mathbb{C}^{n \times n}$ is the admittance matrix of the power network, whose real and imaginary parts are the conductance matrix $G$ and susceptance matrix $B$, respectively. Furthermore, $Y_{f} \in \mathbb{C}^{r \times n}$ and $Y_{t} \in \mathbb{C}^{r \times n}$ represent the 'from' and 'to' branch admittance
matrices. The injected complex power can thus be expressed as $p+q \mathbf{j}=\operatorname{diag}\left(v v^{*} Y^{*}\right)$. Let $\left\{e_{1}, \ldots, e_{n}\right\}$ denote the canonical vectors in $\mathbb{R}^{n}$. Define

$$
\begin{gather*}
E_{k}:=e_{k} e_{k}^{T}, \quad Y_{k, p}:=\frac{1}{2}\left(Y^{*} E_{k}+E_{k} Y\right), \\
Y_{k, q}:=\frac{\mathbf{j}}{2}\left(E_{k} Y-Y^{*} E_{k}\right) . \tag{2}
\end{gather*}
$$

Moreover, let $\left\{d_{1}, \ldots, d_{r}\right\}$ be the canonical vectors in $\mathbb{R}^{r}$. Define $Y_{l, p_{f}}, Y_{l, p_{t}}, Y_{l, q_{f}}$ and $Y_{l, q_{t}}$ associated with the $l$-th branch from node $i$ to node $j$ as

$$
\begin{align*}
Y_{l, p_{f}} & :=\frac{1}{2}\left(Y_{f}^{*} d_{l} e_{i}^{T}+e_{i} d_{l}^{T} Y_{f}\right), Y_{l, p_{t}}:=\frac{1}{2}\left(Y_{t}^{*} d_{l} e_{j}^{T}+e_{j} d_{l}^{T} Y_{t}\right)  \tag{3}\\
Y_{l, q_{f}} & :=\frac{\mathbf{j}}{2}\left(e_{j} d_{l}^{T} Y_{f}-Y_{f}^{*} d_{l} e_{i}^{T}\right), Y_{l, q_{t}}:=\frac{\mathbf{j}}{2}\left(e_{j} d_{l}^{T} Y_{t}-Y_{t}^{*} d_{l} e_{i}^{T}\right)
\end{align*}
$$

The traditional measurable quantities can be expressed as

$$
\begin{gather*}
\left|v_{k}\right|^{2}=\operatorname{Tr}\left(E_{k} v v^{*}\right)  \tag{4a}\\
p_{k}=\operatorname{Tr}\left(Y_{k, p} v v^{*}\right), \quad q_{k}=\operatorname{Tr}\left(Y_{k, q} v v^{*}\right)  \tag{4b}\\
p_{l, f}=\operatorname{Tr}\left(Y_{l, p_{f}} v v^{*}\right), \quad p_{l, t}=\operatorname{Tr}\left(Y_{l, p_{t}} v v^{*}\right)  \tag{4c}\\
q_{l, f}=\operatorname{Tr}\left(Y_{l, q_{f}} v v^{*}\right), \quad q_{l, t}=\operatorname{Tr}\left(Y_{l, q_{t}} v v^{*}\right) \tag{4d}
\end{gather*}
$$

These equations show that the nodal and line measurements can be expressed as simple quadratic functions of the complex voltage vector $v$. In this paper, we only focus on traditional voltage and power measurements. However, if we have linear PMU measurements (e.g., certain entries of $v$ and $i$ ), they can be regarded as quadratic equations with a zero quadratic term and the results of this paper are all valid in this scenario as well. To proceed with the paper, we lay out several definitions. First, we define the set of measurement matrices based on (2)-(4):

Definition 2.1. Given a power system model $\Omega$ characterized by the tuple $\left(Y, Y_{f}, Y_{t}\right)$ and an index set of measurements $\mathcal{M}=\{1, \ldots, m\}$ specifying $m$ measurements of the form (4), the mapping from the measurement index set to the set of measurement matrices is defined as

$$
\begin{equation*}
C^{\Omega}(\mathcal{M}) \triangleq\left\{M_{j}(\Omega)\right\}_{j \in \mathcal{M}} \tag{5}
\end{equation*}
$$

where each $M_{j}(\Omega)$ corresponds to one of the matrices $E_{k}, Y_{k, p}, Y_{k, q}, Y_{l, p_{f}}, Y_{l, p_{t}}, Y_{l, q_{f}}$, $Y_{l, q_{t}}$ defined in (2) and (3), depending on the type of measurement $j$.

Second, we define the real-valued state vector and the corresponding real-valued matrices. This enables us to solve optimization problems involving complex voltages in the real-domain. The dimension of the real-valued state vector is $2 n-1$ because the voltage angle at the slack/reference bus is fixed to be zero. Accordingly, the matrices also have $2 n-1$ rows and columns.

Definition 2.2. Given a complex-valued state vector $v \in \mathbb{C}^{n}$, define $\bar{v} \triangleq\left[\operatorname{Re}\left\{v[\mathcal{Q}]^{T}\right\} \operatorname{Im}\left\{v[\mathcal{O}]^{T}\right\}\right]^{T} \in \mathbb{R}^{2 n-1}$ as the real-valued state vector of the power system's operating point with $\mathcal{Q}$ denoting the set of all buses and $\mathcal{O}$ indicating the set of all buses except for the slack bus. Furthermore, define $\bar{X} \in \mathbb{S}^{2 n-1}$ as the real-valued symmetrization of $X \in \mathbb{H}^{n}$. To further clarify this notation, note that a general $n \times n$ Hermitian matrix can be mapped into a $(2 n-1) \times(2 n-1)$ real-valued symmetric matrix as follows:

$$
\bar{X}=\left[\begin{array}{cc}
\operatorname{Re}\{X[\mathcal{Q}, \mathcal{Q}]\} & -\operatorname{Im}\{X[\mathcal{Q}, \mathcal{O}]\}  \tag{6}\\
\operatorname{Im}\{X[\mathcal{O}, \mathcal{Q}]\} & \operatorname{Re}\{X[\mathcal{O}, \mathcal{O}]\}
\end{array}\right]
$$

Finally, we define an operator that maps the state vector to the vector of measurement values, and also its Jacobian:

Definition 2.3. Given a system model $\Omega$ and a set of measurements $\mathcal{M}$, define the function $h^{\Omega}(\bar{v}): \mathbb{R}^{2 n-1} \rightarrow \mathbb{R}^{m}$ as the mapping from the real-valued state of the power system to the vector of noiseless measurement values:

$$
\begin{align*}
h^{\Omega}(\bar{v}) & \triangleq\left[\begin{array}{llll}
v^{T} & M_{1}(\Omega) v & \cdots & v^{T} M_{m}(\Omega) v
\end{array}\right]^{T}  \tag{7}\\
& =\left[\begin{array}{lll}
\bar{v}^{T} & \bar{M}_{1}(\Omega) \bar{v} & \cdots
\end{array} \bar{v}^{T} \bar{M}_{m}(\Omega) \bar{v}\right]^{T} \tag{8}
\end{align*}
$$

Furthermore, define $J^{\Omega}(\bar{v}) \in \mathbb{R}^{(2 n-1) \times m}$ to be the Jacobian of $h^{\Omega}(\bar{v})$. In other words,

$$
J^{\Omega}(\bar{v})=2\left[\begin{array}{llll}
\bar{M}_{1}(\Omega) \bar{v} & \bar{M}_{2}(\Omega) \bar{v} & \cdots & \left.\bar{M}_{m}(\Omega) \bar{v}\right] \tag{9}
\end{array}\right.
$$

## 3 Main Results

In this section, we first briefly discuss the most widely used nonlinear least-squares (NLS) state estimation formulation and its limitations. Then, we present the NLAV formulation and provide a theoretical upper bound on the state estimation error obtained by the NLAV problem. Finally, we uncover certain properties of the vector of residual errors and develop a novel algorithm that jointly performs state estimation and topology error detection.

### 3.1 Nonlinear least-squares state estimation

NLS is the most common state estimation technique, which was first proposed by Schweppe [8, 9]. Recent studies have shown that local search algorithms, such as Gauss-Newton, are able to find a global solution of this nonconvex problem in the case where the number of measurements is relatively higher than the degree of the freedom of the system and the measurements are noiseless [14, 15]. Similar to other estimators, this method requires that the system's measurement matrices (see Definition 2.1) be known. However, the model that power system operators use may be different from the true system due to the presence of topological errors arising from faults or recent changes in the switching status
of some lines. The measurements at the vicinity of the incorrectly modeled lines are potentially the outliers, which can impact the solution of the state estimation problem over a large portion of the network. This is due to the incapability of the $\ell_{2}$-norm in dealing with outliers and simulation results supporting this fact are shown in Figure 3 followed by further discussions in Section 4.2. Despite the drawbacks of NLS, the work [26] develops an effective tool for topology error detection using Bayesian-based hypothesis testing and the covariance matrix of the states. The method that we propose in this paper does not require the covariance information but takes advantage of the favorable aspects of $\ell_{1}$-norm minimization.

### 3.2 Proposed NLAV formulation

A line whose presence in the system is misrepresented by the system operator is called erroneous in the remainder of this paper, and the set of all erroneous lines is denoted by $\Xi$. Let $C^{\widetilde{\Omega}}(\mathcal{M})$ be the set of measurement matrices corresponding to the model $\widetilde{\Omega}$ that the power system operator has access to, and $C^{\Omega}(\mathcal{M})$ be the set of measurement matrices corresponding to the true system $\Omega$. Assume that $\Omega$ and $\widetilde{\Omega}$ are sparsely different in the sense that there is a small subset of lines in the system for which the operator misunderstands their on/off statuses. In this work, we only focus on sparse errors for two reasons. If $\Omega$ and $\widetilde{\Omega}$ are relatively different, then the state is not observable from a static set of measurements and dynamic time-stamped data is required. Second, topological errors often occur due to low probability events and it is unlikely that the operator's model be significantly different from the true model. To design an algorithm that jointly performs state estimation and sparse topological error detection, we propose the following optimization problem:

$$
\begin{equation*}
\min _{\bar{v} \in \mathbb{R}^{2 n-1}} f(\bar{v}) \tag{10}
\end{equation*}
$$

where

$$
\begin{equation*}
f(\bar{v})=\bar{v}^{T} \bar{M}_{0} \bar{v}+\rho \sum_{j=1}^{m}\left|\bar{v}^{T} \bar{M}_{j}(\widetilde{\Omega}) \bar{v}-b_{j}\right| \tag{11}
\end{equation*}
$$

and $b_{j}$ is the $j^{\text {th }}$ element of the measurement vector $b \in \mathbb{R}^{m}$ that is

$$
\begin{equation*}
b=h^{\Omega}(\bar{z})+\eta . \tag{12}
\end{equation*}
$$

Here, $\bar{z} \in \mathbb{R}^{2 n-1}$ denotes the true underlying state of the system and $\eta$ is the noise vector. Notice that the measurement values $b$ are based on the true system $\Omega$ and the true system state $\bar{z}$. Also, $M_{0} \in \mathbb{S}^{n}$ is a regularization matrix and $\rho$ is a regularization coefficient. As will be discussed later, these two parameters assist with the convexification of the problem for finding a robust solution using local search algorithms. From here on, we assume that the measurement set $\mathcal{M}$ is observable. A necessary condition for observability is that the Jacobian of the measurement equations (i.e. $J^{\Omega}(\bar{z})$ ) be full row rank [40]. Let $\bar{v}_{*}$ denote
a globally optimal solution of (10), as in

$$
\begin{equation*}
\bar{v}_{*}=\operatorname{argmin}_{\bar{v} \in \mathbb{R}^{2 n-1}} f(\bar{v}) \tag{13}
\end{equation*}
$$

Then, let $\epsilon \in \mathbb{R}^{2 n-1}$ be the state estimation error vector and $r \in \mathbb{R}^{m}$ be the residual error vector, defined as

$$
\begin{gather*}
\epsilon=\bar{v}_{*}-\bar{z}  \tag{14a}\\
r_{j}=\left|\bar{v}_{*}^{T} \bar{M}_{j}(\widetilde{\Omega}) \bar{v}_{*}-b_{j}\right|, \quad \forall j \in \mathcal{M} \tag{14b}
\end{gather*}
$$

The problem (10) aims to push the insignificant residual errors to hard zeros, while some of the $r_{j}$ 's associated with the outlier measurements are expected to remain nonzero. This phenomenon is supported empirically via an example in Figure 3(d). The performance of this estimator has a striking contrast with that of the $\ell_{2}$ minimization (Figure 3(c)) where the residuals are spread out throughout all the measurements. In the remainder of this article, we use this intuition to design an efficient topological error detection algorithm. Note that, similar to the NLS state estimation, the objective function of (10) is nonlinear and nonconvex, which makes local search algorithms prone to falling into spurious local solutions. However, recent studies have shown that increasing the number of redundant measurements helps with reducing the non-convexity of NLS problems and hence, improves the likelihood of finding their global solutions using local search algorithms $[15,14]$. Therefore, having access to many measurements is the key for real-world state estimation problems. This property is expected to hold for the NLAV estimator too, as partially proven in [17]. The risk of becoming stuck at a local optimum is further avoided by starting the algorithm close to the unknown state. This is possible because in power systems, voltage magnitudes are kept close to 1 and voltage angles are maintained to be small. Therefore, choosing the initial point to be the nominal point $\mathbb{1}$ would likely ensure that it is relatively close to the true state.

### 3.3 Estimation error

Given a design matrix $M_{0}$, we intend to prove a theoretical upper bound on the state estimation error obtained by the NLAV problem (10). To this end, it is useful to introduce the concept of dual certificate:
Definition 3.1. Given a positive-semidefinite regularization matrix $M_{0} \in \mathbb{S}^{n}$, a system model $\Omega$, and a set of measurement matrices $C_{\Omega}(\mathcal{M})$, define $H_{\mu}^{\Omega} \triangleq M_{0}+\sum_{j=1}^{m} \mu_{j} M_{j}(\Omega)$. A vector $\mu \in \mathbb{R}^{m}$ is called a dual certificate for the voltage vector $v \in \mathbb{C}^{n}$ of the system model $\Omega$ if it satisfies the following three conditions:

$$
\begin{equation*}
H_{\mu}^{\Omega} \succeq 0, \quad H_{\mu}^{\Omega} v=0, \quad \operatorname{rank}\left\{H_{\mu}^{\Omega}\right\}=n-1 \tag{15}
\end{equation*}
$$

In essence, the existence of a dual certificate ensures that the second-smallest eigenvalue of $H_{\mu}^{\Omega}$ is strictly positive, which enables us to derive an upper-bound of the form presented in the following theorem.


Figure 1: (a) A power network, (b) the state estimation error graph $\mathcal{S}$, (c) the extended state estimation error graph $\widetilde{\mathcal{S}}$, and (d) the line residual graph $\mathcal{R}^{L}$. Unsolvable nodes are marked with red crosses, the blue line is the only erroneous line, and the dotted lines correspond to the edges added to $\mathcal{S}$ to obtain $\widetilde{\mathcal{S}}$. The graphic of the node residual graph $\mathcal{R}^{N}$ is omitted.

Theorem 3.1. Suppose that the power system operator has a network model $\widetilde{\Omega}$ and a set $\mathcal{M}$ of measurement indices. For this model, assume that there exists a dual certificate $\mu$ for the true state vector $z$. Also, consider a parameter $\rho$ satisfying the inequality $\rho \geq \max _{j \in \mathcal{M}}\left|\mu_{j}\right|$. Then, there exists a real-valued scalar $\beta$ such that

$$
\begin{equation*}
\frac{\left\|\bar{v}_{*}-\beta \cdot \bar{z}\right\|_{2}^{2}}{\left\|\bar{v}_{*}\right\|_{2}} \leq \sqrt{\frac{4 n \cdot g(\bar{z}, \eta, \rho)}{\lambda_{2}\left(H_{\mu}^{\widetilde{\Omega}}\right)}} \tag{16}
\end{equation*}
$$

where $g(\bar{z}, \eta, \rho)$ is equal to

$$
\begin{equation*}
\rho\left[\sum_{j \in \mathcal{N}}\left|\bar{z}^{T}\left(\bar{M}_{j}(\Omega)-\bar{M}_{j}(\widetilde{\Omega})\right) \bar{z}\right|+\sum_{j=1}^{m}\left|\eta_{j}\right|\right] \tag{17}
\end{equation*}
$$

By recalling that $\bar{z}$ and $\bar{v}_{*}$ are, respectively, the true and recovered states of the system, the above inequality quantitatively bounds the error of the state estimation. There are several important characteristics of this bound.

First, if there is no topology error and the measurements are noiseless, NLAV recovers a high-quality solution if not the actual state. On the other hand, if there are topology error and measurement noise, the upper bound for the state estimation error increases proportionally to the number of topology errors and the magnitude of noise. Furthermore, the upper-bound is a decreasing function of the second smallest eigenvalue of the matrix


Figure 2: A diagram showing the relationship between different subgraphs. Each rectangle represents the intersection between two different sets. For example, the upper-left rectangle represents $\Xi \cap \widetilde{\mathcal{S}} . \mathcal{R}^{N}$ is equivalent to the gray-colored area.
$H_{\mu}^{\widetilde{\Omega}}$, which acts as the Laplacian of a weighted graph obtained from the power network. The second smallest eigenvalue of this matrix, also called the algebraic connectivity [36], is a parameter that measures how well connected a weighted graph is. For example, a complete graph has the algebraic connectivity of $n$ while this value is equal to 2 for a star graph and $2\left(1-\cos \frac{\pi}{n}\right)$ for a path graph (where $n$ denotes the number of nodes in the graph). In the special case when $M_{0}$ reflects the connectivity of the original network $\mathcal{G}$ (i.e., $i \neq j$ and $(i, j) \notin \mathcal{E} \Longrightarrow M_{0}(i, j)=0$ ), the second smallest eigenvalue of $H_{\mu}^{\widetilde{\Omega}}$ represents the algebraic connectivity of the original network with different weights assigned to different edges. Finally, note that the bound in equation (16) does not guarantee a unique solution of the NLAV. For conditions that guarantee the uniqueness of solution, the reader is referred to Theorem 3.3.

### 3.4 Sparse suspect-subgraph

As shown above, the quality of the state estimation deteriorates under the presence of topological errors. Our approach for detecting and correcting these topological errors can be summarized as follows. First, we solve $(10)$ and use the pattern of the nonzero residuals errors to find a (small) subset of lines that are potentially erroneous in the model. We call this subset the suspect-subgraph, which we then efficiently search through to identify the topological errors. This is followed by a correction of the model and a re-estimation of the system states. To formalize this approach, we first introduce some relevant subgraphs.

Definition 3.2. A node $i \in \mathcal{V}$ is called unsolvable if $\epsilon_{i}$ is nonzero. On the other hand, if $\epsilon_{i}$ is zero, node $i$ is called solvable. Define the following four induced subgraphs ${ }^{2}$ of $\mathcal{G}$ :

1) The state estimation error graph $\mathcal{S}\left(\mathcal{V}_{\mathcal{S}}, \mathcal{E}_{\mathcal{S}}\right)$ is such that $\mathcal{V}_{\mathcal{S}}$ is the set of unsolvable nodes.

[^1]2) The extended state estimation error graph $\widetilde{\mathcal{S}}\left(\mathcal{V}_{\widetilde{\mathcal{S}}}, \mathcal{E}_{\widetilde{\mathcal{S}}}\right)$ is such that $\mathcal{V}_{\widetilde{\mathcal{S}}}$ includes all nodes in $\mathcal{V}_{\mathcal{S}}$ and also those nodes that are adjacent to any node in $\mathcal{V}_{\mathcal{S}}$.
3) The node residual graph $\mathcal{R}^{N}\left(\mathcal{V}_{\mathcal{N}}, \mathcal{E}_{\mathcal{N}}\right)$ is such that $\mathcal{V}_{\mathcal{N}}$ is the set of nodes whose associated entries in $r$ are nonzero.
4) The line residual graph $\mathcal{R}^{L}\left(\mathcal{V}_{\mathcal{L}}, \mathcal{E}_{\mathcal{L}}\right)$ is such that $\mathcal{V}_{\mathcal{L}}$ is the set of nodes that are either at the 'from' or 'to' end of a line whose associated entry in $r$ is nonzero.

In order to help the reader visualize the different subgraphs, we illustrate Definition 3.2 for a small system in Figure 9. In Theorem 3.2, we reveal how the set of erroneous lines, namely $\Xi$, relates to these subgraphs.

Theorem 3.2. Suppose that the noise vector $\eta$ is zero. In addition, assume that there do not exist any two distinct vectors of voltages resulting in the same measurement values, i.e.,

$$
\begin{equation*}
\bar{x} \neq \bar{y} \Longrightarrow\left\|h^{\Omega}(\bar{x})-h^{\Omega}(\bar{y})\right\|_{1} \neq 0 \tag{18}
\end{equation*}
$$

Then,

$$
\begin{equation*}
\mathcal{R}^{L} \subseteq\left(\Xi^{c} \cap \widetilde{\mathcal{S}}\right) \tag{19}
\end{equation*}
$$

Moreover, if no two erroneous lines share the same node, the following statements hold:

$$
\begin{equation*}
\mathcal{R}^{N}=\widetilde{\mathcal{S}} \cup \Xi \tag{20}
\end{equation*}
$$

The relationships between different subgraphs are illustrated in Figure2, It is important to note that due to the sparsity of the state estimation error (as shown in Figure 3(b)) and the sparsity assumption on $\Xi$, most lines belong to the set $\widetilde{\mathcal{S}}^{c} \cap \Xi^{c}$. From the diagram, we can also easily infer that $\Xi \subseteq\left(\mathcal{R}^{N} \backslash \mathcal{R}^{L}\right) \subseteq\left(\widetilde{\mathcal{S}}^{c} \cap \Xi^{c}\right)^{c}$. Therefore, the practical benefit of Theorem 3.2 is that it enables us to develop a technique for efficiently detecting topological errors by searching over a small subgraph of the original power network. We call this small subgraph, namely ( $\mathcal{R}^{N} \backslash \mathcal{R}^{L}$ ), the suspect-subgraph.

### 3.5 Algorithm

Based on the above results, we propose Algorithm 1 for topological error detection. This algorithm initializes the set of detected erroneous lines, denoted by $\mathcal{D}_{L}$, with the empty set. Then, the algorithm searches over all branches in the suspect-subgraph ( $\mathcal{R}^{N} \backslash \mathcal{R}^{L}$ ), and evaluates the effect of the presence of each line on the accuracy of the solution. In doing so, the proposed method switches the line off if it is on in the model and vice versa, updates the model based on this change, and re-solves the NLAV problem with the updated model. If the norm of residual errors is decreased, the line is added to $\mathcal{D}_{L}$; otherwise, the change of line status is rejected and the algorithm proceeds to check the next line or terminates if all lines of ( $\mathcal{R}^{N} \backslash \mathcal{R}^{L}$ ) have already been evaluated. Justification for using such an algorithm is provided in the Appendix section 6.4. Algorithm 1 summarizes the proposed topological error detection method.

```
Algorithm 1 Subgraph search algorithm
    Given: Hypothetical model \(\widetilde{\Omega}\) and measurement vector \(b\)
    Initialize: Set \(\mathcal{D}_{L}=\emptyset, \epsilon>0, \delta>0, \mu>0\)
and calculate \(\mathcal{C}_{\widetilde{\Omega}}(\mathcal{M})\) using Definition 2.1 .
    1. Solve NLAV problem 10 with \(\widetilde{\Omega}, \mathcal{C}_{\widetilde{\Omega}}(\mathcal{M})\) and \(b\), and calculate the residual \(r\)
    based on equation 14 b .
    2. Construct the suspect-subgraph \(\left(\mathcal{R}^{N} \backslash \mathcal{R}^{L}\right)\).
    3. Set \(r^{t} \leftarrow r\).
    while \(\left\|r^{t}\right\|_{2}>\delta\) do
        \(\Omega^{t} \leftarrow \widetilde{\Omega}\).
        for line \(l \in\left(\mathcal{R}^{N} \backslash \mathcal{R}^{L}\right)\) do
            Update \(\Omega^{t}\) to \(\Omega^{t^{\prime}}\) by changing the on/off status of \(l\).
            Re-solve with \(\Omega^{t^{\prime}}, \mathcal{C}_{\Omega^{t^{\prime}}}(\mathcal{M})\) and \(b\) to obtain the outputs \(\bar{v}_{*}^{\text {update }}\) and \(r^{\text {update }}\)
            if \(\left\|r^{u p d a t e}\right\|_{2}<\left\|r^{t}\right\|_{2}\) then
                Add \(l\) to \(\mathcal{D}_{L}\) and set \(\widetilde{\Omega} \leftarrow \Omega^{t^{\prime}}, r^{t} \leftarrow r^{u p d a t e}\).
            end if
        end for
    end while
    4. Return \(\bar{v}_{*}^{\text {update }}\) and \(\mathcal{D}_{L}\)
```


### 3.6 Unpenalized NLAV estimator and unique solution

After all the topological errors have been detected and fixed, a final state estimation based on the correct network topology can be performed. However, this does not necessarily guarantee a recovery of the true state $\bar{z}$. In this subsection, we disregard the regularization term $M_{0}$ for simplicity and call this the unpenalized NLAV problem (in other words, we set $M_{0}$ to 0 ). Without prior knowledge of the state, designing a favorable $M_{0}$ penalty term could be difficult, in which case setting $M_{0}$ to zero makes logical sense. Theorem 3.3 provides a sufficient condition under which the unpenalized NLAV problem has a unique solution. Since without $M_{0}$, the state estimation error bound provided in Theorem 3.1 is no longer valid, Theorem 3.3 also provides a new bound.

Definition 3.3. Given a system model $\Omega$ and a set of measurements $\mathcal{M}$, define the linear map $\mathcal{A}^{\Omega}: \mathbb{R}^{n \times n} \rightarrow \mathbb{R}^{m}$ as

$$
\begin{equation*}
\mathcal{A}^{\Omega}(X)=\left[\left\langle M_{1}(\Omega), X\right\rangle \cdots\left\langle M_{m}(\Omega), X\right\rangle\right]^{T} \tag{21}
\end{equation*}
$$

Theorem 3.3. Given the true network model $\Omega$ and the measurement set $\mathcal{M}=\{1, \ldots, m\}$, let $\mathcal{A}^{\Omega}$ be the mapping as defined in Definition 3.3. Then, $\bar{v}^{*}$ obtained from solving the


Figure 3: Noiseless state estimation error for (a) NLS, (b) NLAV; and residuals for (c) NLS, (d) NLAV. Note that in (c) and (d), the $x$-axis shows the measurement tag, which is not the same as the node or line number due to a random selection of line measurements.

NLAV problem (10) with $M_{0}=0$ satisfies:

$$
\begin{equation*}
\left\|\bar{v}_{*} \bar{v}_{*}^{T}-\bar{z} \bar{z}^{T}\right\|_{F} \leq \frac{2}{t}\|\eta\|_{1} \tag{22}
\end{equation*}
$$

where $t$ is defined as the optimal objective value of the following optimization problem:

$$
\begin{align*}
& \min _{K \in \mathbb{S}^{\mathbb{N}}}\left\|\mathcal{A}^{\Omega}(K)\right\|_{2} \\
& \text { s.t. } \quad \operatorname{rank}(K)=2, \quad\|K\|_{F}=1 \tag{23}
\end{align*}
$$

It is straightforward to verify that $t>0$ if and only if there does not exist any set of noiseless measurements for the model $\Omega$ that leads to non-unique exact solutions. In other words, if $t>0$, any global optimal of the NLAV is the true state that we wish to find (note that this applies when all topological errors have been detected and fixed). Therefore, $t$ can be viewed as a quantification of the measurements' quality for finding a unique solution of the over-determined power flow equations. In addition, if $t>0$, then
condition(18) is implied.
Recently, there has been some study on the connection between the property of no spurious local minima and the restricted isometry property (RIP). A linear map $\mathcal{A}$ : $\mathbb{R}^{n \times n} \rightarrow \mathbb{R}^{m}$ is said to satisfy $\left(r, \delta_{r}\right)$-RIP with constant $0 \leq \delta_{r}<1$ if there exists $p>0$ such that for all rank- $r$ matrices $X:\left(1-\delta_{r}\right)\|X\|_{F}^{2} \leq \frac{1}{p}\|\mathcal{A}(X)\|^{2} \leq\left(1+\delta_{r}\right)\|X\|_{F}^{2}$. If $\mathcal{A}$ satisfies $\left(2 r, \delta_{2 r}\right)$-RIP with $\delta_{2 r}<1$, then finding a global optimum constitutes exact recovery of the state [29]. However, this does not exclude the existence of spurious local minima (local minima that are not globally optimal), which can be problematic when using local search algorithms. In order to guarantee no spurious local minima, $\mathcal{A}$ suffices to satisfy $\left(2 r, \delta_{2 r}\right)$-RIP with $\delta_{2 r}<0.2$, which is a strict condition [28]. A milder condition on RIP for structured mappings (such as power subsystems) has been developed in [41]. The parameter $t$ introduced above is clearly related to the RIP constant. In fact, $t>0$ is equivalent to having $\delta_{2 r}<1$, which implies that there is a unique global solution.

## 4 Simulation Results

In order to evaluate the efficacy of the proposed NLAV algorithm for detecting topological errors, this section presents numerical simulations on the IEEE 57-bus system. To run the simulations, we use MATPOWER data along with the MATLAB fmincon function as the local search algorithm.

### 4.1 Simulation setup

In this study we focus on two types of topological errors. Type I error is when a transmission line is switched off in the true system while it is switched on in the hypothetical model that is accessible to the power system operator; Type II error is when a branch is switched on in the true model while it is switched off in the hypothetical model. Our numerical evaluations consist of multiple cases where we vary the number of erroneous lines and the percentage of line measurements that are available. The procedure of running the simulations is as follows: (1) For a given number of erroneous lines and line measurement percentage, we run 20 simulations; (2) In each simulation the erroneous lines are randomly chosen and checked to ensure that they satisfy the system's observability and that they do not share common buses; (3) The type of topological error is also randomly assigned to each selected erroneous line; (4) In all simulations full nodal measurements ( $p_{k}, q_{k}$ and $\left|v_{k}\right|$ ) are considered; (5) The line measurements are randomly selected from the intact lines and no measurements are taken from the erroneous ones; (6) To generate a legitimate state, we assume that the voltage magnitudes are close to unity and the angles are small.

In order to assess the performance of the algorithm, we calculate the true/false positive rates and the suspect rate as:

$$
\begin{equation*}
\text { True positive rate }=\left|\mathcal{D}_{L} \cap \Xi\right| /|\Xi| \tag{24a}
\end{equation*}
$$



Figure 4: Simulation results on the IEEE 57-bus system. Each value represents the average over 20 simulations.

$$
\begin{align*}
& \text { False positive rate }=\left|\mathcal{D}_{L} \cap \Xi^{c}\right| /|\Xi|  \tag{24b}\\
& \text { Suspect rate }=\left|\left(\mathcal{R}_{N} \backslash \mathcal{R}^{L}\right) \cap \Xi\right| /|\Xi| \tag{24c}
\end{align*}
$$

Finally, we also report the number of lines that the algorithm checks before termination, which is simply the cardinality of the set $\left(\mathcal{R}_{N} \backslash \mathcal{R}^{L}\right)$.

### 4.2 Example: Sparse residuals for NLAV

Before analyzing the bulk of simulations data, we focus on a single example to graphically illustrate the ideas discussed in Section 3. This example is under a scenario with two erroneous lines (lines 8 and 67) and 30\% line measurements. Figures 3(a) and 3(c) show the state estimation errors and residuals of NLS when topological errors exist. It follows from these plots that there is a lack of sparsity pattern, and the high peaks are not even
associated with the end points of the erroneous lines. This implies that one needs to search over all possible combinations of lines to find the erroneous ones, which is numerically intractable for large systems. In contrast, the state estimation errors and the residuals after the first run of the NLAV are shown in Figure 3(b) and 3(d). The highest peaks of the residual vector in this plot correspond to the nodes/lines that are directly connected to the erroneous lines. This implies that the erroneous lines can be found by searching over only the lines that are associated with the highest peaks of the residual vector. By doing so, as stated in Algorithm 1, both erroneous lines are correctly detected without any false positive detection. In the following subsection, we present a summary of the extensive simulations conducted on the IEEE 57-bus system.

### 4.3 57-bus system

For the 57 -bus system, we consider $\{1,3, \ldots, 15\}$ as the discretized range for the possible number of erroneous lines and $\{0 \%, 10 \%, 20 \%, \ldots, 100 \%\}$ as the discretized range for the possible line measurement percentage. Combining these two sets gives the total of 88 scenarios for this system.

Figure 4 shows heat maps of the performance statistics for the above-mentioned 88 scenarios. Figure 4(c) shows that an erroneous line is in the suspect subgraph with high probability. In fact, all of the values are above 0.98 , which illustrates that the assumptions made in Theorem 3.2 are reasonable. Figure 4(a) implies that Algorithm 1 is able to detect most of the erroneous lines given a sufficient number of measurements, and Figure 4(b) indicates that there is close to zero false positives. We can also see that detecting topological errors becomes more difficult as the number of such errors grows. However, note that the number of lines that need to be checked grows only linearly with respect to the number of erroneous lines. More specifically, Figure 4(d) shows that the number of lines to be checked is approximately twice the number of erroneous lines. These results imply that the proposed algorithm is capable of accurately detecting topological errors and therefore provides a tool for robust state estimation if the number of measurements is large enough.

## 5 Conclusion

This paper proposes a new technique to solve the state estimation problem for power systems in the presence of a modest number of topological errors and to detect such modeling errors. The developed method minimizes a nonconvex function of the $\ell_{1}$-norm of the state estimation residual errors plus a convex quadratic penalty term. It is shown that, under mild conditions, the proposed method can efficiently detect the topological errors by searching over the lines of a (small) suspect-subgraph of the network inferred by the solution of the estimator. Two upper bounds are derived on the estimation errors, and the results are demonstrated on a benchmark system.

## 6 Appendix

### 6.1 Proof of Theorem 1

Before going into the proof, we impose the following two conditions for $M_{0}$ :
Assumption 1. The regularizer matrix $M_{0}$ satisfies the following properties:

1. $M_{0} \succeq 0$
2. $M_{0} \cdot \mathbb{1}=0$

Also, we define the set of erroneous measurements:
Definition 6.1. Define $\mathcal{N} \in \mathcal{M}$ as the set of indices of the measurements that correspond to the erroneous lines.

Consider the NLAV problem (10). One can create lower and upper bounds on the optimal objective value as follows:

$$
\begin{aligned}
& \bar{v}_{*}^{T} \bar{M}_{0} \bar{v}_{*}+\rho \sum_{j=1}^{m}\left|\bar{v}_{*}^{T} \bar{M}_{j}(\widetilde{\Omega}) \bar{v}_{*}-\bar{z}^{T} \bar{M}_{j}(\Omega) \bar{z}\right|-\rho \sum_{j=1}^{m}\left|\eta_{j}\right| \\
& \stackrel{(a)}{\leq} \bar{v}_{*}^{T} \bar{M}_{0} \bar{v}_{*}+\rho \sum_{j=1}^{m}\left|\bar{v}_{*}^{T} \bar{M}_{j}(\widetilde{\Omega}) \bar{v}_{*}-\bar{z}^{T} \bar{M}_{j}(\Omega) \bar{z}-\eta_{j}\right| \\
& \stackrel{(b)}{\leq} \bar{z}^{T} \bar{M}_{0} \bar{z}+\rho \sum_{j=1}^{m}\left|\bar{z}^{T} \bar{M}_{j}(\widetilde{\Omega}) \bar{z}-\bar{z}^{T} \bar{M}_{j}(\Omega) \bar{z}-\eta_{j}\right| \\
& \stackrel{(c)}{\leq} \bar{z}^{T} \bar{M}_{0} \bar{z}+\rho \sum_{j \in \mathcal{N}}\left|\bar{z}^{T} \bar{M}_{j}(\widetilde{\Omega}) \bar{z}-\bar{z}^{T} \bar{M}_{j}(\Omega) \bar{z}\right|+\rho \sum_{j=1}^{m}\left|\eta_{j}\right|
\end{aligned}
$$

where (a) is due to the triangle inequality and (b) is due to the optimality of $v_{*}$. The equality (c) follows from $\bar{M}_{j}(\widetilde{\Omega})=\bar{M}_{j}(\Omega)$ whenever $j \notin \mathcal{N}$. Combining the above lower and upper bounds leads to

$$
\begin{align*}
& \bar{v}_{*}^{T} \bar{M}_{0} \bar{v}_{*}-\bar{z}^{T} \bar{M}_{0} \bar{z}+\rho \sum_{j=1}^{m}\left|\bar{v}_{*}^{T} \bar{M}_{j}(\widetilde{\Omega}) \bar{v}_{*}-\bar{z}^{T} \bar{M}_{j}(\Omega) \bar{z}\right| \\
& \leq \rho \sum_{j \in \mathcal{N}}\left|\bar{z}^{T} \bar{M}_{j}(\widetilde{\Omega}) \bar{z}-\bar{z}^{T} \bar{M}_{j}(\Omega) \bar{z}\right|+2 \rho \sum_{j=1}^{m}\left|\eta_{j}\right| \tag{25}
\end{align*}
$$

By adding and subtracting $\bar{z}^{T} \bar{M}_{j}(\widetilde{\Omega}) \bar{z}$ in the absolute value of the left-hand side, one can
write:

$$
\begin{align*}
& \bar{v}_{*}^{T} \bar{M}_{0} \bar{v}_{*}-\bar{z}^{T} \bar{M}_{0} \bar{z}+\rho \sum_{j=1}^{m}\left|\bar{v}_{*}^{T} \bar{M}_{j}(\widetilde{\Omega}) \bar{v}_{*}-\bar{z}^{T} \bar{M}_{j}(\widetilde{\Omega}) \bar{z}\right| \\
& \leq 2 \rho\left\{\sum_{j \in \mathcal{N}}\left|\bar{z}^{T}\left(\bar{M}_{j}(\widetilde{\Omega})-\bar{M}_{j}(\Omega)\right) \bar{z}\right|+\sum_{j=1}^{m}\left|\eta_{j}\right|\right\}=2 g(\bar{z}, \eta, \rho) \tag{26}
\end{align*}
$$

Now, consider the following optimization problem that serves as a tool for deriving a lower bound:

$$
\min _{y} \bar{v}_{*}^{T} \bar{M}_{0} \bar{v}_{*}-\bar{z}^{T} \bar{M}_{0} \bar{z}+\rho \sum_{j=1}^{m}\left|\bar{v}_{*}^{T} \bar{M}_{j}(\widetilde{\Omega}) \bar{v}_{*}-\bar{z}^{T} \bar{M}_{j}(\widetilde{\Omega}) \bar{z}\right|
$$

Here $y$ is a fictitious variable with a dimension of choice, and we call the objective of the above problem as $f$. By introducing a new variable $t \in \mathbb{R}^{m}$, an equivalent formulation can be written as

$$
\begin{array}{lll}
\min _{t} & \bar{v}_{*}^{T} \bar{M}_{0} \bar{v}_{*}-\bar{z}^{T} \bar{M}_{0} \bar{z}+\rho \sum_{j=1}^{m} t_{j} & \\
\text { s.t. } & \bar{v}_{*}^{T} \bar{M}_{j}(\widetilde{\Omega}) \bar{v}_{*}-\bar{z}^{T} \bar{M}_{j}(\widetilde{\Omega}) \bar{z} \leq t_{j}, \quad \forall j \in \mathcal{M}  \tag{27}\\
& -\bar{v}_{*}^{T} \bar{M}_{j}(\widetilde{\Omega}) \bar{v}_{*}+\bar{z}^{T} \bar{M}_{j}(\widetilde{\Omega}) \bar{z} \leq t_{j}, \quad \forall j \in \mathcal{M}
\end{array}
$$

Let $p_{j}^{+}$'s and $p_{j}^{-\prime}$ 's be the nonnegative Lagrange multipliers for the first and second sets of constraints. The Lagrangian can be written as

$$
\begin{align*}
\mathcal{L}\left(t, p^{+}, p^{-}\right) & =\bar{v}_{*}^{T} \bar{M}_{0} \bar{v}_{*}-\bar{z}^{T} \bar{M}_{0} \bar{z}+\sum_{j=1}^{m}\left(\rho-p_{j}^{+}-p_{j}^{-}\right) t_{j} \\
& +\sum_{j=1}^{m}\left\{\left(p_{j}^{+}-p_{j}^{-}\right)\left(\bar{v}_{*}^{T} \bar{M}_{j}(\widetilde{\Omega}) \bar{v}_{*}-\bar{z}^{T} \bar{M}_{j}(\widetilde{\Omega}) \bar{z}\right)\right\} \tag{28}
\end{align*}
$$

By defining $d\left(p^{+}, p^{-}\right)=\min _{t} \mathcal{L}\left(t, p^{+}, p^{-}\right)$and noting that $p_{j}^{+}+p_{j}^{-}=\rho$ for every $j \in \mathcal{M}$ at optimality, we have

$$
\begin{equation*}
d\left(p^{+}, p^{-}\right)=\bar{v}_{*}^{T}\left(\bar{M}_{0}+\sum_{j=1}^{m}\left(p_{j}^{+}-p_{j}^{-}\right) \bar{M}_{j}(\widetilde{\Omega})\right) \bar{v}_{*}-\bar{z}^{T}\left(\bar{M}_{0}+\sum_{j=1}^{m}\left(p_{j}^{+}-p_{j}^{-}\right) \bar{M}_{j}(\widetilde{\Omega})\right) \bar{z} \tag{29}
\end{equation*}
$$

Note that $d\left(p^{+}, p^{-}\right)$gives a lower bound on $f$. By assumption, there exists a dual certificate $\mu \in \mathbb{R}^{m}$. We can find a set of vectors $p_{*}^{+}$and $p_{*}^{-}$such that they satisfy the previous constraint $p_{*}^{+}+p_{*}^{-}=\rho \cdot \mathbb{1}$ and also a new constraint $p_{*}^{+}-p_{*}^{-}=\mu$. Then,
$d\left(p_{*}^{+}, p_{*}^{-}\right)$also gives a lower bound to $f$. Using the fact that $H_{\mu}^{\widetilde{\Omega}} z=0$ and defining $X=\bar{v}_{*} \bar{v}_{*}^{T}$, we can establish the following:

$$
\begin{equation*}
d\left(p_{*}^{+}, p_{*}^{-}\right)=\bar{v}_{*}^{T} H_{\mu}^{\widetilde{\Omega}} \bar{v}_{*}-\bar{z}^{T} H_{\mu}^{\tilde{\Omega}} \bar{z}=\operatorname{Tr}\left\{H_{\mu}^{\widetilde{\Omega}} \bar{v}_{*} \bar{v}_{*}^{T}\right\}=\operatorname{Tr}\left\{H_{\mu}^{\tilde{\Omega}} X\right\} \tag{30}
\end{equation*}
$$

The rest of the proof can be adopted from [45] (Appendix, Proof of Theorom 2). Consider an eigen-decomposition of $H_{\mu}^{\widetilde{\Omega}}=U \Lambda U^{T}$, where $\Lambda=\operatorname{diag}\left(\lambda_{2 n-1}, \ldots, \lambda_{1}\right)$ such that $\lambda_{2 n-1} \geq \cdots \geq \lambda_{1}$ and $U$ is a unitary matrix whose columns are the corresponding eigenvectors. Define

$$
\breve{X}:=\left[\begin{array}{ll}
\widetilde{X} & \widetilde{x}  \tag{31}\\
\widetilde{x}^{T} & \alpha
\end{array}\right]=U^{T} X U
$$

where $\widetilde{X}$ is the $(2 n-2)^{\text {th }}$-order leading principle submatrix of $\breve{X}, \widetilde{x}$ is the $(2 n-2) \times 1$ leftover vector and $\alpha$ is a scalar. It is known that

$$
\begin{equation*}
\operatorname{Tr}\left(H_{\mu}^{\widetilde{\Omega}} X\right)=\operatorname{Tr}\left(U \Lambda U^{T} U \breve{X} U^{T}\right)=\operatorname{Tr}(\Lambda \breve{X}) \geq \lambda_{2}\left(H_{\mu}^{\tilde{\Omega}}\right) \operatorname{Tr}(\widetilde{X}) \tag{32}
\end{equation*}
$$

Combining (32) and (26) leads to

$$
\begin{equation*}
\operatorname{Tr}(\widetilde{X}) \leq 2 \cdot g(\bar{z}, \eta, \rho) / \lambda_{2}\left(H_{\mu}^{\tilde{\Omega}}\right) \tag{33}
\end{equation*}
$$

Define $\widetilde{z}=\bar{z} /\|\bar{z}\|_{2}$ and $\widetilde{v}_{*}=\bar{v}_{*} /\left\|\bar{v}_{*}\right\|_{2}$. Since $H_{\mu}^{\widetilde{\Omega}}$ is positive-semidefinite and the eigenvector corresponding to the smallest eigenvalue (i.e. zero) is $\bar{z}$, the matrix $X$ can be decomposed as

$$
X=U \breve{X} U^{T}=\left[\begin{array}{ll}
\widetilde{U} & \widetilde{z}
\end{array}\right]\left[\begin{array}{cc}
\widetilde{X} & \widetilde{x}  \tag{34}\\
\widetilde{x}^{T} & \alpha
\end{array}\right]\left[\begin{array}{c}
\widetilde{U}^{T} \\
\widetilde{z}^{T}
\end{array}\right]=\widetilde{U} \widetilde{X} \widetilde{U}^{T}+\widetilde{U} \widetilde{x} \widetilde{z}^{T}+\widetilde{z} \widetilde{x}^{T} \widetilde{U}^{T}+\alpha \widetilde{z} \widetilde{z}^{T}
$$

Since $\breve{X} \succeq 0$, Schur complement dictates the relationship $\widetilde{X}-\alpha^{-1} \widetilde{x} \widetilde{x}^{T} \succeq 0$. Using the fact that $\alpha=\operatorname{Tr}(X)-\operatorname{Tr}(\widetilde{X})$, one can write

$$
\begin{equation*}
\|\widetilde{x}\|_{2}^{2} \leq \alpha \operatorname{Tr}(\widetilde{X})=\operatorname{Tr}(X) \operatorname{Tr}(\widetilde{X})-\operatorname{Tr}^{2}(\widetilde{X}) \tag{35}
\end{equation*}
$$

Therefore,

$$
\begin{align*}
\left\|X-\alpha \widetilde{z} \widetilde{z}^{T}\right\|_{F}^{2} & =\left\|\widetilde{U} \widetilde{X} \widetilde{U}^{T}+\widetilde{U} \widetilde{x} \widetilde{z}^{T}+\widetilde{z} \widetilde{x}^{T} \widetilde{U}^{T}\right\|_{F}^{2} \stackrel{(d)}{=}\left\|\widetilde{U} \widetilde{X} \widetilde{U}^{T}\right\|_{F}^{2}+2\left\|\widetilde{z} \widetilde{x}^{T} \widetilde{U}^{T}\right\|_{F}^{2} \\
& \stackrel{(e)}{=}\|\widetilde{X}\|_{F}^{2}+2\|\widetilde{x}\|_{2}^{2} \leq\|\widetilde{X}\|_{F}^{2}-2 \operatorname{Tr}^{2}(\widetilde{X})+2 \operatorname{Tr}(X) \operatorname{Tr}(\widetilde{X}) \\
& \stackrel{(f)}{\leq} 2 \operatorname{Tr}(X) \operatorname{Tr}(\widetilde{X}) \stackrel{(g)}{\leq} \frac{4 g(\bar{z}, \eta, \rho)}{\lambda_{2}\left(H_{\mu}^{\widetilde{\Omega}}\right)} \operatorname{Tr}(X) \tag{36}
\end{align*}
$$

where (d) follows from the fact that $\widetilde{U} * \widetilde{z}=0$, (e) is due to $\widetilde{U}^{T} \widetilde{U}=I_{2 n-2}$ and (f) comes from the fact that $\|\widetilde{X}\|_{F} \leq \operatorname{Tr}(\widetilde{X})$. Finally, (g) results from substituting equation (33).

Plugging back in $X=\bar{v}_{*} \bar{v}_{*}^{T}$ yields that

$$
\begin{equation*}
\left\|X-\alpha \widetilde{z} \widetilde{z}^{T}\right\|_{F}^{2}=\left\|\bar{v}_{*} \bar{v}_{*}^{T}-\frac{\alpha}{\|\bar{z}\|_{2}^{2}} \bar{z}^{T}\right\|_{F}^{2} \leq \frac{4 g(\bar{z}, \eta, \rho)}{\lambda_{2}\left(H_{\mu}^{\widetilde{\Omega}}\left(\bar{M}_{0}\right)\right)} \operatorname{Tr}\left(\bar{v}_{*} \bar{v}_{*}^{T}\right) \tag{37}
\end{equation*}
$$

By defining $\beta=\alpha /\|\bar{z}\|_{2}^{2}$ and realizing that $\operatorname{Tr}\left(\bar{v}_{*} \bar{v}_{*}^{T}\right)=\left\|\bar{v}_{*}\right\|_{2}^{2}$, the above inequality reduces to

$$
\begin{equation*}
\left\|\bar{v}_{*} \bar{v}_{*}^{T}-\beta \bar{z} \bar{z}^{T}\right\|_{F}^{2} \leq \frac{4 g(\bar{z}, \eta, \rho)}{\lambda_{2}\left(H_{\mu}^{\widetilde{\Omega}}\left(\bar{M}_{0}\right)\right)}\left\|\bar{v}_{*}\right\|_{2}^{2} \tag{38}
\end{equation*}
$$

By notational simplicity, we denote $x(i)$ as the $i$-th element of a vector $x$. Notice that

$$
\begin{align*}
\left\|\bar{v}_{*} \bar{v}_{*}^{T}-\beta \bar{z} \bar{z}^{T}\right\|_{F} & =\sqrt{\sum_{i, j}\left[\bar{v}_{*}(i) \bar{v}_{*}(j)-\beta \cdot \bar{z}(i) \bar{z}(j)\right]^{2}} \geq \sqrt{\sum_{i}\left[\bar{v}_{*}(i)^{2}-\beta \cdot \bar{z}(i)^{2}\right]^{2}} \\
& \geq \sqrt[(h)]{\sum_{i}\left[\bar{v}_{*}(i)-\beta \cdot \bar{z}(i)\right]^{4}} \stackrel{(i)}{\geq} \frac{1}{\sqrt{n}} \sum_{i}\left[\bar{v}_{*}(i)-\beta \cdot \bar{z}(i)\right]^{2} \\
& =\frac{1}{\sqrt{n}}\left\|\bar{v}_{*}-\beta \cdot \bar{z}\right\|_{2}^{2} \tag{39}
\end{align*}
$$

where (h) and (i) are due to Cauchy-Schwarz and Holder's inequality, respectively. Now combining this inequality with (38) leads to

$$
\left\|\bar{v}_{*}-\beta \cdot \bar{z}\right\|_{2}^{2} \leq \sqrt{n} \cdot\left\|\bar{v}_{*} \bar{v}_{*}^{T}-\beta \bar{z} \bar{z}^{T}\right\|_{F} \leq \sqrt{\frac{4 g(\bar{z}, \eta, \rho) \cdot n}{\lambda_{2}\left(H_{\mu}^{\widetilde{\Omega}}\right)}}\left\|\bar{v}_{*}\right\|_{2}
$$

which completes the proof.

### 6.2 Proof of Theorem 2

Define $N(k)$ to be the set of nodes adjacent to node $k$, including $k$ itself. We will focus on a line $l \in \mathcal{E}$ that connects two nodes $i$ and $j$.
(1) First, consider the case when $l \in \widetilde{\mathcal{S}}^{c} \cap \Xi$. The fact that $l \notin \widetilde{\mathcal{S}}$ implies that all nodes in the set $N(i) \cup N(j)$ are solvable. Also, since $l \in \Xi$, the nodal residual at nodes $i$ and $j$ are nonzero, which means that $i, j \in \mathcal{V}_{\mathcal{N}}$. Finally, noting that $l \notin \mathcal{R}^{L}$ because there is no line measurement for an erroneous line, we can conclude that $l \in\left(\mathcal{R}^{N} \backslash \mathcal{R}^{L}\right)$.
(2) Second, consider the case when $l \in \widetilde{\mathcal{S}}^{c} \cap \Xi^{c}$. Again, the fact that $l \notin \widetilde{\mathcal{S}}$ implies that all nodes in the set $N(i) \cup N(j)$ are solvable. Also, since $l \in \Xi^{c}$, the nodal residuals at nodes $i$ and $j$ are zero, and the line residuals on line $l$ is zero. Therefore, we can conclude that $l \notin\left(\mathcal{R}^{N} \cup \mathcal{R}^{L}\right)$.
(3) Third, consider the case when $l \in \widetilde{\mathcal{S}} \cap \Xi^{c}$. Since $l \in \widetilde{\mathcal{S}}$, at least one node in $N(i)$
and at least one node in $N(j)$ are unsolvable. From here, two different scenarios can happen. Scenario one is when at least one of nodes $i$ and $j$ is unsolvable. In this case, using the fact that there do not exist two distinct set of voltages that result in the same measurement values, we can easily conclude that $l \in \mathcal{R}^{L} \cap \mathcal{R}^{N}$. Scenario two is when both nodes $i$ and $j$ are solvable. In this scenario, the nodal residual at nodes $i$ and $j$ are nonzero but the line residual at $l$ is zero. Therefore, $l \in\left(\mathcal{R}^{N} \backslash \mathcal{R}^{L}\right)$.
(4) Finally, consider the case when $l \in \widetilde{\mathcal{S}} \cap \Xi$. Since $l \in \widetilde{\mathcal{S}}$, at least one node in $N(i)$ and at least one node in $N(j)$ are unsolvable. Also, since $l \in \Xi$, the nodal residual at nodes $i$ and $j$ are nonzero, which means that $i, j \in \mathcal{V}_{\mathcal{N}}$. Finally, noting that $l \notin \mathcal{R}^{L}$ because there is no line measurement for an erroneous line, we can conclude that $l \in\left(\mathcal{R}^{N} \backslash \mathcal{R}^{L}\right)$. From (1)-(4), we can deduce that $l \in \mathcal{R}^{L} \Longrightarrow l \in\left(\Xi^{c} \cap \widetilde{\mathcal{S}}\right)$, which proves the first part of the theorem. Furthermore, we can see that $l \in \widetilde{\mathcal{S}} \cup \Xi \Longrightarrow l \in \mathcal{R}^{N}$. Finally, from (2) specifically, we also know that if $l \in \widetilde{\mathcal{S}}^{c} \cap \Xi^{c} \Longrightarrow l \notin \mathcal{R}^{N}$. This concludes the fact that $\mathcal{R}^{N}=\widetilde{\mathcal{S}} \cup \Xi$.

### 6.3 Proof of Theorem 3

Proof. Consider equation (26) and set $\bar{M}_{0}=0, \rho=1$. With some basic algebraic manipulations, one can write

$$
2 \sum_{j \in N}\left|\bar{z}^{T}\left(\bar{M}_{j}(\widetilde{\Omega})-\bar{M}_{j}(\Omega)\right) \bar{z}\right|+2 \sum_{j=1}^{m}\left|\eta_{j}\right| \geq\left\|\mathcal{A}^{\Omega}\left(\bar{v}_{*} \bar{v}_{*}^{T}-\bar{z} \bar{z}^{T}\right)\right\|_{1} \geq\left\|\mathcal{A}^{\Omega}\left(\bar{v}_{*} \bar{v}_{*}^{T}-\bar{z} \bar{z}^{T}\right)\right\|_{2}
$$

Therefore, if $t$ is nonzero

$$
t \cdot\left\|\bar{v}_{*} \bar{v}_{*}^{T}-\bar{z} \bar{z}^{T}\right\|_{F} \leq 2 \sum_{j \in N}\left|\bar{z}^{T}\left(\bar{M}_{j}(\widetilde{\Omega})-\bar{M}_{j}(\Omega)\right) \bar{z}\right|+2 \sum_{j=1}^{m}\left|\eta_{j}\right|=2 g(\bar{z}, \eta, 1)=2\|\eta\|_{1}
$$

The last equality follows because all of the topological errors have been detected and fixed. This completes the proof.

### 6.4 Theorem 4 and its proof

Theorem 6.1. Denote $f^{1}(\cdot)$ as the objective function of an NLAV problem (i.e., equation (11)) with $\Xi^{1}$ as the set of erroneous lines and $\mathcal{M}$ as the index set of measurements. Similarly, denote $f^{2}(\cdot)$ as the objective function of another NLAV problem with $\Xi^{2}$ as the set of erroneous lines and $\mathcal{M}$ as the index set of measurements. Without loss of generality, suppose that $\left|\Xi^{1}\right|<\left|\Xi^{2}\right|$. Furthermore, assume that for any two vector of voltages, $\bar{x}$ and $\bar{y}$, and a measurement index $j$, the following holds:

$$
\begin{equation*}
\left|\bar{x}^{T} \bar{M}_{j}(\widetilde{\Omega}) \bar{x}-\bar{y} \bar{M}_{j}(\Omega) \bar{y}\right|>\left|\bar{x}^{T} \bar{M}_{j}(\Omega) \bar{x}-\bar{y} \bar{M}_{j}(\Omega) \bar{y}\right| \tag{40}
\end{equation*}
$$

Then, $\min _{\bar{v}} f^{1}(\bar{v})<\min _{\bar{v}} f^{2}(\bar{v})$
Proof. Let $\bar{v}_{1}$ and $\bar{v}_{2}$ be the global minimizer of $f^{1}(\cdot)$ and $f^{2}(\cdot)$, respectively. Also, let $\mathcal{M}^{1}$ and $\mathcal{M}^{2}$ be the set of measurement indices pertaining to the erroneous lines in $\Xi^{1}$ and $\Xi^{2}$, respectively. Then, the following inequalities hold:

$$
\begin{aligned}
& f^{2}\left(\bar{v}_{2}\right)=\bar{v}_{2}^{T} \bar{M}_{0} \bar{v}_{2}+\rho \sum_{j=1}^{m}\left|\bar{v}_{2}^{T} \bar{M}_{j}(\widetilde{\Omega}) \bar{v}_{2}-\bar{z}^{T} \bar{M}_{j}(\Omega) \bar{z}\right| \\
& \stackrel{(a)}{=} \bar{v}_{2}^{T} \bar{M}_{0} \bar{v}_{2}+\rho \sum_{j \in \mathcal{M}^{2}}\left|\bar{v}_{2}^{T} \bar{M}_{j}\left(\widetilde{\Omega}_{\Omega}\right) \bar{v}_{2}-\bar{z}^{T} \bar{M}_{j}(\Omega) \bar{z}\right|+\rho \sum_{j \in \mathcal{M} \backslash \mathcal{M}^{2}}\left|\bar{v}_{2}^{T} \bar{M}_{j}(\Omega) \bar{v}_{2}-\bar{z}^{T} \bar{M}_{j}(\Omega) \bar{z}\right| \\
& =\bar{v}_{2}^{T} \bar{M}_{0} \bar{v}_{2}+\rho \sum_{j \in \mathcal{M}^{1}}\left|\bar{v}_{2}^{T} \bar{M}_{j}(\widetilde{\Omega}) \bar{v}_{2}-\bar{z}^{T} \bar{M}_{j}(\Omega) \bar{z}\right|+\rho \sum_{j \in \mathcal{M} \backslash \mathcal{M}^{1}}\left|\bar{v}_{2}^{T} \bar{M}_{j}(\Omega) \bar{v}_{2}-\bar{z}^{T} \bar{M}_{j}(\Omega) \bar{z}\right| \\
& +\rho \sum_{j \in \mathcal{M}^{2} \backslash \mathcal{M}^{1}}\left|\bar{v}_{2}^{T} \bar{M}_{j}(\widetilde{\Omega}) \bar{v}_{2}-\bar{z}^{T} \bar{M}_{j}(\Omega) \bar{z}\right|-\rho \sum_{j \in \mathcal{M}^{2} \backslash \mathcal{M}^{1}}\left|\bar{v}_{2}^{T} \bar{M}_{j}(\Omega) \bar{v}_{2}-\bar{z}^{T} \bar{M}_{j}(\Omega) \bar{z}\right| \\
& \stackrel{(b)}{\geq} f^{1}\left(\bar{v}_{1}\right)+\rho \sum_{j \in \mathcal{M}^{2} \backslash \mathcal{M}^{1}}\left|\bar{v}_{2}^{T} \bar{M}_{j}(\widetilde{\Omega}) \bar{v}_{2}-\bar{z}^{T} \bar{M}_{j}(\Omega) \bar{z}\right|-\rho \sum_{j \in \mathcal{M}^{2} \backslash \mathcal{M}^{1}}\left|\bar{v}_{2}^{T} \bar{M}_{j}(\Omega) \bar{v}_{2}-\bar{z}^{T} \bar{M}_{j}(\Omega) \bar{z}\right| \\
& \stackrel{(c)}{>} f^{1}\left(\bar{v}_{1}\right)
\end{aligned}
$$

where (a) follows from the fact that $\bar{M}_{j}(\widetilde{\Omega})=\bar{M}_{j}(\Omega)$ if $j \notin \mathcal{M}^{2}$, (b) follows from the fact that $\bar{v}_{1}$ is the global minimum of $f^{1}(\cdot)$ and (c) follows from the assumption made in equation (40).
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## Chapter III

## Uniqueness of Power Flow Solutions Using Monotonicity and Network Topology

## 1 Introduction

The $A C$ power flow equations fundamentally underpin every aspect of power systems: from day-to-day operations in contingency analysis, security-constrained dispatch of electricity markets and yearly capacity planning for peak load, to decades-long transmission expansion and renewable integration. The purpose of $A C$ power flow problem is to solve for the complex voltages, described by their magnitudes and phase angles, given a power system set-point. The power flow equations are nonlinear, and may admit multiple solutions. In the past, the conventional wisdom was to assume that the solution becomes unique by restricting it to "realistic" or "physically realizable" values. However, various examples in the literature show that multiple solutions may persist even after restricting either voltage magnitudes or phase angle differences to "physically realizable" values [6], [7], [5, Section IV]. For the former, we present an example in Section 5 where multiple solutions exist despite having fixed voltage magnitudes for all buses. For the latter, it is possible to construct a two-bus example - one slack bus and one PQ bus - that admits a highvoltage solution within standard operating limits, and another low-voltage solution with a large phase angle difference of 49.9 degrees that is still below the steady-state limit of 90 degrees [1]. Therefore, in principle, system operators may encounter operating points that are very different from what they had expected. In order to avoid these situations, it is important to understand whether or not there is a unique "physically realizable" power flow solution for real-world power systems. The goal of this paper is to develop sufficient conditions on top of the "realism" that will guarantee a unique solution to the AC power flow equations.

### 1.1 Monotonicity between phase angles and power flow

Mathematical tools that are often used to prove uniqueness results include the fixed point theorem with contraction mapping and the inverse function theorem. In this paper, we use the notion of monotonicity to prove uniqueness of the power flow solution under certain conditions. The results that we present stem from a simple idea that is best explained via an example. Consider a two-bus, lossless one-line system, with the line reactance $X$.

Voltage magnitude and angle are specified at one of the buses ("slack bus"), whereas real power injection and voltage magnitude are specified at the other bus ("PV bus"). Then, the power transfer between the two buses is given with respect to the two voltage magnitudes $\left|v_{1}\right|,\left|v_{2}\right|$ and the angular difference $\theta_{1}-\theta_{2}$ as a sinusoid:

$$
P=\left|v_{1}\right| \cdot\left|v_{2}\right| \cdot \sin \left(\theta_{1}-\theta_{2}\right) / X
$$

Even in this simple toy example, we can see that the power flow solutions are not unique: every value of $P$ satisfying $|P|<\left|v_{1}\right| \cdot\left|v_{2}\right| / X$ can be attained by two choices of $\theta_{1}-\theta_{2}$. However, if we restrict $\theta_{1}-\theta_{2}$ to take on what we will call physically realizable values within the steady-state stability limit of $\left|\theta_{1}-\theta_{2}\right|<\pi / 2$, then the solution becomes unique. Indeed, this follows from the fact that $P$ is monotonically increasing with respect to $\theta_{1}-\theta_{2}$ within this range. Formally, if we define $f(x)=\left(\left|v_{1}\right| \cdot\left|v_{2}\right| / X\right) \sin x$ as the power flow function and $\Omega=[-\pi / 2,+\pi / 2]$ as the range of acceptable values for $x$, then the strictly increasing property of $f$ guarantees the following inequality:

$$
(f(x)-f(y))(x-y)>0 \quad \forall x \neq y, \quad x, y \in \Omega
$$

The inequality forces the nonlinear equation $f(x)=P$ to have no more than one solution $x \in \Omega$, because a different $y \in \Omega$ satisfying $f(y)=P$ would contradict the inequality. Hence, the phase angles $\theta_{1}$ and $\theta_{2}$ can be uniquely determined (up to an absolute phase shift) given a value of $P$ within the realizable range $|P|<\left|v_{1}\right| \cdot\left|v_{2}\right| / X$. This paper extends this idea to an arbitrary power network using a multi-dimensional generalization of the monotonicity property.

### 1.2 Main results

The major contribution of this paper is the identification of sufficient conditions under which the power flow equations have a unique "realistic" solution. For the remainder of the paper, we focus on the relationship between voltage angle differences and real power injections, referred to as the $P-\Theta$ problem in the literature [3]. Analogous to the two-bus case, a set of phase angles are physically realizable for a lossless system if the angular difference across every line lies within the stability limit of $\pi / 2$. Under the constraint that phase angles are physically realizable and smaller than a certain limit that depends on the network topology, we extend the notion of monotonicity that was illustrated for the earlier two-bus example to high-dimensional networks. The contributions of this paper are summarized below:

- We show that all acyclic networks have at most one $P-\Theta$ power flow solution under certain conditions on voltage angles. Furthermore, the set of feasible real power injections (for non-slack buses) on these graphs is a convex set.
- We show that cyclic networks cannot have multiple distinct $P-\Theta$ power flow solutions under certain conditions on voltage angles. These conditions can be checked
offline and provide a certificate for ruling out multiple solutions. The certificate is easier to satisfy for graphs with smaller maximal girth.
- We show that the uniqueness of $P-\Theta$ power flow solutions is preserved under seriesparallel reduction. A natural corollary to this is that power systems with Generalized Series-Parallel graphs have at most one $P-\Theta$ power flow solution under some angle conditions. Loosely speaking, these are graphs that can be constructed entirely out of series and parallel terminal connections in circuit theory, plus dangling vertices. Any tree or cycle graph is a Generalized Series-Parallel graph.

The implication of these results for classical power flow analysis is that, under the conditions specified above, the problem has a unique physically realizable solution if the phasor voltage magnitudes are fixed. This occurs, for example, if all buses except the slack bus are modeled as PV buses. In practice, tightly controlled voltage magnitudes are enforced by operating limits, and are usually achieved through the availability of dispersed and controllable reactive sources. The assumption is commonly used in the power industry and is implicit in the DC power flow equations.

### 1.3 Related work

The paper [22] is one of the first to study the solution set of the power flow equations, which contrary to the conjecture at that time constructed an example showing the general non-uniqueness of decoupled power flow solutions. A more thorough study was later presented in the paper [10], which derived the estimate number of solutions and characterized the stability region for the power flow problem. However, the results are limited to lossless transmission networks consisting of only PV buses. Soon after, [8] formulated the coupled power flow equations in rectangular coordinates and described a set of linear necessary conditions for the solution of the power flow problem, which helped systematically investigate the problem feasibility. Subsequently, researchers have tried to explicitly characterize conditions under which the power flow solution exists and is unique. For example, the work [9] derived conditions under which the reactive power-voltage problem has a unique solution under decoupling assumptions. Then, [3] extended these results by deriving conditions for the real power-phase angle problem under the same decoupling assumptions. Note that in this paper, we consider the real power-phase angle problem as in [3], but discard the decoupling assumptions because it fails to accurately capture the true physics when transmission lines are not purely inductive. Furthermore, we consider a general lossy network.

Researchers have also observed that information about the topology of the power system network can be utilized to derive stronger results. Without making decoupling assumptions, the paper [6] investigated the number of power flow solutions in a radial network and showed that, for practical system parameters, the solution always exists and is unique. The results were extended to unbalanced three-phase distribution networks in [11]. Adding to these results, the work in [31] shows that several algorithms, using
the fixed-point, convex relaxation and the energy function approaches, converge to the unique high-voltage solution for radial networks. In the more recent study [13], the authors studied the power flow problem and its relationship to optimization in tree networks by mainly analyzing the injection region of the power network. While these results are limited to tree graphs, our current work characterizes a wider class of topologies under which the power flow solution is unique. Finally, the work in [2] used the network topology to upper bound the number of power flow solutions.

The most widely used tool to prove existence and uniqueness of power flow solutions is the fixed point technique. The work [23] was the first to apply the fixed point technique developed for nonlinear circuits to power flow. In [4] and [12], a fixed point formulation of the power flow problem was used to specify a domain around a feasible point and derive sufficient conditions for a unique solution. In the recent works [24] and [25], the authors developed a new fixed point formulation of the lossless power flow equations that includes both PQ and PV buses, and for radial networks derived network parametric conditions that guarantee the existence and uniqueness of a high-voltage solution. Extensions of the conditions to multi-phase distribution systems appear in [35] and new sufficient conditions using a fixed point technique on the complex domain appear in [34].

Moving away from fixed point techniques, the work [14] developed a semidefinite programming based procedure to characterize the domain of voltages over which the power flow operator is monotone. In a similar but different spirit, this paper utilizes monotonicity to rule out multiple solutions. Furthermore, we take advantage of the network topology information to derive less conservative sufficient conditions. The recent work [32] presents a unifying framework for network problems on the $n$-torus while introducing the concept of winding cell that is used to partition solutions. The framework can be applied to the AC power flow problem under the lossless setting and their monotonicity assumptions share close resemblance to our approach. In this work, we provide a more general result on arbitrary networks with losses.

The remainder of this paper is organized as follows. Section 2 lays out the basic notations used in this paper. In Section 2.1, we define the $P-\Theta$ power flow problem formulation. Section 4 establishes the condition under which strict monotonicity holds over a single line and presents favorable properties that arise from the monotonicity. The properties are used to prove that there is at most one power flow solution for acyclic networks. Section 5 extends this result to general cyclic networks. We present additional (voltage) angular conditions under which cyclic graphs cannot have multiple distinct power flow solutions. This condition is closely related to the maximal girth of the underlying graph. Section 6 shows that series-parallel reduction on a graph preserves the uniqueness of power flow solutions, and arrive at the conclusion that Generalized Series-Parallel networks have at most one solution under additional angle constraints. Section 7 develops a linear-time algorithm for a subset of Generalized Series-Parallel graphs. Finally, Section 8 provides numerical and simulation results that support the ideas developed in the paper. All the proofs will be delineated in the Appendix.

## 2 Notations

We start with some mathematical notations. For a given vector $x$, let $x_{k}$ denote its $k$-th element. When notation is overloaded, $x(k)$ will sometimes take on the role of $x_{k}$. The symbol $\mathbf{j}$ denotes the unit imaginary number. The notations $(\cdot)^{T}$ and $(\cdot)^{H}$ denote the transpose and Hermitian transpose of a matrix, respectively. For a complex number $z$, $|z|$ denotes its magnitude and for a set $X$, the symbol $|X|$ denotes its cardinality. $\Re(\cdot)$ denotes the real part of a given argument.

Power system topology is specified by an undirected graph $\mathbb{G}=(\mathbb{V}, \mathbb{E})$ and we assume that this graph is simple and connected. For an undirected graph $\mathbb{G}=(\mathbb{V}, \mathbb{E}), \mathbb{V}$ is the set of vertices (buses) and $\mathbb{E} \subseteq \mathbb{V} \times \mathbb{V}$ is the set of undirected edges (lines). If the edges of an undirected graph are weighted with the weights captured by a set $\mathbb{W}$, then the graph is represented as $\mathbb{G}=(\mathbb{V}, \mathbb{E}, \mathbb{W})$. For a directed graph (digraph) $\mathbb{D}=(\mathbb{V}, \widetilde{\mathbb{E}}, \mathbb{W}), \widetilde{\mathbb{E}} \subseteq \mathbb{V} \times \mathbb{V}$ denotes the set of directed edges. The undirected edge $e$ connecting two vertices $k$ and $\ell$ is denoted by a set notation $e=\{k, \ell\}$, whereas $a=(k, \ell)$ denotes a directed edge $a$ coming out of vertex $k$ and going into $\ell$. Depending on the context, an edge can be denoted by either $e$ or $\{k, \ell\}$. The same goes for directed edges. The series element of the equivalent $\Pi$-model of each line $\{k, \ell\}$ is modeled by admittance $G_{k \ell}-\mathbf{j} B_{k \ell}$, where $G_{k \ell}, B_{k \ell} \geq 0$. Let $d$ denote the vector of degrees, where its $k$-th element $d(k)$ stands for the degree of vertex $k \in \mathbb{V}$. Similarly, limited to directed graphs, let $d^{+}$and $d^{-}$denote the vectors of out-degrees and in-degrees, respectively. Moreover, let $\mathbb{G}\left[\mathbb{V}^{\prime}\right]$ and $\mathbb{E}\left[\mathbb{V}^{\prime}\right]$ denote the subgraph and edge-subset of $\mathbb{G}$ that are induced by a given vertex set $\mathbb{V}^{\prime} \subseteq \mathbb{V}$, respectively. The symbol 1 is the vector of ones. Finally, $K_{n}$ denotes the complete graph on $n$ vertices.

## 3 P -Theta problem formulation

As mentioned in the introduction, we focus our attention to the relationship between the voltage phasor angles and the real power injections. To this end, we will study the mapping from angles to real powers. Let the slack bus (also the reference bus) be indexed by 1 , unless defined otherwise. Let $v \in \mathbb{C}^{n}$ be the vector of complex bus voltages. The complex voltage at bus $k$ can be expressed in polar form, $v_{k}=\left|v_{k}\right| e^{\mathrm{j} \theta_{k}}$, where $\left|v_{k}\right|$ and $\theta_{k}$ denote the voltage magnitude and phase angle at bus $k$, respectively. For convenience, we also define $\theta_{k \ell}=\theta_{k}-\theta_{\ell}$ to be the angle difference across line $\{k, \ell\}$.

The $P-\Theta$ power flow problem assumes that all buses except the slack bus are PV buses. This means that the voltage magnitudes $V=\left(\left|v_{1}\right|, \ldots,\left|v_{n}\right|\right)^{T}$ are fixed at all buses, and the net real power injections are fixed at all buses except the slack bus. We denote the specified real power injection vector as $P=\left(p_{2}, \ldots, p_{n}\right)^{T}$. The unknown variable is $\Theta=\left(\theta_{2}, \ldots, \theta_{n}\right)^{T}$ because bus 1 is the reference bus and $\theta_{1}$ is fixed at zero. Although the voltage magnitudes are considered fixed at all buses, we make no assumption about their particular values. For example, the magnitude could be low as in the two-bus example mentioned in Section 1. Finally, assuming that the shunt elements of the model
have zero real part, we can neglect the admittance of the shunt elements without loss of generality. That is, we assume that the shunt elements are purely reactive.

Let $i \in \mathbb{C}^{n}$ be the vector of complex currents, where $i_{k}$ is the total current flowing out of bus $k$ into the rest of the network. Given a complex admittance matrix $Y \in \mathbb{C}^{n \times n}$, the equation $i=Y v$ holds due to Ohm's law and Kirchoff's Current Law. Furthermore, the complex power injected at bus $k$ is equal to $s_{k}=p_{k}+\mathbf{j} q_{k}=v_{k} i_{k}^{H}$ where $p_{k}$ and $q_{k}$ denote the net real and reactive power injections at bus $k$, respectively. Therefore, we can write the equation for the real power injections as: $p_{k}=\Re\left\{(Y v)_{k}^{H} v_{k}\right\}$. Since voltage magnitudes are known parameters, the injection vector $P$ is only a function of $\Theta$ and we can define the following injection operator that describes the $P-\Theta$ problem.

Definition 3.1. Define $\hat{P}_{k}: \mathbb{R}^{n-1} \rightarrow \mathbb{R}$ as the map from the vector of phasor angles to the real power injection at bus $k$ :

$$
\begin{equation*}
\hat{P}_{k}(\Theta)=\Re\left\{(Y v)_{k}^{H} v_{k}\right\} . \tag{41}
\end{equation*}
$$

Moreover, define the injection operator $\hat{P}: \mathbb{R}^{n-1} \rightarrow \mathbb{R}^{n-1}$ as

$$
\begin{equation*}
\hat{P}(\Theta)=\left[\hat{P}_{2}(\Theta), \ldots, \hat{P}_{n}(\Theta)\right] \tag{42}
\end{equation*}
$$

The goal of the $P-\Theta$ problem is, given $P \in \mathbb{R}^{n-1}$, to find $\Theta \in \mathbb{R}^{n-1}$ such that $\hat{P}(\Theta)=P$.

## 4 Acyclic Networks

In this section, we derive conditions under which the $P-\Theta$ problem has at most one solution for a power system represented by an acyclic graph. In particular, a straightforward generalization of the elementary angle assumption that is necessary for a single line network to have at most one solution is sufficient for any acyclic network to have at most one solution.

### 4.1 Single line properties

We begin the analysis with a single line. Consider any line $\{k, \ell\} \in \mathbb{E}$ and the real power flow from bus $k$ to bus $\ell$, denoted by $p_{k \ell}$. Elementary calculations show that:

$$
\begin{equation*}
p_{k \ell}=G_{k \ell}\left(\left|v_{k}\right|^{2}-\left|v_{k}\right| \cdot\left|v_{\ell}\right| \cos \theta_{k \ell}\right)+B_{k \ell}\left|v_{k}\right| \cdot\left|v_{\ell}\right| \sin \theta_{k \ell} \tag{43}
\end{equation*}
$$

Therefore, given the line properties and the voltage magnitude at both ends, the flow $p_{k \ell}$ depends only on the voltage angle difference $\theta_{k \ell}$. Hereby, we define the function $\hat{p}_{k \ell}(\cdot)$
for every $\{k, \ell\} \in \mathbb{E}$ such that $p_{k \ell}=\hat{p}_{k \ell}\left(\theta_{k \ell}\right)$. Taking the derivative

$$
\frac{\partial \hat{p}_{k \ell}}{\partial \theta_{k \ell}}\left(\theta_{k \ell}\right)=G_{k \ell}\left|v_{k}\right| \cdot\left|v_{\ell}\right| \cdot \sin \theta_{k \ell}+B_{k \ell}\left|v_{k}\right| \cdot\left|v_{\ell}\right| \cdot \cos \theta_{k \ell}
$$

concludes that $p_{k \ell}$ is monotonically increasing in $\theta_{k \ell}$ if:

$$
G_{k \ell}\left|v_{k}\right| \cdot\left|v_{\ell}\right| \cdot \sin \theta_{k \ell}+B_{k \ell}\left|v_{k}\right| \cdot\left|v_{\ell}\right| \cdot \cos \theta_{k \ell} \geq 0
$$

A strict inequality of the above equation is obtained if:

$$
-\tan ^{-1}\left(B_{k \ell} / G_{k \ell}\right)<\theta_{k \ell}<\pi-\tan ^{-1}\left(B_{k \ell} / G_{k \ell}\right) .
$$

Similarly, $p_{\ell k}$ is strictly monotonically decreasing in $\theta_{k \ell}$ if:

$$
\tan ^{-1}\left(B_{k \ell} / G_{k \ell}\right)-\pi<\theta_{k \ell}<\tan ^{-1}\left(B_{k \ell} / G_{k \ell}\right)
$$

Combining these observations, both $p_{k \ell}$ and $p_{\ell k}$ are strictly monotonic functions of $\theta_{k \ell}$ as long as:

$$
\begin{equation*}
\left|\theta_{k \ell}\right|<\tan ^{-1}\left(B_{k \ell} / G_{k \ell}\right) \tag{44}
\end{equation*}
$$

which corresponds to the region of steady-state stability of the line $\{k, \ell\}$ considered individually. We refer to $\tan ^{-1}\left(B_{k \ell} / G_{k \ell}\right)$ as the steady-state stability limit for line $e=$ $\{k, \ell\} \in \mathbb{E}$ and will restrict attention to angles that satisfy (44) for each line $\{k, \ell\}$ in the system. In what follows, we will give the definitions on the set of allowable angles and set of allowable injections.

Definition 4.1. For a power system $\mathbb{G}=(\mathbb{V}, \mathbb{E})$, let $\mathbb{G}=(\mathbb{V}, \mathbb{E}, \mathbb{W})$ indicate a weighted version of the power system network. For each line $e=\{k, \ell\} \in \mathbb{E}$, there is a corresponding angle limit (weight) $w_{k \ell} \in \mathbb{W}$ such that $\omega_{k \ell}<\tan ^{-1}\left(B_{k \ell} / G_{k \ell}\right)$. Note that $\omega_{k \ell}$ can be written in an equivalent notation, $\omega_{e}$. The set $\mathbb{W}$ is called the 'set of allowable limits.' The 'set of allowable angles' for a power system $\mathbb{G}=(\mathbb{V}, \mathbb{E}, \mathbb{W})$ is defined as:

$$
\Theta(\mathbb{G})=\left\{\Theta \in \mathbb{R}^{n-1}: \theta_{1}=0 \text { and }\left|\theta_{k \ell}\right|<\omega_{k \ell} \forall\{k, \ell\} \in \mathbb{E}\right\} .
$$

Furthermore, for a given $\Theta \in \Theta(\mathbb{G})$, define $\mathcal{P}(\mathbb{G}, \Theta) \in \mathbb{R}^{n-1}$ to be the vector of net injections (at all buses except for the slack bus) realized by $\Theta$. We define $\mathcal{P}(\mathbb{G}, \Theta(\mathbb{G})) \subseteq$ $\mathbb{R}^{n-1}$ to be the set of all possible net injections for allowable angles and refer to it as the "set of allowable injections."

We acknowledge that there is no one-to-one correspondence between the notion of stability of a line considered individually in isolation and the steady-state and transient stability of an actual power system, particularly where there are additional control feedback loops such as "power system stabilizers." However, limiting angles to satisfy (44) results in some convenient properties of power flow solutions. These properties are explained in the following lemma:

Lemma 4.1. Define $\underline{p}_{k \ell}=\hat{p}_{k \ell}\left(-\omega_{k \ell}\right)$ and $\bar{p}_{k \ell}=\hat{p}_{k \ell}\left(\omega_{k \ell}\right)$. Then for each $p_{k \ell} \in\left(\underline{p}_{k \ell} \bar{p}_{k \ell}\right)$ there exists a unique $\theta_{k \ell}$ with $\left|\theta_{k \ell}\right|<\omega_{k \ell}$ such that $p_{k \ell}=\hat{p}_{k \ell}\left(\theta_{k \ell}\right)$. In fact, there is an explicit expression for the solution $\theta_{k \ell}$ :

$$
\begin{equation*}
\theta_{k \ell}=\hat{\theta}_{k \ell}\left(p_{k \ell}\right)=\sin ^{-1}\left(\frac{p_{k \ell}-G_{k \ell}\left|v_{k}\right|^{2}}{\left|v_{k}\right| \cdot\left|v_{\ell}\right| Z_{k \ell}}\right)-\gamma_{k \ell} \tag{45}
\end{equation*}
$$

where $Z_{k \ell}=\sqrt{G_{k \ell}^{2}+B_{k \ell}^{2}}$ and $\gamma_{k \ell}=\tan ^{-1}\left(-G_{k \ell} / B_{k \ell}\right)$. Furthermore, if we define $\hat{r}_{k \ell}(\cdot)=\hat{p}_{\ell k}\left(-\hat{\theta}_{k \ell}(\cdot)\right)$, then

$$
\begin{equation*}
p_{\ell k}=\hat{r}_{k \ell}\left(p_{k \ell}\right) \tag{46}
\end{equation*}
$$

where $\hat{r}_{k \ell}$ is a strictly decreasing function.
Previously, we established that $\hat{p}_{k \ell}(\cdot)$ is a strictly increasing function of $\theta_{k \ell}$ over the range $\left|\theta_{k \ell}\right|<\omega_{k \ell}$. By using the Browder-Minty theorem in its proof, Lemma 4.1 states that the inverse of the function $\hat{p}_{k \ell}(\cdot)$ is well-defined. In fact, the inverse function $\theta_{k \ell}(\cdot)$ is also an increasing function, of $p_{k \ell}$ over $\left(\underline{p}_{k \ell}, \bar{p}_{k \ell}\right)$. Moreover, given $p_{k \ell} \in\left(\underline{p}_{k \ell}, \bar{p}_{k \ell}\right)$, there is a uniquely determined corresponding value for the flow $p_{\ell k}$ coming from the opposite direction. This enables us to express $p_{\ell k}$ as a well-defined function of $p_{k \ell}$ as in (46).

### 4.2 Tree networks

In this subsection, we build on the results for a single line to prove uniqueness of the $P-\Theta$ power flow problem for tree networks. We also show that the set of allowable injections is a convex set. Although a tree network is not realistic for transmission systems, this will provide important results that will be used for the general case of a mesh. Some of the results that we mention here are already well known in the existing literature. However, we organize the proof of this existing result around the monotonicity property, with the goal of generalizing the arguments to mesh networks.

We will write $\mathbb{T} \subseteq \mathbb{V} \times \mathbb{V}$ for a collection of lines that form a tree and consider power systems with graphs $\mathbb{G}=(\mathbb{V}, \mathbb{T}, \mathbb{W})$. Recall that the reference/slack bus is indexed by 1. A key observation about tree topology is that for any bus $k \in \mathbb{V}$ there is a unique path $E_{k} \subseteq \mathbb{T}$ of successive lines between bus $k$ and bus 1 , which we consider to be the root of the tree. Define the "distance" $c(k)$ between bus $k$ and bus 1 to be the number of lines in the unique path $E_{k}$ between bus $k$ and bus 1 in $\mathbb{T}$. We define $E_{1}=\emptyset$ and $c(1)=0$. Generically, results for such networks could be proved by beginning with leaves and proceeding towards bus 1 by using an induction argument on the decreasing distance to bus 1. By following such approach, the next theorem can be obtained.

Theorem 4.2. Suppose that the power system $\mathbb{G}=(\mathbb{V}, \mathbb{T}, \mathbb{W})$ has a tree topology. Then,

1. For each $P \in \mathcal{P}(\mathbb{G}, \Theta(\mathbb{G}))$, there is a unique $\Theta \in \Theta(\mathbb{G})$ such that $P=\hat{P}(\Theta)$.
2. $\mathcal{P}(\mathbb{G}, \Theta(\mathbb{G}))$ is a convex set.

Note that by Part 1 of Theorem 4.2, for a given power system $\mathbb{G}$ with a tree topology, there is a well-defined function $\hat{\Theta}$ such that for each $P \in \mathcal{P}(\mathbb{G}, \Theta(\mathbb{G}))$, the unique value $\Theta \in \Theta(\mathbb{G})$ with the property $P=\hat{P}(\Theta)$ satisfies $\Theta=\hat{\Theta}(P)$. That is, $\hat{\Theta}(\bullet)$ is the inverse of $\hat{P}(\Theta)$.

## 5 Cyclic Networks

For networks with cycles, restricting the voltage angles to the set of allowable angles is not enough to guarantee that the $P-\Theta$ problem has at most one solution. Hence, we begin this section by analyzing a simple example on a cycle to illustrate the need for additional conditions on voltage angles in guaranteeing a unique solution.

In Fig. 5, we have a six-bus lossless network where all the real power injections are set to be zero. Under this setting, we can see that there are at least two solutions: one with zero flow in all lines and another one with a nonzero flow around the cycle, corresponding to a $\pi / 3$ angle difference across each line. This example is similar to the one in [22] and is essentially due to the fact that the sum of angle differences from bus 1 to bus 6 (i.e. $\theta_{12}+\theta_{23}+\theta_{34}+\theta_{45}+\theta_{56}$ ) is less than $-\pi$ and therefore becomes equivalent to $\pi / 3(\bmod 2 \pi)$, allowing a positive amount of power to flow from bus 1 to bus 6 and then back to bus 1 . In this example, if the absolute value of $\theta_{12}+\theta_{23}+\theta_{34}+\theta_{45}+\theta_{56}$ were to be restricted below $\pi$, there would be no possibility of multiple solutions. We state this formally in the following lemma.

Lemma 5.1. Consider a power network $\mathbb{G}=(\mathbb{V}, \mathbb{E}, \mathbb{W})$ with $\mathbb{V}=\{1, \ldots, N\}$ and $\mathbb{E}=\{\{1,2\}, \ldots,\{N-1, N\},\{N, 1\}\}$. For every $P \in \mathcal{P}(\mathbb{G}, \Theta(\mathbb{G}))$ there is a unique solution $\Theta \in \Theta(\mathbb{G})$ such that $P=\hat{P}(\Theta)$ if:

$$
\begin{equation*}
\omega_{12}+\omega_{23}+\cdots+\omega_{N-1, N}<\pi / 2 . \tag{47}
\end{equation*}
$$

Lemma 5.1 applies to only a single cycle network. However, this will be extended to any arbitrary network below. The main idea behind the development of this result is to associate a digraph to every possible distinct solution based on its deviation from a baseline solution. We call two solutions distinct if every two corresponding elements of these solutions are different. If an angle constraint similar to equation (47) is met for every such digraph (named the residual-digraph), then there cannot be multiple distinct power flow solutions (i.e., distinctly unique). In this section, we prove results on distinct uniqueness, but the same methodology can also be readily used to prove results on uniqueness (in the common sense) by substituting the digraph with a hybrid graph that contains both directed and undirected edges. In addition, if there are two non-distinct solutions, then one can delete the edges with the same flows in the two solutions and then compensate for the nodal injections at the endpoints of all such removed edges in order to arrive at a subgraph that has two distinct solutions. In other words, having only unique distinct solutions for the subgraphs of the network implies the uniqueness of the solution for the original network. As a result, we only focus on studying distinct solutions in this section.


Figure 5: Cycle example showing multiple solutions. The two graphs show two different solutions that satisfy the power flow equations. In the top solution, there is no flow going around the cycle. In the bottom solution, there is a clockwise flow going around the cycle.

For the rest of this paper, we also assume that the digraphs under consideration do not have self-loops. Furthermore, in order to satisfy the power balance equations, there must be at least one incoming and one outgoing edge at each non-slack bus of the residualdigraph. This merits introducing the concept of feasible orientation, which we define below.

Definition 5.1. (Feasible Orientation) Consider a general power network $\mathbb{G}=(\mathbb{V}, \mathbb{E}, \mathbb{W})$. Let $\mathbb{D}=(\mathbb{V}, \widetilde{\mathbb{E}}, \mathbb{W})$ be a digraph that is created by assigning a specific orientation $\widetilde{\mathbb{E}}$ to the original undirected edges $\mathbb{E}$ of graph $\mathbb{G}$. The digraph $\mathbb{D}$ is called a 'feasible orientation' of the underlying undirected graph if:

$$
d^{+}(k) \geq 1, d^{-}(k) \geq 1 \quad \forall k \in \mathbb{V} \backslash\{1\}
$$

The set of all feasible orientations for graph $\mathbb{G}$ is called the 'set of feasible orientations' and is denoted by $\mathcal{D}_{f}(\mathbb{G})$.

The condition in Definition 5.1 simply requires that each bus have in-degree and out-degree greater than or equal to one. Now, we are ready to state the theorem that generalizes Lemma 5.1. From here on, we will use the word 'vertex' more often in place of the word 'bus.'

Theorem 5.2. Consider an arbitrary power network $\mathbb{G}=(\mathbb{V}, \mathbb{E}, \mathbb{W})$. Suppose that for every feasible orientation $\mathbb{D} \in \mathcal{D}_{f}(\mathbb{G})$, there exists a directed cycle $\mathbb{C}$ with its vertex set denoted as $\mathbb{V}_{d c}=\left\{u(1), \ldots, u\left(\left|\mathbb{V}_{d c}\right|\right)\right\} \subseteq \mathbb{V}$ such that

$$
\begin{equation*}
\sum_{i=1}^{\left|\mathbb{V}_{d c}\right|-1} \omega_{u(i), u(i+1)}<\pi / 2 \tag{48}
\end{equation*}
$$

Then, for each $P \in \mathcal{P}(\mathbb{G}, \Theta(\mathbb{G}))$ there cannot be multiple distinct solutions satisfying $P=\hat{P}(\Theta)$.

Note that condition (48) becomes less restrictive if there exists a short directed cycle for every feasible orientation of the underlying graph. In the graph theory literature, the length of the smallest directed cycle of digraph $\mathbb{D}$ is called the girth of $\mathbb{D}$, which we denote by $\delta(\mathbb{D})$. Therefore, to rephrase the earlier statement, having a small girth for all of the possible feasible orientations is crucial. This calls for a new notion of maximal girth of an undirected graph, in addition to the girth, which we define below.

Definition 5.2. For a given undirected graph $\mathbb{G}$, define the 'maximal girth' $\Delta(\mathbb{G})$ as follows:

$$
\begin{equation*}
\Delta(\mathbb{G})=\max _{\mathbb{D} \in \mathcal{D}_{f}(\mathbb{G})} \delta(\mathbb{D}) \tag{49}
\end{equation*}
$$

Corollary 5.3. Given an arbitrary power network $\mathbb{G}=(\mathbb{V}, \mathbb{E}, \mathbb{W})$, suppose that

$$
\begin{equation*}
\omega_{k \ell}<\frac{\pi}{2 \cdot(\Delta(\mathbb{G})-1)} \quad \forall\{k, \ell\} \in \mathbb{E} \tag{50}
\end{equation*}
$$

Then, for each $P \in \mathcal{P}(\mathbb{G}, \Theta(\mathbb{G}))$ there cannot be multiple distinct solutions satisfying $P=\hat{P}(\Theta)$.

Note that for cyclic networks, $\mathcal{P}(\mathbb{G}, \Theta(\mathbb{G}))$ is in general a nonconvex set, and there have been recent works that address the issue via convex restrictions [36]. So far, we have shown that finding a directed cycle satisfying condition (48) for all feasible orientations corresponds to certifying that the $P-\Theta$ problem cannot have multiple distinct solutions. Furthermore, Corollary 5.3 has introduced the concept of maximal girth to show that if the allowable limits are uniformly less than the upper-bound in (50), then the $P-\Theta$ problem cannot have multiple distinct solutions. The smaller the value of $\Delta(\mathbb{G})$, the more freedom there is for angle differences over lines. The question arises as to whether we can calculate or upper-bound $\Delta(\mathbb{G})$. For the example in Fig. 5 , it is relatively easy to see that $\Delta(\mathbb{G})=6$. However, for a graph with $m$ edges, the number of feasible orientations is on the order of $2^{m}$, and calculating or even proving an upper-bound on $\Delta(\mathbb{G})$ is a difficult task. Most of the existing results provide bounds that are on the order of $n / s$ where $s$ is the minimum out-degree of a digraph [27], which is not useful for our purpose since $s=1$ for feasible orientations.

Here, we upper-bound the maximal girth by using another property of the underlying undirected graph, namely the length of its longest chordless cycle, which we denoted by $\kappa(\mathbb{G})$. The basic idea behind the proof is that any directed cycle with a chord can be further decomposed into two cycles, one of which is again a directed cycle. The formal statement with its proof is provided in Lemma 10 of the Appendix. With this upper-bound on maximal girth, condition (50) can be substituted by the following new condition:

$$
\begin{equation*}
\omega_{k \ell}<\frac{\pi}{2 \cdot(\kappa(\mathbb{G})-1)} \quad \forall\{k, \ell\} \in \mathbb{E} \tag{51}
\end{equation*}
$$

A major benefit of this result comes from the fact that $\kappa(\mathbb{G})$ can be computed in a relatively straightforward fashion. For the example in Fig. 5, the value of $\kappa(\mathbb{G})$ is equal
to the value of $\Delta(\mathbb{G})$. The procedure for the computation of $\kappa(\mathbb{G})$ and its values for several IEEE test cases are reported in Section 8.2. For complete graphs, $\kappa(\mathbb{G})=3$ because all vertices are connected by an edge. In connection with Corollary 5.3 , this implies that complete graphs cannot have multiple distinct solutions if angle differences are restricted below $\pi / 4$, which is often the case in real-world power operations due to security considerations. It is acknowledged, however, that power system graphs are not in practice complete graphs and are, in fact, sparse.

## 6 Series-Parallel Reduction

This section shows that under the assumption that voltage angles lie within the allowable limits, the uniqueness of $P-\Theta$ problem solutions is preserved under series-parallel reduction, with appropriate updates on the set of allowable limits, namely $\mathbb{W}$. These updates are involved with the dangling vertex, highway-path and parallel edges of the graph, which will be explained in detail throughout the section. We conclude the section with a recognition that all graphs that are reducible (via series-parallel reduction) to a $K_{2}$ have a unique power flow solution if the updated allowable limit on the remaining single line is less than $\pi / 2$. These graphs turn out to be equivalent to a group of graphs called Generalized Series-Parallel (GSP) that includes any tree or cycle graph. In fact, every outer-planar graph is GSP [20]. This result has practical implications because real-world transmission and distribution systems are not far away from this type of topology. We begin by defining series-parallel reduction and GSP graphs. As detailed in [20], one of the equivalent definitions of a GSP graph is as follows:

Definition 6.1. A graph is a Generalized Series-Parallel (GSP) graph if it can be reduced to a single edge graph $\left(K_{2}\right)$ by a sequence of the following three operations:

1. Replacement of a pair of parallel edges with a single edge that connects their common endpoints.
2. Replacement of a pair of edges incident to a vertex of degree 2 with a single edge.
3. Deletion of a dangling (degree 1) vertex.

Any sequence of these three operations will be called a "series-parallel reduction".
To help visualize how the three operations work, in Fig. 6 we illustrate a reduction example on the IEEE 14-bus network. Starting from the original network (a), the graph is subsequently reduced to (d) via a sequence of series-parallel reductions. Going from (a) to (b) represents an example of operation 3, where the dangling vertex (numbered by 8 in the figure) is deleted. The process from (b) to (c) is an example of operation 2, where two edges incident to a vertex of degree 2 is replaced by a single edge. Finally, the process from (c) to (d) is an example of operation 1 , where two parallel edges are replaced by a single edge.


Figure 6: A simple diagram illustrating a sequence of series-parallel reductions for the IEEE 14-bus system.

It turns out that the analysis of conditions (48-51) for the original power network can be performed on a "series-parallel reduced" network that could be far smaller than the original graph. Let us revisit the example in Fig. 6. In the original network (a), edge $\{7,8\}$ cannot be part of any cycle because vertex 8 has degree 1 . Therefore, this edge can be omitted from the analysis of directed cycles. In network (b), edges $\{6,12\}$ and $\{12,13\}$ have to be either both part of a cycle or both not part of any cycle. Therefore, the two edges can be replaced by a single edge $\{6,13\}$ with a new allowable limit, $\widetilde{\omega}_{6,13}=\omega_{6,12}+\omega_{12,13}$. A similar implication follows if we replace the two parallel edge in (c), connecting vertex 6 and 13 , by a single edge with a new allowable limit that is of maximum value among the replaced edges. Before we present the formal statement of this observation, we define what a highway-path is below.

Definition 6.2. An induced path $\mathbb{P}$ of $\mathbb{G}$ with vertex set

$$
\begin{equation*}
\mathbb{V}^{h}=\left\{s, u^{h}(1), u^{h}(2), \ldots, u^{h}(H), t\right\} \tag{52}
\end{equation*}
$$

from vertex $s$ to vertex $t$ is called a highway-path if:

$$
\begin{equation*}
d\left(u^{h}(i)\right)=2 \quad \forall i \in\{1, \ldots, H\} \tag{53}
\end{equation*}
$$

and $u^{h}(i)$ is a non-slack vertex for every $i \in\{1, \ldots, H\}$.
Note that a single edge is also considered a highway-path. By building on the previous observations and using the above definition, we show that the problem of determining the uniqueness of the power flow solutions for the original meshed network can be reduced to determining the uniqueness of solutions on a smaller graph that excludes a dangling vertex, a highway-path or a parallel edge.

Theorem 6.1. Consider a power network $\mathbb{G}=(\mathbb{V}, \mathbb{E}, \mathbb{W})$.

1. If $\mathbb{G}$ contains two parallel edges $e_{1}, e_{2} \in \mathbb{E}$ both connecting the same pair of vertices, define

$$
\begin{gathered}
\overline{\mathbb{V}}=\mathbb{V}, \overline{\mathbb{E}}=\mathbb{E} \backslash\left\{e_{2}\right\}, \\
\overline{\mathbb{W}}=\left\{\bar{w}_{e} \mid \bar{w}_{e}=w_{e}, \forall e \in \overline{\mathbb{E}} \backslash\left\{e_{1}\right\}, \bar{\omega}_{e_{1}}=\max \left\{w_{e_{1}}, w_{e_{2}}\right\}\right\}
\end{gathered}
$$

2. If $\mathbb{G}$ contains a highway-path $\mathbb{P}$, let $\mathbb{V}^{h}$ be the vertex set of $\mathbb{P}$ as described in (52). Define

$$
\begin{aligned}
& \overline{\mathbb{V}}=\mathbb{V} \backslash\left\{u^{h}(1), \ldots, u^{h}(H)\right\}, \overline{\mathbb{E}}=\mathbb{E}[\overline{\mathbb{V}}] \cup\{\{s, t\}\}, \\
& \overline{\mathbb{W}}=\left\{\bar{w}_{e} \mid \bar{w}_{e}=w_{e}, \forall e \in \mathbb{E}[\overline{\mathbb{V}}], \bar{\omega}_{s, t}=\sum_{e \in \mathbb{E}[\mathbb{V} h]} \omega_{e}\right\}
\end{aligned}
$$

3. If $\mathbb{G}$ contains a dangling (degree 1 ) vertex $u$, define

$$
\overline{\mathbb{V}}=\mathbb{V} \backslash\{u\}, \overline{\mathbb{E}}=\mathbb{E}[\overline{\mathbb{V}}], \overline{\mathbb{W}}=\left\{\bar{w}_{e} \mid \bar{w}_{e}=w_{e}, \forall e \in \overline{\mathbb{E}}\right\}
$$

Let the reduced graph $G^{r}$ be defined by $\mathbb{G}^{r}=(\overline{\mathbb{V}}, \overline{\mathbb{E}}, \overline{\mathbb{W}})$. Then, the $P-\Theta$ power flow problem for the original graph $\mathbb{G}$ has at most one solution if condition (50) is satisfied for $\mathbb{G}^{r}$.

Theorem 6.1 implies that deleting the graph's dangling vertex, or contracting multiple edges that are connected in series, or eliminating one of the two parallel edges do not influence the uniqueness of power flow solutions as long as the set of allowable limits $\mathbb{W}$ is updated appropriately. One major advantage of Theorem 6.1 is that the analyses pertaining to directed cycles, maximal girth and longest chordless cycle introduced in Section 5 can now be applied to a smaller reduced network. For instance, checking condition (48) is time-dependent on the number of vertices, edges, and simple cycles of a graph. As the graph becomes larger, this computation can be daunting since the number of simple cycles can grow exponentially in the number of vertices. The effect of series-parallel reduction on several IEEE test cases is illustrated in Section 8.1.

Finally, it is no coincidence that these three reduction procedures are equivalent to the three operations that are allowed and required to turn a GSP graph into a $K_{2}$ graph (see Definition 6.1). In other words, any GSP graph can be reduced to a single line after undergoing a sequence of reduction procedures delineated in Theorem 6.1. The absence of cycles suggests that Theorem 5.2 is unnecessary in this case, and warrants a simpler result, which is given as a corollary below. The corollary states that the $P-\Theta$ problem on GSP graphs has at most one solution if the final updated allowable limit for the reduced single line is less than $\pi / 2$.

Corollary 6.2. Suppose that the power system $\mathbb{G}=(\mathbb{V}, \mathbb{E}, \mathbb{W})$ has a GSP topology. Let $\mathbb{L}=(\overline{\mathbb{V}}, \overline{\mathbb{E}}, \mathbb{\mathbb { W }})$ be a $K_{2}$ graph (containing the slack bus) that is series-parallel reduced from $\mathbb{G}$, where $\overline{\mathbb{W}}=\{\omega\}$ represents the 'allowable limit' on the remaining line that is updated according to the procedures in Theorem 6.1. If $\omega<\pi / 2$, then there is a unique $\Theta \in \Theta(\mathbb{G})$ such that $P=\hat{P}(\Theta)$ for each $P \in \mathcal{P}(\mathbb{G}, \Theta(\mathbb{G}))$.

## 7 Algorithm

In this section, we design an algorithm for finding the unique solution of the $P-\Theta$ problem when the graph has a GSP structure. In general, the $P-\Theta$ equations constitute a system of nonlinear equations and are prone to complex and chaotic behavior. Conventional algorithms such as Newton's method may fail to converge when a bad initial guess is provided or if the system is close the its security margins. In the special case where the injection operator $\hat{P}(\Theta)$ is strictly monotone, leading to a unique (if there exists) $P-\Theta$ problem solution, a fixed point iteration approach will converge to the correct solution with a convergence rate that depends on the monotonicity constant and Lipschitz constant of the operator in question. However, requiring the injection operator to be monotonic over a feasible region is quite restrictive. In our case, the uniqueness of the $P-\Theta$ power flow problem for GSP graphs emerges from a repetitive reduction process of the network and its flow set in a parameterized way that is not amenable to conventional numerical methods. The power flow algorithm that we propose for the GSP networks, therefore, will emulate this reduction process.

### 7.1 Linear-time algorithm

We begin with a simple example illustrating the idea behind the algorithm. Fig. 7 shows a GSP network with four buses and five lines, where bus 1 is the slack bus as usual. Let $\mathbb{W}=\left\{\omega_{1,2}, \omega_{2,3}, \omega_{1,3}, \omega_{1,4}, \omega_{3,4}\right\}$ denote the set of allowable limits for this network. Suppose that the assumption in Corollary 6.2 is met, meaning that the network can be reduced to a single edge connecting vertices 1 and 4 via series-parallel reduction and the updated allowable limit for that edge is less than $\pi / 2$. More specifically, this means that $\bar{\omega}_{1,4}<\pi / 2$, where $\bar{\omega}_{1,4}$ equals the left-hand side of the following expression:

$$
\begin{equation*}
\max \left\{\omega_{1,4}, \max \left\{\omega_{1,2}+\omega_{2,3}, \omega_{1,3}\right\}+\omega_{3,4}\right\}<\pi / 2 \tag{54}
\end{equation*}
$$

Now, set the variable $x$ to represent the real power flow from vertex 1 to vertex 2, i.e. $x=p_{12}$. Due to power balance at each vertex and the fact that vertex 2 has a degree of two, $p_{23}$ is an increasing function with respect to $x$. Furthermore, due to Lemma 4.1 and the allowable angle assumptions that we made, this means that $\theta_{12}$ and $\theta_{23}$ are also increasing functions of $p_{12}$. It follows that $\theta_{13}=\theta_{12}+\theta_{23}$ is also an increasing function of $x$. Finally, due to the assumption on $\bar{\omega}_{1,4}$ in (54), we know that $\omega_{1,3}<\frac{\pi}{2}$, which implies that $p_{13}$ is an increasing function of $\theta_{13}$ and also of $x$.

Similarly, the flow variables expressed as bold arrows in Fig. 7 are all monotonically increasing with respect to $x$. Furthermore, once $x$ is known, all the other flow variables can be calculated sequentially. We will call this flow variable $x$ the primary flow. This sequential process is illustrated below:

1. Set $\mathbf{x}=x^{0}$.
2. Calculate: $\mathbf{p}_{\mathbf{2 3}}=p_{2}-\hat{r}_{12}(x)$
3. Calculate $\theta_{12}$ and $\theta_{23}$. Then, add them up to obtain $\theta_{13}$.
4. Calculate $\mathbf{p}_{13}=\hat{p}_{13}\left(\theta_{13}\right)$.
5. Calculate: $\mathbf{p}_{34}=p_{3}-\hat{r}_{23}\left(p_{23}\right)-\hat{r}_{13}\left(p_{13}\right)$.
6. Calculate: $\mathbf{p}_{\mathbf{4 1}}=p_{4}-\hat{r}_{34}\left(p_{34}\right)$.

These steps will be embedded in the algorithm proposed in this section. Each iteration of the algorithm will involve the above calculation of the flow variables, followed by an update on the value of the primary flow. Notice that at each step of the process, all the necessary information is already calculated in the preceding steps. Also, none of the steps involves solving a separate optimization problem and just requires simple algebraic calculations. Before delving into the full algorithm, we introduce a concept of outer-cycles.

Definition 7.1. An induced cycle $\mathbb{C}$ of $\mathbb{G}$ is called an outer-cycle if the following two conditions are met:

1. $\mathbb{C}$ contains two highway-paths such that the union of the two paths is $\mathbb{C}$ and the intersection is $\{s, t\}$. One of the paths (arbitrarily chosen), denoted by $\mathbb{S}^{p}$, will be called the principal-path and has vertex set $\mathbb{V}^{p}$. The other path, named $\mathbb{S}^{a}$, will be called the auxiliary-path and has vertex set $\mathbb{V}^{a}$. Let the vertex sets be denoted as follows:

$$
\begin{align*}
\mathbb{V}^{p} & =\left\{s, u^{p}(1), u^{p}(2), \ldots, u^{p}(N), t\right\}  \tag{55}\\
\mathbb{V}^{a} & =\left\{s, u^{a}(1), u^{a}(2), \ldots, u^{a}(M), t\right\} \tag{56}
\end{align*}
$$



Figure 7: A two-cycle network sharing an edge
2. All the vertices except for $s$ and $t$ have degree 2 and are non-slack buses.

The concept of an outer-cycle is useful because it corresponds to a cycle that is reduced via a combination of operations 1 and 2 of the series-parallel reduction (Definition 6.1). For example, in Fig. 6] the outer-cycle with vertices $\{6,12,13\}$ is reduced as it is transformed from sub-figure (b) to (d). The order in which outer-cycles and dangling vertices are deleted essentially define the series-parallel reduction. In our algorithm, it also corresponds to the order in which the flows are calculated starting from the primary flow. Theorem 7.1 states that for a subset of GSP graphs, the exemplary steps above can work and the $P-\Theta$ power flow problem can be solved in linear time. Here, we will use the notation $\mathbb{G} \rightarrow \mathbb{G}^{r}$ to signify the series-parallel reduction from graph $\mathbb{G}$ to $\mathbb{G}^{r}$.

Theorem 7.1. For Corollary 6.2, suppose that $\mathcal{O}=\left\{\mathbb{C}_{1}, \ldots, \mathbb{C}_{R}\right\}$ is the sequence of outer-cycles reduced in the process $\mathbb{G} \rightarrow \mathbb{L}$. Let $\mathbb{E}_{j}$ denote the edge set for cycle $\mathbb{C}_{j}$. Then, there is a linear-time algorithm with complexity $O(|\mathbb{E}| \cdot \log (1 / \epsilon))$ to find the unique solution of the $P-\Theta$ power flow problem, given a desired precision level $\epsilon$, if the following condition holds:

$$
\begin{equation*}
\left|\left(\cup_{i<j} \mathbb{E}_{i}\right) \cap \mathbb{E}_{j}\right| \leq 1 \quad \forall j=\{1, \ldots, R\} \tag{57}
\end{equation*}
$$

The linear-time algorithm is given in Algorithm 1. The algorithm makes use of the fact that for each line, there is one direction for which the flow increases with respect to the primary flow and another for which the flow decreases with respect to the primary flow. Let $\mathcal{F}^{+}$denote the set of ordered pair of indices $(k, \ell)$ such that $p_{k \ell}$ is monotonically increasing with respect to the primary flow. Also, for notation reasons, let $p(k, \ell)$ also denote the flow from bus $k$ to $\ell$ in addition to $p_{k \ell}$. Below, we define a type of projection operator $\Pi$ that allows the iterative sequence to stay in the allowable sets arising from our angle difference assumptions. Here, $x^{\text {iter }}$ denotes the iter ${ }^{\text {th }}$ iteration value of the primary


Figure 8: A simple diagram of the IEEE 14-bus system. Buses are marked in plain numbers, while the flow variables are marked in parenthesized numbers in the order in which they are calculated in Algorithm 1. Nodal real power injections are not shown in order to simplify the diagram.
flow $x$. Furthermore, we make use of several MATLAB functions: break means to break out of all the for-loops, and find $(A==a)$ returns the index of an array $A$ for which the value is equal to $a$.

$$
\Pi\left(x^{\text {iter }}, p_{k \ell}\right)= \begin{cases}x^{\text {iter }+1}=\frac{x+x^{\text {iter }}}{2} \text { and break } & \text { if } p_{k \ell} \geq \bar{p}_{k \ell} \\ x^{\text {iter }+1}=\frac{x^{\text {ter }}+\bar{x}}{2} \text { and break } & \text { if } p_{k \ell} \leq \underline{p}_{k \ell} \\ \theta_{k \ell}=\hat{\theta}_{k \ell}\left(p_{k \ell}\right) & \text { otherwise }\end{cases}
$$

Each iteration of Algorithm 1 involves calculating all the flows in the set $\mathcal{F}^{+}$based on the current value of the primary flow. This process is done sequentially in the same order in which the original graph is reduced to the final $K_{2}$ graph. Based on these values, the primary flow is updated by the bisection method until the solution is found. In Section 8.3, a set of representative numerical examples are generated and the performance of this proposed algorithm is illustrated.

### 7.2 Graphs that do not satisfy the assumption in Theorem 7.1

Theorem 7.1 states that if a power system network with GSP topology satisfies (57), then the power flow problem can be solved efficiently. Equation (57) essentially requires that any chordless cycle can only share at most one edge with all the previous reduced cycles. Obviously, this result weakens once the assumption is not met. We will illustrate the difficulties that arise using the IEEE 14-bus system, which has a GSP topology but does not satisfy (57).

Consider the system drawn in Fig. 8 and notice that $p_{6,12}$ is selected as the primary flow. Given the primary flow value, the flows (2)-(5) can be easily calculated as delineated in

Section 7.1. The first difficulty arises when trying to calculate the next unknown, flow (6). This is because the assumption of Theorem 7.1 breaks down: cycle $\{6,13,14,9,10,11,6\}$ and cycle $\{5,6,11,10,9,4,5\}$ share three edges. Therefore, even though we know $\theta_{6,9}$ from the previous calculations, i.e. by doing $\theta_{69}=\hat{\theta}_{6,13}\left(p_{6,13}\right)+\hat{\theta}_{13,14}\left(p_{13,14}\right)+\hat{\theta}_{14,9}\left(p_{14,9}\right)$, finding flow (6) requires solving an additional implicit function. Noting that $p_{11,10}=$ $P_{11}-\hat{r}_{6,11}\left(p_{6,11}\right)$ and $p_{10,9}=P_{10}-\hat{r}_{11,10}\left(p_{11,10}\right)=P_{10}-\hat{r}_{11,10}\left(P_{11}-\hat{r}_{6,11}\left(p_{6,11}\right)\right)$, the implicit function to be solved is:

$$
\begin{aligned}
& \hat{\theta}_{6,11}\left(p_{6,11}\right)+\hat{\theta}_{11,10}\left(P_{11}-\hat{r}_{6,11}\left(p_{6,11}\right)\right) \\
& \quad+\hat{\theta}_{10,9}\left(P_{10}-\hat{r}_{11,10}\left(P_{11}-\hat{r}_{6,11}\left(p_{6,11}\right)\right)\right)=\theta_{6,9}
\end{aligned}
$$

where the only variable is now $p_{6,11}$. This equation is monotonically increasing in $p_{6,11}$ and can be solved in $\log (1 / \epsilon)$. After having found the value for flow (6), flows (7)-(9) can be found by simple arithmetic calculations. Similarly, $p_{9,7}$ can be found by solving another monotonic implicit function. This is because the nodal injection at bus 8 gives a unique $p_{7,8}$ that acts as an additional negative injection at bus 7 . After this, $p_{9,4}$ and $p_{7,4}$ can be calculated by explicit arithmetic equations. The next difficulty arises after these steps. At this point, buses 5 and 4 both have three lines where the flows are unknown, which means that there is no easy way to calculate the remaining flow variables of the network. The only thing left to do is to solve a sub-problem on a subsystem of the original network, which is depicted in Fig. 8 as dotted lines. For this sub-problem, it is important to update the original nodal real power injections at bus 5 , namely $P_{5}$, by $P_{5}-\hat{r}_{6,5}\left(p_{6,5}\right)$. Likewise, the original nodal real power injections at bus 9 , namely $P_{9}$, by $P_{9}-\hat{r}_{10,9}\left(p_{10,9}\right)-\hat{r}_{14,9}\left(p_{14,9}\right)$. Also, update injection at bus 4 in a similar manner. Now, observe that this subsystem satisfies all the assumptions made in Theorem 7.1 and hence the sub-problem can be solved in linear time.

The example above illustrates the fact that violating the assumptions corresponds to an increase in the algorithm's complexity. Suppose that the original graph $\mathbb{G}$ can be divided into two subgraphs: the first part containing all the difficulties and the second part satisfying the assumptions made in Theorem 7.1. Then, the complexity of the algorithm will become $\mathcal{O}\left(\left\{m_{1} c_{1} \log (1 / \epsilon)\right\} \cdot m_{2} \log (1 / \epsilon)\right)=\mathcal{O}\left(c_{1} m_{1} m_{2} \log ^{2}(1 / \epsilon)\right)$ where $m_{i}$ 's are the number of edges for each subgraph and $c_{1}$ is the number of additional implicit functions that have to be solved for the first subgraph.

## 8 Numerical and simulation results

In this section, we use simulation and computation to numerically verify and support the ideas that have been developed in the paper. We start with visualizing how series-parallel reduction works on actual power systems. Then, we calculate the longest chordless cycle which provides an upper bound on maximal girth - of benchmark power systems. Finally, we apply Algorithm 1 to a class of networks in order to demonstrate its performance.

### 8.1 Series-parallel reduction of IEEE test cases

In Section 6, we introduced series-parallel reduction and showed that analyzing the uniqueness of the $P-\Theta$ problem solution can be performed on a smaller 'series-parallel reduced' network. In Fig. 9, we illustrate how these reductions visualize when applied to actual IEEE test cases (note that here the slack bus was not necessarily selected as bus 1). Figures 9 (a) and (c) represent the graphs before the reduction and figures 9 (b) and (d) represent the graphs after the series-parallel reduction. We can see that the reduced graphs are much smaller and contain the core information of the original graph. These reductions make Theorem 5.2 more practical to use because condition (48) is much easier to check on a smaller network.

|  | $\kappa(\mathbb{G})$ | $\widetilde{\kappa}(\mathbb{G})$ |
| :---: | :---: | :---: |
| case5 | 4 | 4 |
| case14 | 6 | 6 |
| case30 | 11 | 8 |
| case39 | 17 | 8 |

Table 1: Upper-bounds on maximal girth for IEEE test cases.

### 8.2 Calculation of $\kappa(\mathbb{G})$

In Section 5, we introduced $\kappa(\mathbb{G})$ as an upper-bound on the maximal girth $\Delta(\mathbb{G})$, which is computationally more tractable than $\Delta(\mathbb{G})$. To find the value of $\kappa(\mathbb{G})$, we first use a function built in Sage [33] to calculate all simple cycles of the graph, and then narrow them down to chordless cycles. Ultimately the length of the longest chordless cycle is obtained. The values are calculated for several IEEE standard test cases and reported in Table 1. A tighter bound can be found by observing that chordless cycles are not entirely immune to further decomposition. For example, consider the IEEE 39-bus network depicted in Fig. 9(c). One of the chordless cycles that are found using our implementation is $\{1,2,3,4,14,13,12,11,6,7,8,9,39,1\}$, which has length thirteen (note that this is not the longest chordless cycle). This is a chordless cycle because there is no edge directly connecting any two vertices of the cycle. However, as we can observe from Fig. 10, this cycle can be further partitioned into three smaller chordless cycles by the three edges in its interior. Furthermore, depending on the orientation of these three edges, at least one of the three smaller cycles is again a directed cycle if the big cycle is oriented. The tighter bound achieved from this process is denoted by $\widetilde{\kappa}(\mathbb{G})$ and also reported in Table 1 . Now, Corollary 5.3 can be used to study when the power flow equations have a unique solution.

### 8.3 Performance of linear-time algorithm

In order to verify the effectiveness of the proposed algorithm, we analyze its performance along with the performance of Newton-Raphson method as a standard algorithm used to solve power-flow in practice. To implement this standard algorithm, we use the MATPOWER [30] runpf function with the 'Newton-Raphson (NR)' option. Furthermore, in


Figure 9: (a) IEEE 30-bus system before reduction, (b) IEEE 30-bus system after reduction, (c) IEEE 39-bus system before reduction, and (d) IEEE 39-bus system after reduction.
order to satisfy the assumptions in equation (57), we create a class of triangulated networks of varying sizes (see Appendix J. for figure) using the MATPOWER casefile format (mpc). The allowable set of angles is enforced by setting the $12^{\text {th }}$ and $13^{\text {th }}$ columns of the field "branch" in the casefile to the steady-state stability limit (refer to Definition 4.1). Note that the matpower-NR algorithm cannot enforce additional angle constraints, such as (54), whereas Algorithm 1 does by design. Note that matpower-NR can be modified to incorporate these constraints if we formulate the power flow problem as an optimal power flow (OPF) problem, but then this becomes a constrained nonconvex optimization problem which introduces its own difficulties and is not the subject of this paper (even finding a feasible point to such optimization problem is a challenge). The following steps describe the experiments:

1) Generate a random $\Theta^{*}$ that belongs to the set $\Theta(\mathbb{G})$. This is the true set of angles that we wish to recover via the above algorithms.


Figure 10: Further decomposition of a directed chordless cycle. The solid arrows represent the original directed chordless cycle. The dotted arrows represent a possible orientation of the three edges that lie in the interior of the cycle.
2) Calculate the real power injection vector $P$, using $\Theta^{*}$.
3) Taking $P$ as input, solve the $P-\Theta$ power flow problem using both Algorithm 1 and matpower-NR method. The voltage angles retrieved from each algorithm are denoted by $\Theta^{1}$ and $\Theta^{N R}$, respectively.
4) Calculate the errors $\left\|\Theta^{1}-\Theta^{*}\right\|_{2}$ and $\left\|\Theta^{N R}-\Theta^{*}\right\|_{2}$.

For the initial point that is provided to the MATPOWER solvers, we generate a random point around the true solution via $\Theta^{\text {init }}=\Theta^{*}+\Theta^{\text {noise }}$, where $\Theta^{\text {noise }}$ is a random vector whose elements are independent and normally distributed with mean $\mu$. For the initialization of Algorithm 1, a random value is chosen between the minimum and maximum allowable real power flow. In order to highlight the performance of the two algorithms as the initial point deviates away from the true solution, we test three different values of $\mu=\{0.1,1,10\}$. The experiments are performed on an increasing number of buses and 20 independent simulations are carried out for each fixed network.

Fig. 11 shows the results of these experiments. The top three figures plot the average 2 -norm error (for varying values of $\mu$ ) and the bottom three figures plot the average solver time (for varying values of $\mu$ ) as a function of the network size. From the top three figures, it can be observed that matpower-NR performs relatively well and is able to recover $\Theta^{*}$ when the initial point is close enough to $\Theta^{*}$. However, as $\Theta^{\text {init }}$ deviates further away from $\Theta^{*}$, matpower-NR fails to reliably recover $\Theta^{*}$. In fact, for most cases with initial values far from the true solution, the matpower-NR algorithm does not even converge within the maximum iteration limit. For $\mu=10$, the matpower-NR method successfully converged for only 36 out of the 400 simulations. Fig. 12 plots the errors for these 36 convergent cases. It can be seen that several of these display high errors despite the successful convergence, implying that the algorithm converged to a different solution. Furthermore, it is demonstrated that Algorithm 1 does not converge to any of these different solutions and is capable of recovering $\Theta^{*}$ irrespective of the initial point or the number of buses. Finally, from the bottom three figures, we can observe that the
solving time for Algorithm 1 has a very slow growth in the size of the network and therefore can be used to solve large-scale problems. Note that Algorithm 1 was implemented in MATLAB with no strenuous efforts at optimizing the solving time and the purpose of Fig. 11 is only to demonstrate linear-time complexity of the proposed algorithm.


Figure 11: Comparison of average errors and solving times for Algorithm1 and matpowerNR. The first three figures plot the average error for different values of $\mu=0.1,1,10$ (from top to bottom). The last three figures plot the average solving time for different values of $\mu=0.1,1,10$ (from top to bottom)

## 9 Conclusion

In this paper, we establish sufficient conditions for the uniqueness of power flow solutions (if it exists) in an AC power system via the monotonic relationship between real power flows and voltage phase angles. We extend a simple observation made for a single line network - that angle differences bounded by their stability limit will give monotonicity and uniqueness - to the general network with multiple lines. More specifically, we prove that the $P-\Theta$ power flow problem has at most one solution for any acyclic or GSP graphs. These conditions guarantee the uniqueness of power flow solution, if it exists. In addition, for arbitrary power networks, we show that multiple distinct solutions cannot exist under the assumption that angle differences across the lines are bounded by some limit related to the maximal girth of the network. It is also shown that the series-parallel reduction on a graph does not alter the uniqueness of $P-\Theta$ problem solutions and therefore the analysis for a large network can be performed on a much smaller "reduced" network. Finally, we develop a efficient algorithm for a subset of the GSP graphs that work reliably, irrespective of the initial point.


Figure 12: Errors for the 36 (out of 400) simulations when matpower-NR converged successfully for $\mu=10$.

## 10 Appendix

### 10.1 Proof of Lemma 4.1

proof. The equation for the real power flow from node $k$ to node $\ell$ over line $\{k, \ell\}$ is given in equation (43). After combining the cosine and sine functions into one sine function, we obtain a simpler equation for both flows:

$$
\begin{equation*}
p_{k \ell}=G_{k \ell}\left|v_{k}\right|^{2}+\left|v_{k}\right| \cdot\left|v_{\ell}\right| Z_{k \ell} \sin \left(\theta_{k \ell}+\gamma_{k \ell}\right) \tag{58}
\end{equation*}
$$

With a simple rearrangement:

$$
\begin{equation*}
\sin \left(\theta_{k \ell}+\gamma_{k \ell}\right)=\frac{p_{k \ell}-G_{k \ell}\left|v_{k}\right|^{2}}{\left|v_{k}\right| \cdot\left|v_{\ell}\right| Z_{k \ell}} \tag{59}
\end{equation*}
$$

Using the assumption made on the angle differences and the definition of $\gamma_{k l}$, we deduce the following bounds on $\theta_{k \ell}+\gamma_{k \ell}$ :

$$
\begin{aligned}
& \theta_{k \ell}+\gamma_{k \ell} \geq-\tan ^{-1}\left(B_{k \ell} / G_{k \ell}\right)+\tan ^{-1}\left(-G_{k \ell} / B_{k \ell}\right) \\
& =-\left(\frac{\pi}{2}-\tan ^{-1}\left(G_{k \ell} / B_{k \ell}\right)\right)-\tan ^{-1}\left(G_{k \ell} / B_{k \ell}\right)=-\frac{\pi}{2} \\
& \theta_{k \ell}+\gamma_{k \ell} \leq \tan ^{-1}\left(B_{k \ell} / G_{k \ell}\right)+\tan ^{-1}\left(-G_{k \ell} / B_{k \ell}\right) \\
& =\frac{\pi}{2}-2 \tan ^{-1}\left(G_{k \ell} / B_{k \ell}\right) \leq \frac{\pi}{2}
\end{aligned}
$$

In summary, the angle $\theta_{k \ell}+\gamma_{k \ell}$ belongs to the range $[-0.5 \pi, 0.5 \pi]$ and therefore there exists a unique value of $\theta_{k \ell}+\gamma_{k \ell}$ that satisfies equation (59), leading to a unique value of $\theta_{k \ell}$. To prove the second part of the lemma, recall that the equation for the real power flow from node $k$ to node $\ell$ over line $\{k, \ell\}$ is given in equation (43). Similarly, the real power flow in the opposite direction (from node $\ell$ to $k$ ) is given by:

$$
\begin{equation*}
p_{\ell k}=G_{k \ell}\left(\left|v_{\ell}\right|^{2}-\left|v_{k}\right| \cdot\left|v_{\ell}\right| \cos \theta_{k \ell}\right)-B_{k \ell}\left|v_{k}\right| \cdot\left|v_{\ell}\right| \sin \theta_{k \ell} \tag{60}
\end{equation*}
$$

After combining the cosine and sine functions into one sine function, we arrive at a simpler equation similar to equation (58):

$$
\begin{equation*}
p_{\ell k}=G_{k \ell}\left|v_{\ell}\right|^{2}-\left|v_{k}\right| \cdot\left|v_{\ell}\right| Z_{k \ell} \sin \left(\theta_{k \ell}-\gamma_{k \ell}\right) \tag{61}
\end{equation*}
$$

Furthermore, we can derive bounds on $\theta_{k \ell}-\gamma_{k \ell}$ similar to those on $\theta_{k \ell}+\gamma_{k \ell}$ shown above:

$$
\begin{aligned}
& \theta_{k \ell}-\gamma_{k \ell} \geq-\tan ^{-1}\left(B_{k \ell} / G_{k \ell}\right)-\tan ^{-1}\left(-G_{k \ell} / B_{k \ell}\right) \\
& =-\frac{\pi}{2}+2 \tan ^{-1}\left(-G_{k \ell} / B_{k \ell}\right) \geq-\frac{\pi}{2} \\
& \theta_{k \ell}-\gamma_{k \ell} \leq \tan ^{-1}\left(B_{k \ell} / G_{k \ell}\right)-\tan ^{-1}\left(-G_{k \ell} / B_{k \ell}\right) \\
& =\left(\frac{\pi}{2}-\tan ^{-1}\left(G_{k \ell} / B_{k \ell}\right)\right)+\tan ^{-1}\left(G_{k \ell} / B_{k \ell}\right)=\frac{\pi}{2}
\end{aligned}
$$

Therefore, taking note of the fact that $\theta_{k \ell}+\gamma_{k \ell}$ and $\theta_{k \ell}-\gamma_{k \ell}$ are bounded by $[-0.5 \pi, 0.5 \pi]$, $p_{k \ell}$ and $p_{\ell k}$ are increasing and decreasing functions of $\theta_{k \ell}$, respectively. It can be concluded that $p_{\ell k}$ is a decreasing function of $p_{k \ell}$ for $p_{k \ell} \in\left(\underline{p}_{k \ell}, \bar{p}_{k \ell}\right)$.

### 10.2 Proof of Theorem 4.2

(a) Let $P \in \mathcal{P}(\mathbb{G}, \Theta(\mathbb{G}))$. We show by construction that the specification of $P$ uniquely determines $\Theta \in \Theta(\mathbb{G})$ such that $P=\hat{P}(\Theta)$. Note that since the power system has a tree topology, there is a unique path $E_{k}$ between any bus $k$ and bus 1 (consisting of successive lines) and that the distance $c(k)$ is therefore well-defined. Let $\bar{c}=\max _{k \in \mathbb{V}} c(k)$. We prove the result by using an induction argument on the decreasing distance $\hat{c}$. That is, the induction starts at $\hat{c}=\bar{c}$ and then considers successively smaller values of $\hat{c}$.

First, consider the case with distance $\hat{c}=\bar{c}$. Consider each bus $k$ with $c(k)=\bar{c}$. Note that each such bus $k$ is a leaf of the tree and that the injection $p_{k}$ at this bus equals $p_{k \ell}\left(\theta_{k \ell}\right)$, where $\{k, \ell\} \in \mathbb{T}$ is the unique line connected to bus $k$ and $\theta_{k \ell}$ is the angle difference across this line. By Lemma 4.1, this means that $p_{k}$ uniquely determines $\theta_{k \ell}$. Consequently, we can also evaluate $p_{\ell k}\left(-\theta_{k \ell}\right)$, i.e., the power fow from bus $\ell$ into the line at the other end.

Now, suppose that for each bus $k$ with $c(k)=\hat{c}$, we have that the injections $p_{k}$ for each bus $k \in \mathbb{V} \backslash\{1\}$ with $c(k) \geq \hat{c}$ uniquely determines $\theta_{k \ell}$, where $\{k, \ell\} \in \mathbb{T}$ is the unique line connected to bus $k$ such that $c(\ell)=c(k)-1=\hat{c}-1$. Consider any bus $k^{\prime}$ with $c\left(k^{\prime}\right)=\hat{c}-1$ and suppose that $\left\{k^{\prime}, \ell^{\prime}\right\} \in \mathbb{T}$ is the unique line connected to bus $k^{\prime}$ such that $c\left(\ell^{\prime}\right)=c(k)-2=\hat{c}-2$. By power balance at bus $k^{\prime}, p_{k^{\prime}, \ell^{\prime}}\left(\theta_{k^{\prime}, \ell^{\prime}}\right)$ equals the injection $p_{k^{\prime}}$ minus the sum of the flows onto each other line $\left\{k^{\prime}, \ell^{\prime \prime}\right\}$ incident to bus $k^{\prime}$. However, by assumption, $c\left(\ell^{\prime \prime}\right) \geq \hat{c}$ and so the flow on each such line $\left\{k^{\prime}, \ell^{\prime \prime}\right\}$ is uniquely determined by the injections $p_{k}$ for each bus with $c(k) \geq \hat{c}$. In turn, this means that the flow $p_{k^{\prime}, \ell^{\prime}}\left(\theta_{k^{\prime} \ell^{\prime}}\right)$ and the corresponding angle $\theta_{k^{\prime} \ell^{\prime}}$ are both uniquely determined by $p_{k^{\prime}}$ together with the injections $p_{k}$ for each bus with $c(k) \geq \hat{c}$. That is, the angle $\theta_{k^{\prime} \ell^{\prime}}$ and the flow $p_{k^{\prime}, \ell^{\prime}}\left(\theta_{k^{\prime} \ell^{\prime}}\right)$ are uniquely determined by the injections $p_{k}$ for each bus with
$c(k) \geq \hat{c}-1$.
The induction continues to the root of the tree; that is, to bus 1 . Hence, for all $\{k, \ell\} \in \mathbb{T}$, the injections $p_{k}$ for each bus $k \in \mathbb{V}$ uniquely determines both $p_{k \ell}\left(\theta_{k \ell}\right)$ and the corresponding angle $\theta_{k \ell}$ and $p_{\ell k}\left(-\theta_{k \ell}\right)$. Now, note that the angle $\theta_{1}=0$. Therefore, since each angle difference is uniquely specified, this means that the corresponding angles are also uniquely determined. As a result, there is a unique $\Theta \in \Theta(\mathbb{G})$ such that $P=\hat{P}(\Theta)$.
(b) Suppose that $P^{a}, P^{b} \in \mathcal{P}(\mathbb{G}, \Theta(\mathbb{G}))$, with the corresponding flows also labeled by superscript $a$ and $b$, and let $\lambda \in[0,1]$ be given. Let $\Theta^{a}, \Theta^{b} \in \Theta(\mathbb{G})$ be the unique angles satisfying $P^{a}=\mathcal{P}\left(\mathbb{G}, \Theta^{a}\right)$ and $P^{b}=\mathcal{P}\left(\mathbb{G}, \Theta^{b}\right)$. Consider the injection $P^{\star}=\lambda P^{a}+(1-$ $\lambda) P^{b}$. To prove convexity of $\mathcal{P}(\mathbb{G}, \Theta(\mathbb{G}))$, it is enough to show that $P^{\star} \in \mathcal{P}(\mathbb{G}, \Theta(\mathbb{G}))$, which will involve constructing an angle $\Theta^{\star} \in \Theta(\mathbb{G})$ such that $P^{\star}=\mathcal{P}\left(\mathbb{G}, \Theta^{\star}\right)$. By a similar argument to Part 1, first consider injections at buses $k$ with $c(k)=\bar{c}$ and let $\{k, \ell\} \in \mathbb{T}$ be the unique line connected to bus $k$. Note that, by definition, $P_{k}^{\star}=$ $\lambda P_{k}^{a}+(1-\lambda) P_{k}^{b}$ and therefore the corresponding flow $p_{k \ell}^{\star}$ is the convex combination of the corresponding injections. In other words,

$$
\begin{aligned}
p_{k \ell}^{\star} & =P_{k}^{\star} \\
& =\lambda P_{k}^{a}+(1-\lambda) P_{k}^{b}, \text { by definition of } P_{k}^{\star}, \\
& =\lambda p_{k \ell}\left(\theta_{k \ell}^{a}\right)+(1-\lambda) p_{k \ell}\left(\theta_{k \ell}^{b}\right)
\end{aligned}
$$

The first and third equations come from the fact that $\{k, \ell\} \in \mathbb{T}$ is the unique line connected to bus $k$. Now, note that the values of flows $p_{k \ell}\left(\theta_{k \ell}^{a}\right)$ and $p_{k \ell}\left(\theta_{k \ell}^{b}\right)$ belong to $\left[\underline{p}_{k \ell}, \bar{p}_{k \ell}\right]$, which is a convex set. Thus, we also have that $p_{k \ell}^{\star} \in\left[\underline{p}_{k \ell}, \bar{p}_{k \ell}\right]$. Therefore, there exists a unique $\left|\theta_{k \ell}^{\star}\right| \leq \tan ^{-1}\left(B_{k \ell} / G_{k \ell}\right)$ such that $p_{k \ell}^{\star}=p_{k \ell}\left(\theta_{k \ell}^{\star}\right)$. We proceed as in Part 1 by using an induction argument on the decreasing distance $\hat{c}$. That is, the induction starts at $\hat{c}$ and shows that for each $\{k, \ell\} \in \mathbb{T}$, the corresponding angle difference $\theta_{k \ell \ell}^{\star}$ with injections $P^{\star}$ satisfies $\left|\theta_{k \ell}^{\star}\right| \leq \tan ^{-1}\left(B_{k \ell} / G_{k \ell}\right)$. Proceeding to bus 1 , and again noting that $\theta_{1}=0$ is specified, it can be concluded that there is a uniquely defined $\Theta^{\star} \in \Theta(\mathbb{G})$ such that $P^{\star}=\mathcal{P}\left(\mathbb{G}, \Theta^{\star}\right)$. Therefore, $\mathcal{P}(\mathbb{G}, \Theta(\mathbb{G}))$ is convex.

### 10.3 Lemma 10.1 and its proof

For each pair of vertices $k, \ell \in \mathbb{V}$, we define $\hat{\Theta}_{k \ell}=\hat{\Theta}_{k}-\hat{\Theta}_{\ell}$. Note that we do not require that $\{k, \ell\} \in \mathbb{T}$ in the definition of $\hat{\Theta}_{k \ell}$ and in the next lemma:

Lemma 10.1. Suppose that the power system $\mathbb{G}=(\mathbb{V}, \mathbb{T})$ has a tree topology. Then, for each $k \in \mathbb{V} \backslash\{1\}$ and $\ell \in \mathbb{V}$ and for each $P \in \mathcal{P}(\mathbb{G}, \Theta(\mathbb{G}))$, we have $\frac{\partial \hat{\Theta}_{k \ell}}{\partial p_{k}}(P) \geq 0$.
proof. Consider the path $E_{k}$ from bus $k$ to bus 1 and the path $E_{\ell}$ from bus $\ell$ to bus 1 . Note that $\hat{\Theta}_{k}=\sum_{\left(k^{\prime}, \ell^{\prime}\right) \in E_{k}} \hat{\Theta}_{k^{\prime} \ell^{\prime}}$ and $\hat{\Theta}_{\ell}=\sum_{\left(k^{\prime}, \ell^{\prime}\right) \in E_{\ell}} \hat{\Theta}_{k^{\prime} \ell^{\prime}}$, because $\theta_{1}=0$. Moreover, $\hat{\Theta}_{k \ell}=\sum_{\left(k^{\prime}, \ell^{\prime}\right) \in E_{k}} \hat{\Theta}_{k^{\prime} \ell^{\prime}}-\sum_{\left(k^{\prime}, \ell^{\prime}\right) \in E_{\ell}} \hat{\Theta}_{k^{\prime} \ell^{\prime} \ell^{\prime}}$. Now, observe that changes in injection at bus $k$ can only affect flows, and therefore angle differences, in the path between bus $k$ and
bus 1. Moreover, changes in flows and angles differences in the common part of the path $E_{k} \cap E_{\ell}$ affect the angle at both buses $k$ and $\ell$ equally. Define $E_{k \ell}=E_{k} \backslash\left(E_{k} \cap E_{\ell}\right)$. That is, $E_{k \ell}$ is the path from bus $k$ to the bus that is common to both $E_{k}$ and $E_{\ell}$ and furthest from bus 1. Then:

$$
\frac{\partial \hat{\Theta}_{k \ell}}{\partial p_{k}}(P)=\sum_{\left(k^{\prime}, \ell^{\prime}\right) \in E_{k \ell}} \frac{\partial \hat{\Theta}_{k^{\prime} \ell^{\prime}}}{\partial p_{k}}(P) .
$$

We now observe that the relationship between injection at bus $k$ and angle differences at lines in this path $E_{k \ell}$ are all monotonic. That is, $\frac{\partial \hat{\Theta}_{k \ell}}{\partial p_{k}}(P) \geq 0$. According to Lemma 10.1, we can see that the angle difference between any non-slack bus $k$ and any other bus $\ell$ is a monotonically increasing function of the real power injection at bus $k$ when the injection vector $P$ is within the set of allowable injections.

### 10.4 Proof of Lemma 5.1

Suppose that there are two distinct vectors of voltage angles, $\Theta^{*}, \Theta^{* *} \in \Theta(\mathbb{G})$ that satisfy the power flow equations. Without loss of generality, assume that $\theta_{12}^{* *}>\theta_{12}^{*}$. Then, due to power balance at buses $2, \ldots, N$ and Assumption 4.1, a simple induction argument shows that

$$
\begin{equation*}
\theta_{i, i+1}^{* *}-\theta_{i, i+1}^{*}>0 \quad \forall i=\{1, \ldots, N\} \tag{62}
\end{equation*}
$$

where bus $N+1$ is again bus 1 . Furthermore, we have that

$$
\begin{equation*}
\theta_{i, i+1}^{* *}-\theta_{i, i+1}^{*}<\pi \quad \forall i=\{1, \ldots, N\}, \tag{63}
\end{equation*}
$$

which can be shown using the same logic followed to derive equation (67). Finally, by definition,

$$
\begin{equation*}
\theta_{1, N}^{* *}-\theta_{1, N}^{*}=\sum_{i=1}^{N-1}\left(\theta_{i, i+1}^{* *}-\theta_{i, i+1}^{*}\right)>0 \tag{64}
\end{equation*}
$$

and also,

$$
\begin{aligned}
\theta_{1, N}^{* *}-\theta_{1, N}^{*} & =\sum_{i=1}^{N-1}\left(\theta_{i, i+1}^{* *}-\theta_{i, i+1}^{*}\right) \leq \sum_{i=1}^{N-1}\left|\theta_{i, i+1}^{* *}-\theta_{i, i+1}^{*}\right| \\
& \leq \sum_{i=1}^{N-1}\left(\left|\theta_{i, i+1}^{* *}\right|+\left|\theta_{i, i+1}^{*}\right|\right) \\
& <\sum_{i=1}^{N-1} \omega_{i, i+1}^{* *}+\sum_{i=1}^{N-1} \omega_{i, i+1}^{*}<\pi
\end{aligned}
$$

This is a contradiction to equation (63) and therefore there cannot be two distinct solutions.

### 10.5 Proof of Theorem 5.2

In order to prove by contraction, suppose that there are two distinct solutions to the power flow problem, denoted as $\Theta^{*}, \Theta^{* *} \in \Theta(\mathbb{G})$. Now, we define a digraph $\mathbb{D}^{r}(\mathbb{G})=\mathbb{D}^{r}\left(\mathbb{V}, \mathbb{A}^{r}\right)$ where the direction of each directed edge in $\mathbb{A}^{r}$ is based on the difference (residual) between these two solutions. Hereby, we define the residual incidence matrix $L^{r}$ for $\mathbb{D}^{r}(\mathbb{G})$ below:

$$
L^{r}(a, k)= \begin{cases}-1 & \text { if } a=(k, \ell) \in \mathbb{A}^{r} \text { and } \theta_{k, \ell}^{* *}>\theta_{k, \ell}^{*}  \tag{65}\\ 1 & \text { if } a=(\ell, k) \in \mathbb{A}^{r} \text { and } \theta_{k, \ell}^{* *}>\theta_{k, \ell}^{*} \\ 1 & \text { if } a=(k, \ell) \in \mathbb{A}^{r} \text { and } \theta_{k, \ell}^{* *}<\theta_{k, \ell}^{*} \\ -1 & \text { if } a=(\ell, k) \in \mathbb{A}^{r} \text { and } \theta_{k, \ell}^{* *}<\theta_{k, \ell}^{*}\end{cases}
$$

Note that because of power balance at each node, this orientation has to be a Feasible Orientation. By assumption, for this fixed feasible orientation $\mathbb{D}^{r}(\mathbb{G}) \in \mathcal{D}_{f}(\mathbb{G})$, there exists a directed cycle $\mathbb{C}$ satisfying the inequality in (48). Without loss of generality, assume that $\theta_{u(1), u(2)}^{* *}>\theta_{u(1), u(2)}^{*}$. Then, because $\mathbb{C}$ is a directed cycle, it holds that

$$
\begin{equation*}
\theta_{u(i), u(i+1)}^{* *}-\theta_{u(i), u(i+1)}^{*}>0 \quad \forall i=\{1, \ldots, N\}, \tag{66}
\end{equation*}
$$

where the $(N+1)^{\text {th }}$ bus is again the $1^{\text {st }}$ bus. Furthermore,

$$
\begin{equation*}
\theta_{u(i), u(i+1)}^{* *}-\theta_{u(i), u(i+1)}^{*}<\pi \quad \forall i=\{1, \ldots, N\}, \tag{67}
\end{equation*}
$$

which is due to the following inequalities:

$$
\begin{aligned}
& \theta_{u(i), u(i+1)}^{* *}-\theta_{u(i), u(i+1)}^{*} \leq\left|\theta_{u(i), u(i+1)}^{* *}-\theta_{u(i), u(i+1)}^{*}\right| \\
& \quad \leq\left|\theta_{u(i), u(i+1)}^{* *}\right|+\left|\theta_{u(i), u(i+1)}^{*}\right|<2 \cdot \omega_{u(i), u(i+1)}<\pi
\end{aligned}
$$

However, by definition,

$$
\begin{aligned}
& \theta_{u(1), u(N)}^{* *}-\theta_{u(1), u(N)}^{*}=\sum_{i=1}^{N-1}\left(\theta_{u(i), u(i+1)}^{* *}-\theta_{u(i), u(i+1)}^{*}\right) \\
& \leq \sum_{i=1}^{N-1}\left|\theta_{u(i), u(i+1)}^{* *}-\theta_{u(i), u(i+1)}^{*}\right| \\
& \leq \sum_{i=1}^{N-1}\left|\theta_{u(i), u(i+1)}^{* *}\right|+\sum_{i=1}^{N-1}\left|\theta_{u(i), u(i+1)}^{*}\right| \\
& <\sum_{i=1}^{N-1} \omega_{u(i), u(i+1)}+\sum_{i=1}^{N-1} \omega_{u(i), u(i+1)}<\pi
\end{aligned}
$$

which is a contradiction to equations (66) and (67). Therefore, there cannot be two distinct vectors $\Theta^{*}, \Theta^{* *} \in \Theta(\mathbb{G})$ that satisfy $P=\stackrel{P}{P}(\Theta)$.

### 10.6 Proof of Theorem 5.3

Suppose that equation (50) is satisfied. In other words, to restate the equation here,

$$
\begin{equation*}
\omega_{k \ell}<\frac{\pi}{2 \cdot(\Delta(\mathbb{G})-1)} \quad \forall\{k, \ell\} \in \mathbb{E} \tag{68}
\end{equation*}
$$

Defining $\omega_{k \ell}^{\max }=\max _{\{k, \ell\} \in \mathbb{E}} \omega_{k \ell}$, we also have that

$$
\begin{equation*}
\omega_{k \ell}^{\max }<\frac{\pi}{2 \cdot(\Delta(\mathbb{G})-1)} \quad \forall\{k, \ell\} \in \mathbb{E} \tag{69}
\end{equation*}
$$

Multiplying both sides of the equation by $(\Delta(\mathbb{G})-1)$ yields

$$
\begin{equation*}
(\Delta(\mathbb{G})-1) \cdot \omega_{k \ell}^{\max }<\frac{\pi}{2} \tag{70}
\end{equation*}
$$

Now, using the definition of $\Delta(\mathbb{G})$, the following holds true for every $\mathbb{D} \in \mathcal{D}_{f}(\mathbb{G})$ :

$$
\begin{equation*}
(\delta(\mathbb{D})-1) \cdot \omega_{k \ell}^{\max }<\frac{\pi}{2} \tag{71}
\end{equation*}
$$

Since $\delta(\mathbb{D})$ represents the length of the smallest directed cycle of $\mathbb{D}$, let us denote this smallest directed cycle by $\mathbb{C}$ and its vertex set by $\mathbb{V}_{d c}=\left\{u(1), \ldots, u\left(\left|\mathbb{V}_{d c}\right|\right)\right\} \subseteq \mathbb{V}$. Then, the above inequality becomes equivalent to the following:

$$
\begin{equation*}
\left(\left|\mathbb{V}_{d c}\right|-1\right) \cdot \omega_{k \ell}^{\max }<\frac{\pi}{2} \tag{72}
\end{equation*}
$$

This implies that

$$
\begin{equation*}
\sum_{i=1}^{\left|\mathbb{V}_{d c}\right|-1} \omega_{u(i), u(i+1)}<\frac{\pi}{2} \tag{73}
\end{equation*}
$$

Therefore, we have satisfied condition (48) of Theorem 5.2 and as a result can conclude that for each $P \in \mathcal{P}(\mathbb{G}, \Theta(\mathbb{G}))$ there cannot be multiple distinct solutions for the $P=$ $\hat{P}(\Theta)$ problem.

### 10.7 Lemma 10.2 and its proof

Lemma 10.2. For a given graph $\mathbb{G}=(\mathbb{V}, \mathbb{E})$, the following inequality holds:

$$
\begin{equation*}
\Delta(\mathbb{G}) \leq \kappa(\mathbb{G}) \tag{74}
\end{equation*}
$$

Proof. Consider an arbitrary feasible orientation on graph $\mathbb{G}$, and denote it as $\mathbb{D}=(\mathbb{V}, \mathbb{A})$. We will first show that the shortest directed cycle in $\mathbb{D}$ must by chordless. Recall that because the feasible orientation enforces every vertex to have at least one incoming arc and one outgoing arc, there always exists a sequence of arcs in $\mathbb{D}$ that form a directed cycle. To put this in another way, there is at least one directed cycle in $\mathbb{D}(\mathbb{G})$. Let us call the shortest of these directed cycles, $\mathbb{C}^{0}$ and denote its vertices using the ordered set $\{u(1), \ldots, u(N)\}$. In other words, $(u(i), u(i+1)) \in \mathbb{A} \forall i \in\{1, \ldots, N-1\}$ and $(u(N), u(1)) \in \mathbb{A}$. In order to prove by contradiction, assume that $\mathbb{C}^{0}$ contains a chord with two endpoints $u(k), u(\ell)$ and $k<\ell$. Then, this chord divides $\mathbb{C}^{0}$ into two cycles $\mathbb{C}^{1}$ and $\mathbb{C}^{2}$ such that the symmetric difference of the two becomes $\mathbb{C}^{0}$. Depending on whether $(u(k), u(\ell)) \in \mathbb{A}$ or $(u(\ell), u(k)) \in \mathbb{A}$, exactly one of $\mathbb{C}^{1}$ and $\mathbb{C}^{2}$ again becomes a directed cycle. This is a contradiction to $\mathbb{C}^{0}$ being the shortest directed cycle. So far, we have established that the shortest directed cycle of a given digraph is a chordless cycle of its underlying undirected graph $\mathbb{G}$. It follows naturally that the length of this shortest directed cycle is less than the length of the longest chordless cycle in $\mathbb{G}$ :

$$
\delta(\mathbb{D}) \leq \kappa(\mathbb{G}) \text { for any } \mathbb{D} \in \mathcal{D}_{f}(\mathbb{G})
$$

Taking the maximum over $\mathbb{D} \in \mathcal{D}_{f}(\mathbb{G})$ on both sides of the inequality and using the definition of maximal girth in (49), we arrive at the desired conclusion.

### 10.8 Proof of Theorem 6.1

(a) Consider a graph $\mathbb{G}=(\mathbb{V}, \mathbb{E}, \mathbb{W})$ with a dangling vertex $k$. See Figure 14 for an example, where $k=1$ is the dangling vertex. By definition, vertex $k$ cannot be part of any cycle. Therefore, if there exists a directed cycle $\mathbb{C}$ that satisfies condition (50) for $\mathbb{G}^{r}=(\overline{\mathbb{V}}, \overline{\mathbb{E}}, \overline{\mathbb{W}})$, the same cycle also satisfies condition (50) for $\mathbb{G}=(\mathbb{V}, \mathbb{E}, \mathbb{W})$.
(b) Consider a graph $\mathbb{G}=(\mathbb{V}, \mathbb{E}, \mathbb{W})$ with a highway-path. See Figure 15 for an example, where the vertex set $\{1,2,3,4\}$ specify the highway-path. Denote the vertex
set of the highway-path $\mathbb{P}$ as the following:

$$
\begin{equation*}
\mathbb{V}^{h}=\left\{s, u^{h}(1), u^{h}(2), \ldots, u^{h}(H), t\right\} \tag{75}
\end{equation*}
$$

For $\mathbb{G}^{r}=(\overline{\mathbb{V}}, \overline{\mathbb{E}}, \overline{\mathbb{W}})$, suppose that condition (50) is satisfied for a directed cycle $\mathbb{C}^{r}$ that includes the edge $\{s, t\}$. This implies that for $\mathbb{G}=(\mathbb{V}, \mathbb{E}, \mathbb{W})$, condition (50) is satisfied for a directed cycle $\mathbb{C}$ that includes the edges $\left\{s, u^{h}(1)\right\},\left\{u^{h}(1), u^{h}(2)\right\}, \ldots,\left\{u^{h}(H-\right.$ 1), $\left.u^{h}(H)\right\}$ and $\left\{u^{h}(H), t\right\}$. This is because the edges in a highway-path must either all be part of a cycle or all not be part of any cycle.
(c) Consider a graph $\mathbb{G}=(\mathbb{V}, \mathbb{E}, \mathbb{W})$ with a pair of parallel edges $e_{1}$ and $e_{2}$, both connecting the two end-points $s$ and $t$. For $\mathbb{G}^{r}=(\overline{\mathbb{V}}, \overline{\mathbb{E}}, \mathbb{W})$, suppose that condition (50) is satisfied for a directed cycle $\mathbb{C}^{r}$ that includes the edge $\{s, t\}$. This implies that for $\mathbb{G}=(\mathbb{V}, \mathbb{E}, \mathbb{W})$, condition (50) is satisfied for a directed cycle $\mathbb{C}$ that either (i) includes only edge $e_{1}$ but not $e_{2}$, (ii) includes only edge $e_{2}$ but not $e_{1}$, or (iii) includes both edges $e_{1}$ and $e_{2}$.

### 10.9 Proof of Theorem 7.1

We prove that there is a linear-time algorithm by construction. Denote the vertex set of the auxiliary path of the $j^{\text {th }}$ outer-cycle by:

$$
\mathbb{V}_{j}^{a}=\left\{s_{j}, u_{j}^{a}(1), u_{j}^{a}(2), \ldots, u_{j}^{a}\left(N_{j}\right), t_{j}\right\}
$$

Set the primary flow to be $p\left(s_{j}, u_{j}^{a}(1)\right)$ and initialize its value to be the average-value of the range

$$
\left[\underline{p}\left(s_{j}, u_{j}^{a}(1)\right), \bar{p}\left(s_{j}, u_{j}^{a}(1)\right)\right]
$$

Here, we again abuse some notation so that $p(k, \ell)$ denotes the real power flow from vertex $k$ to $\ell$. Then, because all of the intermediate nodes $u_{j}^{a}(1), \ldots, u_{j}^{a}\left(N_{j}\right)$ have degree two, the subsequent flows on the auxiliary path can be calculated by simple arithmetic. Furthermore, due to the allowable angle assumption, we can uniquely determine the angle difference across every edge that is part of the auxiliary path. Summing them up will also provide the value for $\theta_{s_{j}, t_{j}}$. Also, because of the assumption made in (57), the principal path consists of a single edge. The flow on this edge can be calculated by using the previously calculated $\theta s_{j}, t_{j}$. Finally, note that the flows that we calculated so far are all increasing functions of the primary flow. This process can be repeated for all outer-cycles in $\mathcal{O}$ until the last cycle $\mathbb{C}_{R}$. For $\mathbb{C}_{R}$, instead of calculating $\theta_{s_{R}, t_{R}}$ and then using it to calculate $p\left(s_{R}, t_{R}\right)$, do the following: $p\left(s_{R}, t_{R}\right)=p_{t_{R}}-p\left(u_{R}\left(N_{R}\right), t_{R}\right)$. Finally, calculate all the angle differences using these flow values and add them around the cycle. If the angle sum is greater than zero, reduce the range of the primary flow to [ $\left.p\left(s_{j}, u_{j}^{a}(1)\right), p\left(s_{j}, u_{j}^{a}(1)\right)\right]$ and restart the process; otherwise, if the angle sum is greater than zero, reduce the range of the primary flow to $\left[p\left(s_{j}, u_{j}^{a}(1)\right), \bar{p}\left(s_{j}, u_{j}^{a}(1)\right)\right]$ and restart the process. We repeat this process until the range is less than $\epsilon$. Calculating all flows
takes $O(|\mathbb{E}|)$ time and this is repeated for $\log (1 / \epsilon)$ times if we want $\epsilon$-accuracy. This concludes the proof.

### 10.10 Additional Figures



Figure 13: A test network consisting of triangles


Figure 14: A simple graph with dangling vertex


Figure 15: A simple graph with multiple edges in series
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```
Algorithm 1: Linear-time GSP algorithm
    Initialize: Set \(\epsilon, \delta^{0}>\epsilon, P\) and iter \(=0\)
    Delete dangling vertex \(k\) and add injection value of \(-\hat{r}_{k, \ell}\left(p_{k}\right)\) to its unique adjacent
    bus \(\ell: P_{\ell}=P_{\ell}-\hat{r}_{k, \ell}\left(p_{k}\right)\). Do this for all dangling vertices.
    Set reduction order: Find the sequence of outer-cycles that are eliminated during the
    sp-reduction process. \(\Rightarrow \mathcal{O}=\left\{\mathbb{C}_{1}, \ldots, \mathbb{C}_{R}\right\}\)
    For each cycle \(\mathbb{C}_{j} \in \mathcal{O}\) : set the principal \(\left(\mathbb{S}_{j}^{p}\right)\) and auxiliary \(\left(\mathbb{S}_{j}^{a}\right)\) paths of \(\mathbb{C}_{j}\) so that \(\mathbb{S}_{j}^{p}\)
    be the path with one edge.
    Order the vertices in \(\mathbb{S}_{j}^{a}\) as \(\mathbb{V}_{j}^{a}=\left\{u_{j}^{a}(1), \ldots, u_{j}^{a}\left(M_{j}\right)\right\}\) so that \(\left(u_{j}^{a}(1), u_{j}^{a}(2)\right) \in \mathcal{F}^{+}\).
    Set primary flow \(x\) to represent \(p\left(u_{1}^{a}(1), u_{1}^{a}(2)\right)\). Then, do
    \(\bar{x}=\bar{p}\left(u_{1}^{a}(1), u_{1}^{a}(2)\right), \underline{x}=\underline{p}\left(u_{1}^{a}(1), u_{1}^{a}(2)\right), x^{0}=\frac{1}{2}(\underline{x}+\bar{x}), u_{0}^{a}(1)=u_{1}^{a}(1)\)
    while \(\left|\delta^{\text {iter }}\right|>\epsilon\) do
    for \(j=1: R\) do
    \(z=\operatorname{find}\left(\mathbb{V}_{j}^{a}==u_{j-1}^{a}(1)\right)\)
        for \(f=1: z-1\) do
            \(k=u_{j}^{a}(z-f), \ell=u_{j}^{a}(z-f+1), \quad q=u_{j}^{a}(z-f+2)\),
                \(p(k, \ell)=\hat{r}_{k, \ell}\left(P_{\ell}-p(\ell, q)\right), \Pi\left(x^{\text {iter }}, p(k, \ell)\right)\)
            end
            for \(f=z: M_{j}-2\) do
                \(k=u_{j}^{a}(f+1), \ell=u_{j}^{a}(f+2), q=u_{j}^{a}(f)\),
                \(p(k, \ell)=P_{k}-\hat{r}_{q, k}(p(q, k)) \Pi\left(x^{\text {iter }}, p(k, \ell)\right)\)
            end
            \(w_{j}=\sum_{k=1}^{M_{j}-1} \theta_{u_{j}^{a}(k), u_{j}^{a}(k+1)}, \quad p\left(u_{j}^{a}(1), u_{j}^{a}\left(M_{j}\right)\right)=\hat{p}_{u_{j}^{a}(1), u_{j}^{a}\left(M_{j}\right)}\left(w_{j}\right)\),
            \(P_{u_{j}^{a}(1)}=P_{u_{j}^{a}(1)}-p\left(u_{j}^{a}(1), u_{j}^{a}(2)\right)\),
            \(P_{u_{j}^{a}\left(M_{j}\right)}=P_{u_{j}^{a}\left(M_{j}\right)}+p\left(u_{j}^{a}\left(M_{j}-1\right), u_{j}^{a}\left(M_{j}\right)\right)\)
            Delete dangling vertex \(k\), and add injection value of \(-\hat{r}_{k, \ell}\left(p_{k}\right)\) to its
            unique adjacent bus \(\ell: P_{\ell}=P_{\ell}-\hat{r}_{k, \ell}\left(p_{k}\right)\)
    end
    \(p\left(u_{R}^{a}\left(M_{R}\right), u_{R}^{a}(1)\right)=P_{u_{R}^{a}\left(M_{R}\right)}-p\left(u_{R}^{a}\left(M_{R}-1\right), u_{R}^{a}\left(M_{R}\right)\right)\)
    \(\Pi\left(x^{\text {iter }}, p\left(u_{R}^{a}\left(M_{R}\right), u_{R}^{a}(1)\right)\right), \quad \delta^{\text {iter }}=w_{R}+\theta_{u_{R}^{a}\left(M_{R}\right), u_{R}^{a}(1)}\)
    if \(\delta^{\text {iter }}>0\) then
            \(\bar{x}=x^{\text {iter }}, x^{\text {iter }+1}=\frac{1}{2}(\bar{x}+\underline{x})\)
        else
            \(\underline{x}=x^{\text {iter }}, x^{\text {iter }+1}=\frac{1}{2}(\bar{x}+\underline{x})\)
    end
    iter \(=\) iter +1
    end
```


## Chapter IV

## Uniqueness of Power Flow

 Solutions Using Graph-theoretic Notions
## 1 Introduction

The AC power flow problem plays a crucial role in various aspects of power systems, e.g., the daily operations in contingency analysis and security-constrained dispatch of electricity markets. In essence, the goal of the AC power flow problem is to solve for the complex voltage of each bus that determines the power system set-point. However, the presence of sinusoidal functions in the AC power flow equations makes it difficult to analytically solve the equations, if not impossible. Moreover, the periodicity of sinusoidal functions destroys the uniqueness of the AC power flow solution, even when either voltage magnitudes or phase angle differences are limited to the "physically realizable" regime [28, 6, 7, 5]. Hence, unexpected operating points may appear for some system conditions and can jeopardize the normal operations of power systems. Conditions that ensure the existence of a unique "physically realizable" power flow solution are important but not fully understood.

For a special case of the AC power flow problem, the uniqueness property of the $P-\Theta$ power flow problem [3] has been studied in [28]. In the $P-\Theta$ power flow problem, the magnitude of the complex voltage at each node is given and the objective is to find a set of voltage phases such that the power flow equations are satisfied. The "physically realizable" constraint requires that the angular difference across every line lies within the stability limit of $\pi / 2$ for lossless networks. Sufficient conditions (on the angular differences) that depend on the topological properties of the power network are established in [28]. Specifically, the authors proposed the notion of monotone regime and an upper bound on the angular differences based on the power network topology, which together can ensure the uniqueness of solutions. However, due to the nonlinear property of sinusoidal functions and the low-rank structure of angular differences, it is unclear to what extent the sufficient conditions given in [28] are necessary.

The goal of this paper is to provide more general necessary and sufficient conditions for the uniqueness, using the notion of maximal eye defined in Section 3 and the notion of maximal girth introduced in [28]. The paper also designs algorithms to compute these graph-theoretic parameters.

### 1.1 Main results

In this paper, we extend the uniqueness theory of $P-\Theta$ power flow problem proposed in [28]. We focus on the uniqueness of the power flow problem in a stronger sense and derive general necessary and sufficient conditions that depend only on the choice of the monotone regime and network topology. Under certain circumstances, the general conditions can be simplified to obtain tighter sufficient conditions. In addition, some algorithms for computing the maximal eye and the maximal girth of undirected graphs are proposed. A reduction method is designed to reduce the size of graphs and accelerate the computation process. More specifically, the contributions of this paper are three-folds:

- We extend the uniqueness theory of $P-\Theta$ problem to a stronger sense. In [28], two solutions for cyclic graphs are are treated as different if all phase angle vectors are different (this is referred to as weak uniqueness). In contrast, in this paper, we consider the uniqueness in the usual sense, i.e., two solutions are different if they are different in at least one phase angle (this is referred to as strong uniqueness). A constant called the maximal eye is developed to classify all network topology that ensure strong uniqueness. Numerical results show that the maximal eye gives more reasonable constraints compared to its counterpart for weak uniqueness, which is known as the maximal girth. Moreover, for 2-vertex-connected Series-Parallel graphs, we prove that the maximal eye is equal to the maximal girth.
- We propose general necessary and sufficient conditions for both the strong and the weak uniqueness. The conditions are derived by Farka's Lemma, which gives the dual problem with simpler solutions. Sufficient conditions for the weak uniqueness in [28] and their counterparts for the strong uniqueness are derived directly from the general conditions. In the special case when the power network is a single cycle or is lossless, stronger necessary and sufficient conditions that do not contain sinusoidal functions are derived.
- Finally, we develop a reduction method, named the SSPR method, that can accelerate the computation of the maximal eye and the maximal girth. The SSPR method is proved to reduce 2-vertex-connected Series-Parallel graphs to a single line, independent of the choice of the slack bus. The relationship between the maximal eye (girth) of graphs before and after the reduction is unveiled. When applying the SSPR method to real-world examples, the maximal eye is usually not changed over the reduction process, while the maximal girth is already computed during the reduction process. We also design search-based algorithms for computing the maximal eye and the maximal girth, which are able to compute the exact value for graphs with up to 100 nodes before reduction.

In summary, this paper constitutes a substantial generalization of the uniqueness theory in [28]. A stronger notion of uniqueness is proposed and general necessary and sufficient conditions are proposed. These two combined provides a tool for analyzing large-scale
power networks and enables a deeper understanding of the uniqueness of the $P-\Theta$ power flow problem.

### 1.2 Related work

The study of solutions to the power flow problem has a long history dating back to [22], which gave an example showing the general non-uniqueness of solutions for the power flow problem. Then, the number of solutions of the power flow problem was estimated in [10], which also characterized the stability region for the power flow problem. However, these early works only considered lossless transmission networks consisting of PV buses. Under the assumption that resistive losses are negligible, conditions for the existence and uniqueness of both real power-phase $(P-\Theta)$ problem, and reactive power-voltage $(Q-V)$ problem were derived in [9, 3].

In another line of work, the topology structure of the power network was also considered to derive stronger conditions for the uniqueness. The number of solutions was estimated for radial networks in [6, 11], and later for general networks. Moreover, a more recent work [31] gave several algorithms to compute the unique high-voltage solution. In this paper, we consider the $P-\Theta$ problem [3] for general lossy power networks and utilize the topology information. We refer to [28] for a more detailed review of the existing literature.

The fixed-point technique is often used for proving the existence and uniqueness of equations. For the power flow problem, the fixed-point technique was first utilized in [23] and was further developed by several works [12, 4, 24, 25, 35, 34]. Another more recently applied approach is to treat the $P-\Theta$ power flow problem as a rank- 1 matrix sensing problem and solve its convex relaxation counterpart [44, 45]. The work [14] also considered the domain of voltages over which the power flow operator is monotone. However, the relation between the rank-1-constrained problem and its convexification is not clear for general power networks.

The work [32] presented a unifying framework for network problems on the $n$-torus. The framework applies to the AC power flow problem when the power networks are lossless. The idea of considering the regime when the power flow on each line is monotone was extended to lossy power networks in [28]. The regime where the power flow on a line increases monotonically with the angle difference across the line - called the monotone regime in this paper - was proposed. In [28], it was also shown that the solution of $P-\Theta$ problem is unique under the assumption that angle differences across the lines are bounded by some limit related to the maximal girth of the network [46].

The existing algorithms in the literature cannot be directly used to compute maximal eye (introduced in Section 3) or maximal girth. A related problem is computing the maximal chordless cycle as an upper bound to these parameters. The computation of maximal chordless cycles was proved to be $\mathcal{N} \mathcal{P}$-complete in [43]. Efficient algorithms for enumerating chordless cycles were proposed in [41, 42] and both take linear time to enumerate a single chordless cycle. The algorithms for enumerating maximal chordless cycles can be easily modified to compute the minimal chordless cycle containing a given
edge. Series-parallel reduction method was introduced as an alternative definition of Generalized Series-Parallel (GSP) graphs in [20]. Under the assumption that the slack bus is the last bus to be reduced, all GSP graphs can be reduced to a single line [28]. However, whether the series-parallel reduction method can still reduce GSP graphs without the assumption on the slack bus is not known. In this paper, we show that 2 -vertexconnected ${ }^{3}$ Series-Parallel graphs can be reduced to a single line without the assumption.

### 1.3 Notations

We start with some mathematical notations. We use $\mathbb{N}, \mathbb{Z}, \mathbb{R}, \mathbb{C}$ to denote the set of all natural numbers, integers, real numbers and complex numbers, respectively. We denote $[n]:=\{1, \ldots, n\}$ for any $n \in \mathbb{N}$. The symbol $\mathbf{j}$ denotes the unit imaginary number. The notations $(\cdot)^{T}$ and $(\cdot)^{H}$ denote the transpose and Hermitian transpose of a matrix, respectively. For a complex number $z,|z|$ denotes its magnitude and for a set $X$, the symbol $|X|$ denotes its cardinality. $\Re(\cdot)$ denotes the real part of a given scalar or matrix.

For an undirected graph, the set of vertices and the set of edges are denoted as $\mathbb{V}$ and $\mathbb{E}$, respectively. If the edges of an undirected graph are weighted with the weights captured by a matrix $W \in\{ \pm 1\}^{|\mathbb{V}| \times|\mathbb{V}|}$, then the graph is represented as $(\mathbb{V}, \mathbb{E}, W)$. For a directed graph $(\mathbb{V}, \mathbb{E}, A)$, the matrix $A \in \mathbb{R}^{|\mathbb{V}| \times|\mathbb{V}|}$ gives the orientation of each line. The undirected edge connecting two vertices $k$ and $\ell$ is denoted by a set notation $\{k, \ell\}$, whereas $(k, \ell)$ denotes a directed edge coming out of vertex $k$ and going into $\ell$. For parallel edges, we use $\{k, \ell, i\}$ to represent different edges connecting $k$ and $\ell$, where $i \in \mathbb{Z}_{+}$is the index of each parallel edge.

A power network $\mathbb{G}=(\mathbb{V}, \mathbb{E}, Y)$ consists of two parts: the underlying undirected graph $(\mathbb{V}, \mathbb{E})$ and the complex admittance matrix $Y \in \mathbb{C}^{n \times n}$, where $n$ is the number of vertices in the underlying graph. The underlying graph is assumed to be a simple and connected graph. The set of vertices $\mathbb{V}$ and the set of edges $\mathbb{E}$ correspond to the set of buses and the set of lines of the power network. The series element of the equivalent $\Pi$-model of each line $\{k, \ell\}$ is modeled by admittance $Y_{k \ell}=G_{k \ell}-\mathbf{j} B_{k \ell}$, where $G_{k \ell}, B_{k \ell} \geq 0$.

We denote $\mathbf{v} \in \mathbb{C}^{n}$ as the vector of complex bus voltages. The complex voltage at bus $k$ can be written in the polar form using its magnitude and phase angle $v_{k}=\left|v_{k}\right| e^{\mathbf{j} \Theta_{k}}$ for all $k \in[n]$, where $\left|v_{k}\right| \in \mathbb{R}$ and $\Theta_{k} \in \mathbb{R}$ denote the voltage magnitude and phase angle, respectively. We denote $\Theta_{k \ell}:=\Theta_{k}-\Theta_{\ell} \in[-\pi, \pi)$ as the phase difference modulus by $2 \pi$ for all $\{k, \ell\} \in \mathbb{E}$. In the rest of the paper, we use the corresponding values in $[-\pi, \pi)$ for phase differences.

### 1.4 Paper organization

The remainder of this paper is organized as follows. Section 2 gives the necessary background knowledge about the $P-\Theta$ power flow problem and the existing uniqueness theory for the $P-\Theta$ problem. The notions of strong uniqueness and weak uniqueness are also

[^2]introduced. In Section 3, we propose the general analysis framework of the uniqueness theory that only depends on the monotone regime and the topological structure. We show that necessary and sufficient conditions can be fully characterized by a feasibility problem, which has fewer variables than the $P-\Theta$ problem. Sufficient conditions for uniqueness are derived and it is shown that the uniqueness conditions in [28] follow as a natural corollary. Then, we consider three special cases in Section 4 by assuming specific topological structures for the underlying graph or a specific monotone regime. In these special cases, the necessary and sufficient conditions are simplified and the intricate sinusoidal functions are avoided in the verification of those conditions. Furthermore, the sufficient conditions proposed in Section 3 are proved to be tight when no information beyond the monotone regime and the topological structure is available. Finally, a reduction method and searchbased algorithms for computing the maximal girth and maximal eye are given in Section 5. Proofs are delineated in the technical report [29].

## 2 Preliminaries

## 2.1 $\quad P-\Theta$ problem formulation

As mentioned in the introduction, we focus our attention to the $P-\Theta$ problem, which describes the relationship between the voltage phasor angles and the real power injections. We assume that the slack bus and the reference bus are bus 1, and that all other buses except the slack bus are PV buses. Recall that the following injection operator describes the $P-\Theta$ problem, where the shunt elements are assumed to be purely reactive.

Definition 2.1. Define $\hat{P}_{k}:\{0\} \times \mathbb{R}^{n-1} \rightarrow \mathbb{R}$ as the map from the vector of phasor angles to the real power injection at bus $k$ :

$$
\hat{P}_{k}(\Theta):=\Re\left\{(Y v)_{k}^{H} v_{k}\right\} \quad \forall \Theta \in\{0\} \times \mathbb{R}^{n-1} .
$$

Moreover, define the injection operator $\hat{P}:\{0\} \times \mathbb{R}^{n-1} \rightarrow \mathbb{R}^{n-1}$ as

$$
\hat{P}(\Theta):=\left[\hat{P}_{2}(\Theta), \ldots, \hat{P}_{n}(\Theta)\right] .
$$

The goal of the $P-\Theta$ problem is, given $P \in \mathbb{R}^{n-1}$, to find the voltage phasor angles $\Theta \in\{0\} \times \mathbb{R}^{n-1}$ such that

$$
\begin{equation*}
\hat{P}(\Theta)=P \tag{76}
\end{equation*}
$$

### 2.2 Monotone regime and allowable sets

We are interested in the uniqueness property of the solution to problem (76). In general, the number of solutions to problem (76) is hard to estimate because of the periodic behavior of sinusoidal functions, especially when there is no symmetrical structure in the
power network. Thus, we limit the phase angle vectors to the monotone regime, within which the real power flow from bus $k$ to bus $\ell$ increases monotonically with respect to the phase difference $\Theta_{k \ell}$ for each line $\{k, \ell\} \in \mathbb{E}$. The monotone regime is defined in [28] as follows.

Definition 2.2. The monotone regime of a power network $(\mathbb{V}, \mathbb{E}, Y)$ is the set

$$
\left\{\Theta \in \mathbb{R}^{n} \mid \Theta_{1}=0, \Theta_{k \ell} \in\left[-\gamma_{k \ell}, \gamma_{k \ell}\right], \forall\{k, \ell\} \in \mathbb{E}\right\}
$$

where $\gamma_{k \ell}:=\tan ^{-1}\left(B_{k \ell} / G_{k \ell}\right) \in[0, \pi / 2]$ for all $\{k, \ell\} \in \mathbb{E}$.
Restricting the voltage phase angle vectors to the monotone regime is necessary for the uniqueness of solution to problem (76) and facilitates the theoretical analysis. The constraint that the angular difference across every line lies within the stability limit of $\left[-\gamma_{k \ell}, \gamma_{k \ell}\right]$ is equivalent to the steady-state stability limit if each line is considered individually. As shown in [28], the phase angle vectors of leaf buses except the slack bus are uniquely determined by the phase angle vectors of non-leaf buses in the monotone regime. Hence, we assume that all vertices in the underlying graph except vertex 1 have degree at least 2 .

Assumption 2. The graph $(\mathbb{V}, \mathbb{E})$ is connected. All vertices except vertex 1 in the graph $(\mathbb{V}, \mathbb{E})$ have degree at least 2 .

We focus on finding a neighborhood of a solution in which there is no other solution to the $P-\Theta$ problem. The neighborhood is defined as follows.

Definition 2.3. The set of allowable perturbations is defined as

$$
\mathcal{W}:=\left\{\omega_{k \ell} \geq 0 \mid \forall\{k, \ell\} \in \mathbb{E}\right\}
$$

Suppose that $\Theta$ is a solution to the $P-\Theta$ problem in the monotone regime. Then, the set of neighboring phases is defined as

$$
\begin{aligned}
& \mathcal{N}(\mathbb{G}, \Theta, \mathcal{W}):=\left\{\tilde{\Theta} \in \mathbb{R}^{n} \mid \tilde{\Theta}_{1}=0\right. \\
& \left.\tilde{\Theta}_{k \ell} \in\left[-\gamma_{k \ell}, \gamma_{k \ell}\right] \cap\left[\Theta_{k \ell}-\omega_{k \ell}, \Theta_{k \ell}+\omega_{k \ell}\right], \forall\{k, \ell\} \in \mathbb{E}\right\}
\end{aligned}
$$

We note that $\tilde{\Theta}_{k \ell}$ refers to the value of $\tilde{\Theta}_{k}-\tilde{\Theta}_{\ell}$ modulo $2 \pi$. Without loss of generality, we assume that $\omega_{k \ell} \leq 2 \gamma_{k \ell}$ for all $\{k, \ell\} \in \mathbb{E}$, since the width of the monotone regime is $2 \gamma_{k \ell}$ and setting $\omega_{k \ell}>2 \gamma_{k l}$ will not enlarge the set of neighboring phases compared to setting $\omega_{k \ell}=2 \gamma_{k \ell}$.

It is desirable to analyze the uniqueness of the solution in the neighborhood $\mathcal{N}(\mathbb{G}, \Theta, \mathcal{W})$. In [28], the authors considered the set of allowable angles, which is defined as

$$
\left\{\tilde{\Theta} \in \mathbb{R}^{n} \mid \tilde{\Theta}_{1}=0, \tilde{\Theta}_{k \ell} \in\left[-\omega_{k \ell} / 2, \omega_{k \ell} / 2\right], \forall\{k, \ell\} \in \mathbb{E}\right\}
$$

Note that the set of allowable angles is a special case of the set of allowable perturbations, since any two phase vectors in the set of allowable angles are in the corresponding sets of neighboring phases of each other. In this paper, we use the set of allowable perturbations but the sufficient conditions we derive can be naturally applied to using the set of allowable phases.

### 2.3 Notions of weak and strong uniqueness

Informally, we say that the $P-\Theta$ problem (76) has a unique solution $\Theta$ under the allowable perturbation set $\mathcal{W}$, if there exists at most one solution in the set $\mathcal{N}(\mathbb{G}, \Theta, \mathcal{W})$. We give two different definitions of uniqueness. Firstly, we introduce the uniqueness in the weak sense.

Definition 2.4. We say that a solution $\Theta$ to the $P-\Theta$ problem (76) is weakly unique with the given set of allowable perturbations $\mathcal{W}$, if for any solution $\tilde{\Theta} \in \mathcal{N}(\mathbb{G}, \Theta, \mathcal{W})$, there exists a line $\{k, \ell\} \in \mathbb{E}$ such that $\Theta_{k \ell}=\tilde{\Theta}_{k \ell}$.

In other words, two solutions are different according to Definition 2.4 if and only if they have different phase differences for every line. Next, we extend the definition of weak uniqueness to a stronger sense that is also more useful and usual.

Definition 2.5. We say that a solution $\Theta$ to the $P-\Theta$ problem (76) is strongly unique with the given set of allowable perturbations $\mathcal{W}$, if for any solution $\Theta \in \mathcal{N}(\mathbb{G}, \Theta, \mathcal{W})$ and any $\{k, \ell\} \in \mathbb{E}$, we have $\Theta_{k \ell}=\tilde{\Theta}_{k \ell}$.

In other words, two solutions are different according to Definition 2.5 if and only if the phase differences are different on at least one line. We mention that two different solutions to problem (76) according to Definition 2.5 correspond to two different solutions to problem (76) according to Definition 2.4 for a "power sub-network". To understand this, suppose that $\Theta^{1}$ and $\Theta^{2}$ are two different solutions according to Definition 2.5 and let $\Delta_{k \ell}:=\Theta_{k \ell}^{1}-\Theta_{k \ell}^{2}$ be the difference between the solutions on each line $\{k, \ell\} \in \mathbb{E}$. If $\Delta_{k \ell}=0$ for some line $\{k, \ell\} \in \mathbb{E}$, then we can create another power system by removing the line $\{k, \ell\}$ such that $\Theta_{1}$ and $\Theta_{2}$ become the solutions to the new power system. This can be achieved by adding a generator or a load at bus $k$ that matches the power flow from $\ell$ to $k$ and adding a generator or a load at bus $\ell$ that matches the power flow from $k$ to $\ell$. Note that the original solutions $\Theta^{1}$ and $\Theta^{2}$ still solve the power flow equations for the sub-network with some generators or loads added and the line removed. We can repeat this process until the difference $\Delta_{k \ell}$ becomes nonzero for all remaining lines $\{k, \ell\}$. If some bus becomes a singleton, we can omit it since it does not affect the uniqueness of power flow solutions. If the slack bus becomes a singleton, we can choose another arbitrary bus as the new slack bus, since the real power injection is the same for both solutions at PV buses. Now, the two solutions are different according to Definition 2.4 on the "power sub-network" of the original power network. Hence, the strong uniqueness can be implied if we ensure the weak uniqueness on all "possible sub-networks".

## 3 Uniqueness Theory for General Graphs

In this section, we derive necessary and sufficient conditions on the set of allowable perturbations $\mathcal{W}$ such that the solution to problem (76) becomes strongly or weakly unique. In particular, we aim to analyze the impact of the power system topology and the size of the monotone regime on the uniqueness property. Namely, given the topological structure and the monotone regime, we aim to find conditions on $\mathcal{W}$ such that the uniqueness of solutions holds. To achieve this, we need to derive conditions under which all power networks with the same topological structure and monotone regime have unique solutions. To formalize the problem, we fix the underlying graph $(\mathbb{V}, \mathbb{E})$ and the angles specifying the monotone regime $\Gamma:=\left\{\gamma_{k \ell} \in(0, \pi / 2] \mid\{k, \ell\} \in \mathbb{E}\right\}$. We define the set of possible admittances with the same monotone regime as

$$
\mathcal{S}(\gamma):=\{(C \cos (\gamma), C \sin (\gamma)) \mid C>0\} \quad \forall \gamma \in[0, \pi / 2] .
$$

The set of complex admittance matrices with the same monotone regime is defined as

$$
\begin{aligned}
& \mathcal{Y}(\mathbb{V}, \mathbb{E}, \Gamma):=\{Y \text { is an admittance matrix } \\
& \left.Y_{k \ell}=G_{k \ell}-\mathbf{j} B_{k \ell},\left(G_{k \ell}, B_{k \ell}\right) \in \mathcal{S}\left(\gamma_{k \ell}\right),\{k, \ell\} \in \mathbb{E}\right\}
\end{aligned}
$$

Then, we define the set of power networks with the same topological structure and same monotone regime as

$$
\mathcal{G}(\mathbb{V}, \mathbb{E}, \Gamma):=\{\mathbb{G}=(\mathbb{V}, \mathbb{E}, Y) \mid Y \in \mathcal{Y}(\mathbb{V}, \mathbb{E}, \Gamma)\}
$$

or simply $\mathcal{G}$ if there is no confusion about $\mathbb{V}, \mathbb{E}$ and $\Gamma$. Hence, the problem under study in this paper can be stated as follows:

- What are the necessary conditions and sufficient conditions on the allowable perturbations $\mathcal{W}$ such that the solution to problem (76) is unique within the set of allowable perturbations for any power network $\mathbb{G} \in \mathcal{G}$ ?
The necessary conditions and the sufficient conditions provide two sides on the uniqueness theory. The sufficient conditions give a guarantee for the uniqueness of solutions for any single power network with the given topological structure and monotone regime, while the necessary conditions bound the optimal conditions we can derive only using the knowledge of topological structure and monotone regime. We first give an equivalent characterization of strong and weak uniqueness.
Lemma 3.1. (Necessary and Sufficient Conditions for Uniqueness) Given the set of power networks $\mathcal{G}(\mathbb{V}, \mathbb{E}, \Gamma)$ and the set of allowable perturbations $\mathcal{W}$, the following two statements are equivalent:

1) For any power network $\mathbb{G} \in \mathcal{G}(\mathbb{V}, \mathbb{E}, \Gamma)$ and any power injection $P \in \mathbb{R}^{|\mathbb{V}|-1}$ such that problem (76) is feasible in the monotone regime, the solution to problem (76) in the monotone regime is strongly unique in $\mathcal{N}(\mathbb{G}, \Theta, \mathcal{W})$.
2) For any power network $\mathbb{G} \in \mathcal{G}(\mathbb{V}, \mathbb{E}, \Gamma)$ and any two phase angle vectors $\Theta^{1}, \Theta^{2}$ in the monotone regime with the property $\Theta^{2} \in \mathcal{N}\left(\mathbb{G}, \Theta^{1}, \mathcal{W}\right)$, there exists a vector $\mathbf{y} \in \mathbb{R}^{|\mathbb{V}|}$ such that $y_{1}=0$ and

$$
\begin{align*}
\sin \left(\gamma_{k \ell}+\Theta_{k \ell}^{1} / 2+\right. & \left.\Theta_{k \ell}^{2} / 2\right) \cdot y_{k}  \tag{77}\\
& \geq \sin \left(\gamma_{k \ell}-\Theta_{k \ell}^{1} / 2-\Theta_{k \ell}^{2} / 2\right) \cdot y_{\ell} \\
& \forall\{k, \ell\} \in \mathbb{E} \quad \text { s.t. } \Theta_{k \ell}^{1}-\Theta_{k \ell}^{2}>0,
\end{align*}
$$

where at least one of the inequalities above is strict.
The equivalence between statements 1 and 2 still holds true even after replacing strong uniqueness with weak uniqueness in statement 1, provided that the phase angle vector $\Theta^{2}$ in statement 2 is required to satisfy $\Theta_{k \ell}^{1} \neq \Theta_{k \ell}^{2}$ for all $\{k, \ell\} \in \mathbb{E}$.

Intuitively, the above lemma studies the uniqueness of solutions through its dual form. The dual form is preferred since the dual problem has fewer variables and its solution is easier to construct. We then derive several sufficient conditions using Lemma 3.1. We first show that we only need to verify statement 2 in Lemma 3.1 for two phase angle vectors $\Theta^{1}$ and $\Theta^{2}$ that induce a (weakly) feasible orientation, which we will define below. We define the orientation induced by two phase angle vectors.

Definition 3.1. Suppose that $\Theta^{1}$ and $\Theta^{2}$ are two phase angle vectors of the graph. Then, we define the induced orientation of $\Delta:=\Theta^{1}-\Theta^{2}$ as $A_{k \ell}:=\operatorname{sign}\left(\Delta_{k \ell}\right)$ for all $\{k, \ell\} \in \mathbb{E}$, where the sign function $\operatorname{sign}(\cdot)$ is defined as

$$
\operatorname{sign}(x):=\left\{\begin{aligned}
+1 & \text { if } x>0 \\
0 & \text { if } x=0 . \\
-1 & \text { if } x<0
\end{aligned}\right.
$$

In the definition of induced orientations, we assign one of the three directions $+1,-1,0$ to each edge. The first two directions are "normal" directions for directed graphs. An edge with direction +1 or -1 is called a normal edge. Edges with direction 0 are viewed as an undirected edge and reachable in both directions. In addition, edges with direction 0 are not considered when computing the in-degree and the out-degree. We only need to consider orientations induced by two different phase angle vectors $\Theta^{1}, \Theta^{2}$ such that $\hat{P}\left(\Theta^{1}\right)=\hat{P}\left(\Theta^{2}\right)$. However, a precise characterization of those orientations is difficult and we consider a larger set that contains those orientations.

Definition 3.2. An orientation assigned to an undirected graph is called a feasible orientation if all edges are normal and each vertex except vertex 1 has nonzero in-degree and out-degree.

According to the analysis in [28], the induced orientation of two solutions $\Theta^{1}$ and $\Theta^{2}$ in the monotone regime that are different according to Definition 2.4 must be a feasible
orientation. Then, we give the definition of weakly feasible orientations as the counterpart for strong uniqueness.

Definition 3.3. An orientation assigned to an undirected graph is called a weakly feasible orientation if two properties are satisfied: (i) there exists at least one normal edge, and (ii) the in-degree and the out-degree of any vertex except vertex 1 are both zero or both nonzero.

Edges with direction 0 are lines with the same angular difference in two phase angle vectors. By the same discussion as in Section 2, we can view a weakly feasible orientation as a feasible orientation for the sub-graph that only has normal edges. The next lemma shows that we only need to consider weakly feasible orientations or feasible orientations when checking the conditions in statement 2 of Lemma 3.1.

Lemma 3.2. If two different phase angle vectors $\Theta^{1}-\Theta^{2}$ in the monotone regime satisfy $\Theta^{2} \in \mathcal{N}\left(\mathbb{G}, \Theta^{1}, \mathcal{W}\right)$ and the induced orientation of $\Theta^{1}-\Theta^{2}$ is not weakly feasible, then there exists a vector $\mathbf{y} \in \mathbb{R}^{|\mathbb{V}|}$ such that statement 2 of Lemma 3.1 holds. The result holds true for the weak uniqueness property as well, provided that the induced orientation of $\Theta^{1}, \Theta^{2}$ is not a feasible orientation.

Combining Lemmas 3.1 and 3.2 , we obtain sufficient conditions for strong uniqueness and weak uniqueness.

Theorem 3.3. (Sufficient Conditions for Uniqueness) Given the set of allowable perturbations $\mathcal{W}$, suppose that for any two different phase angle vectors $\Theta^{1}$ and $\Theta^{2}$ in the monotone regime satisfying $\Theta_{2} \in \mathcal{N}\left(\mathbb{G}, \Theta^{1}, \mathcal{W}\right)$, the induced orientation of $\Theta^{1}-\Theta^{2}$ is not a weakly feasible orientation. Then, the solution to problem (76) is strongly unique for all power networks in $\mathcal{G}$. The result holds true for the weak uniqueness as well, provided that the induced orientation of $\Theta^{1}-\Theta^{2}$ is not a feasible orientation.

The sufficient condition given above is a generalization of Theorem 4 in [28], which ensures the weak uniqueness of solutions in the set of allowable phases. Using Theorem 3.3. we can derive a corollary similar to Theorem 4 in [28].

Corollary 3.4. Consider an arbitrary set of allowable perturbations $\mathcal{W}$. The solution to problem (76) in the monotone regime is strongly unique for any power network $\mathbb{G} \in \mathcal{G}$ if for any weakly feasible orientation of the underlying graph $(\mathbb{V}, \mathbb{E})$, there exists a directed cycle $\left(k_{1}, \ldots, k_{t}\right)$ containing at least one normal edge such that the allowable perturbations satisfy the inequality

$$
\sum_{\left\{k_{i}, k_{i+1}\right\} \text { is normal }} \omega_{k_{i} k_{i+1}}<2 \pi,
$$

where $k_{t+1}:=k_{1}$. The same result holds true for the weak uniqueness if we substitute weakly feasible orientations with feasible orientations.

Now, we consider a special case where all constants $\omega_{k \ell}$ in the set of allowable perturbations are equal, i.e., there exists a constant $\omega \geq 0$ such that the set of allowable perturbation is

$$
\mathcal{W}_{\omega}:=\left\{\omega_{k \ell}=\omega, \forall\{k, \ell\} \in \mathbb{E}\right\}
$$

The problem we consider in this case is:

- What is the sufficient condition on $\omega$ such that the solution to problem (76) is unique with the allowable perturbation set $\mathcal{W}_{\omega}$ ?

We derive an upper bound on the constant $\omega$ to guarantee the uniqueness. We first define the maximal eye and the maximal girth of an undirected graph.

Definition 3.4. Consider an undirected graph $(\mathbb{V}, \mathbb{E})$. For any weakly feasible orientation assigned to the graph $(\mathbb{V}, \mathbb{E})$, we define the minimal length of directed cycles that contain at least one normal edge as the size of eye of this orientation, where edges with direction 0 are considered as bi-directional edges. We define the maximal eye of the graph $(\mathbb{V}, \mathbb{E})$ as the maximum of the size of eye over all possible weakly feasible orientations. We denote the maximal eyes of the graph $(\mathbb{V}, \mathbb{E})$, a power network $\mathbb{G}$ and a group of power networks $\mathcal{G}$ as $\mathrm{e}(\mathbb{V}, \mathbb{E}), \mathrm{e}(\mathbb{G})$ and $\mathrm{e}(\mathcal{G})$, respectively.

Remark 1. There always exists a directed cycle containing normal edges when the underlying graph is under a weakly feasible orientation. To understand this, we first choose an arbitrary normal edge $\left(k_{1}, k_{2}\right) \in \mathbb{E}$. Since the vertex $k_{2}$ has nonzero in-degree, it also has nonzero out-degree. Hence, there exists another vertex $k_{3}$ such that $\left(k_{2}, k_{3}\right) \in \mathbb{E}$. Continuing this procedure will result in the existence of a vertex $k_{t}$ such that $v_{t}=k_{s}$ for some $s<t$. This generates a directed cycle $\left(k_{s}, k_{s+1}, \ldots, k_{t-1}\right)$ containing only normal edges. Hence, the size of eye is well-defined.

The counterpart of the maximal eye, known as the maximal girth, is defined in [28] and we restate the definition below.

Definition 3.5. Consider an undirected graph $(\mathbb{V}, \mathbb{E})$. For any feasible orientation assigned to the underlying graph $(\mathbb{V}, \mathbb{E})$, we define the minimal size of directed cycles as the girth of this feasible orientation. We define the maximal girth of the graph $(\mathbb{V}, \mathbb{E})$ as the maximum of the girth over all feasible orientations. We denote the maximal girths of the graph $(\mathbb{V}, \mathbb{E})$, a power network $\mathbb{G}$ and a group of power networks $\mathcal{G}$ as $\mathrm{g}(\mathbb{V}, \mathbb{E}), \mathrm{g}(\mathbb{G})$ and $\mathrm{g}(\mathcal{G})$, respectively.

Remark 2. Similar to the discussion in Remark 1, there exists at least one directed cycle when the graph is under a feasible orientation. The maximal eye can be equivalently defined as the maximum of the maximal girth over all sub-graphs that do not have degree-1 vertices.

We provide an upper bound for $\omega$ using the maximal eye and the maximal girth, which follows from Corollary 3.4.

Corollary 3.5. If the inequality

$$
\begin{equation*}
\omega_{k \ell}<\frac{2 \pi}{\mathrm{e}(\mathcal{G})} \quad \forall\{k, \ell\} \in \mathbb{E} \tag{78}
\end{equation*}
$$

is satisfied, then the solution to problem (76) in the monotone regime is strongly unique for any power network $\mathbb{G} \in \mathcal{G}$. The same result holds true for weak uniqueness, provided that $\mathrm{e}(\mathcal{G})$ in (78) is substituted by $\mathrm{g}(\mathcal{G})$.

In Section 5, we design search-based algorithms to calculate the maximal eye and the maximal girth. However, computing the maximal eye or the maximal girth is challenging for graphs with more than 100 nodes. Hence, we seek upper bounds and lower bounds for the maximal eye and the maximal girth. In this paper, we obtain a simple upper bound for both the maximal girth and the maximal eye. We define $\kappa(\mathbb{G})$ and $\kappa(\mathcal{G})$ as the sizes of the longest chordless cycles of the underlying graph of the power network $\mathbb{G}$ and any power network in the power network class $\mathcal{G}$, respectively. The upper bound on the maximal girth and eye will be provided below.

Theorem 3.6. For any power network $\mathbb{G}$, it holds that

$$
\begin{equation*}
\mathrm{g}(\mathbb{G}) \leq \mathrm{e}(\mathbb{G}) \leq \kappa(\mathbb{G}) \tag{79}
\end{equation*}
$$

and that $\mathrm{g}(\mathcal{G}) \leq \mathrm{e}(\mathcal{G}) \leq \kappa(\mathcal{G})$.
We note that although computing the longest chordless cycle is $\mathcal{N} \mathcal{P}$-complete [43], the computation of the longest chordless cycle is faster than the computation of the maximal eye and the maximal girth in practice.

## 4 Uniqueness Theory for Three Special Cases

In this section, we consider three special cases. For each case, the power network either has a special topological structure or a special monotone regime. In the first two cases, the underlying graph of the power network is a single cycle or a 2-vertex-connected SeriesParallel (SP) graph. When the underlying graph is a single cycle, the sufficient conditions in Corollary 3.4 are also necessary. If the underlying graph is a 2 -vertex-connected SP graph, we prove that the sufficient conditions for the weak uniqueness in Corollary 3.5 also ensure the strong uniqueness. In the last case, the power network is assumed to be lossless. In this case, the monotone regime of each line reaches the maximum possible size $[-\pi / 2, \pi / 2]$. Sinusoidal functions can then be avoided in statement 2 of Lemma 3.1, and therefore the verification of conditions is easier.

### 4.1 Single cycles

We first consider the case when the underlying graph $(\mathbb{V}, \mathbb{E})$ is a single cycle. We first show that the weak uniqueness is equivalent to the strong uniqueness in this case.

Lemma 4.1. Suppose that the underlying graph is a single cycle with the edges $(1,2),(2,3), \ldots,(n, 1)$. Then, given the set of allowable perturbations $\mathcal{W}$, the solution to problem (76) in the monotone regime is weakly unique if and only if it is strongly unique.

Next, we prove that the sufficient conditions derived in Corollary 3.4 are also necessary for a single cycle with non-trivial monotone regime.

Theorem 4.2. Suppose that the underlying graph is a single cycle with the edges $(1,2),(2,3), \ldots,(n, 1)$, and that the set of allowable perturbations satisfies $0<\omega_{i, i+1} \leq$ $\gamma_{i, i+1}$ for all $i \in[n]$, where $\gamma_{n, n+1}:=\gamma_{n, 1}$ and $\omega_{n, n+1}:=\omega_{n, 1}$. The solution to problem (76) in the monotone regime is strongly unique for any power network $\mathbb{G} \in \mathcal{G}(\mathbb{V}, \mathbb{E}, \Gamma)$ and any power injection $P \in \mathbb{R}^{n-1}$ that makes problem (76) feasible if and only if the set of allowable perturbations $\mathcal{W}$ satisfies

$$
\sum_{i=1}^{n} \omega_{i, i+1}<2 \pi,
$$

where $\omega_{n, n+1}:=\omega_{n, 1}$.
In contrast to requiring $\omega_{i, i+1}>0$ in the above theorem, the condition that $\omega_{i, i+1}=0$ for some $i$ is sufficient but not necessary for the uniqueness of solutions. Under this condition, two solutions $\Theta^{1}$ and $\Theta^{2}$ in the monotone regime such that $\Theta^{2} \in \mathcal{N}\left(\mathbb{G}, \Theta^{1}, \mathcal{W}\right)$ must satisfy $\Theta_{i, i+1}^{1}=\Theta_{i, i+1}^{2}$. Hence, any solution is strongly unique with this set of allowable perturbations. However, by Theorem 4.2, this condition is not necessary for the uniqueness of solutions.

### 4.2 Series-Parallel graphs

In this subsection, we consider another special class of graphs, namely, the 2-vertexconnected SP graphs. The objective is to find an upper bound on the constant $\omega$ to guarantee that the solution to problem (76) is unique. Corollary 3.5 shows that the solution is strongly unique if $\omega<2 \pi / \mathrm{e}(\mathbb{G})$ and is weakly unique if $\omega<2 \pi / \mathrm{g}(\mathbb{G})$. However, for a 2 -vertex-connected SP graph, we can prove a stronger theorem. We first prove that the maximal eye is equal to the maximal girth for a 2 -vertex-connected SP graph. The main tool is the ear decomposition of an undirected graph [38].

Definition 4.1. An ear of an undirected graph $(\mathbb{V}, \mathbb{E})$ is a simple path or a single cycle. An ear decomposition of an undirected graph $(\mathbb{V}, \mathbb{E})$, denoted as $\mathcal{D}:=\left(L_{0}, \ldots, L_{r-1}\right)$, is a partition of $\mathbb{E}$ into an ordered sequence of ears such that one or two endpoints of each ear $L_{k}$ are contained in an earlier ear, i.e., an ear $L_{\ell}$ with $\ell<k$, and the internal vertices of each ear do not belong to any earlier ear. We call $\mathcal{D}$ a proper ear decomposition if each ear $L_{k}$ is a simple path for all $k=1, \ldots, r-1$. A tree ear decomposition is a proper ear decomposition in which the first ear is a single edge and for each subsequent ear $L_{k}$, there is a single ear $L_{\ell}$ with $\ell<k$, such that both endpoints of $L_{k}$ lie on $L_{\ell}$. A nested ear decomposition is a tree ear decomposition such that, within each ear $L_{\ell}$,
the set of pairs of endpoints of other ears $L_{k}$ that lie within $L_{\ell}$ forms a set of nested intervals.

The following theorem in [39] provides an equivalent characterization of 2 -vertexconnected SP graphs through the ear decomposition.

Theorem 4.3. A 2-vertex-connected graph is series-parallel if and only if it has a nested ear decomposition.

With the help of the nested ear decomposition, we will prove that the maximal girth is equal to the maximal eye for 2 -vertex-connected SP graphs. The intuition behind the proof is that we first choose two vertices as the "source" and the "sink" for the power flow network, and then assign a normal direction to each edge with direction 0 according to the directed path that contains this edge and goes from the "source" to the "sink". This makes the first inequality in (79) holds as equality.

Lemma 4.4. Suppose that $(\mathbb{V}, \mathbb{E})$ is a 2-vertex-connected SP graph. Then, the following equality holds true:

$$
\mathrm{g}(\mathbb{V}, \mathbb{E})=\mathrm{e}(\mathbb{V}, \mathbb{E})
$$

Therefore, combining the above lemma with Corollary 3.5, we obtain a stronger sufficient condition for 2 -vertex-connected SP graphs. This result implies that the sufficient conditions for the weak uniqueness in Corollary 3.5 also guarantee the strong uniqueness.

Theorem 4.5. Suppose that the underlying graph $(\mathbb{V}, \mathbb{E})$ is a 2-vertex-connected $S P$ graph. The solution to problem (76) is strongly unique for any power network $\mathbb{G} \in \mathcal{G}$ in the monotone regime if

$$
\omega<\frac{2 \pi}{\mathrm{~g}(\mathcal{G})}
$$

### 4.3 Lossless networks

Finally, we consider the case when the power network is lossless, namely, when $\gamma_{k \ell}=\pi / 2$ for all $\{k, \ell\} \in \mathbb{E}$. In this case, we prove that the strong uniqueness holds if and only if there does not exist another solution in the set of neighboring phases such that the induced orientation has strictly more strongly connected components than weakly connected components. This results makes it possible to avoid nonlinear sinusoidal functions in statement 2 of Lemma 3.1, and therefore the uniqueness of solutions becomes easier to verify. We first define the sub-graph induced by two phase angle vectors.

Definition 4.2. Suppose that $\Theta^{1}$ and $\Theta^{2}$ are two different phase angle vectors, and that the orientation $A$ is the induced orientation of $\Theta^{1}-\Theta^{2}$. Then, the induced sub-graph of $\Theta^{1}-\Theta^{2}$ is constructed as a directed sub-graph of $(\mathbb{V}, \mathbb{E}, A)$ by first deleting all edges with direction 0 and then deleting all degree-1 vertices.

In what follows, we establish a necessary and sufficient condition for the uniqueness of the solution that does not contain sinusoidal functions.

Theorem 4.6. Consider a that the set of allowable perturbations $\mathcal{W}$. If the monotone regime satisfies $\gamma_{k \ell}=\pi / 2$ for all $\{k, \ell\} \in \mathbb{E}$, then the following two statements are equivalent:

1) For any power network $\mathbb{G} \in \mathcal{G}(\mathbb{V}, \mathbb{E}, \Gamma)$ and any power injection $P \in \mathbb{R}^{|\mathbb{V}|-1}$ such that problem (76) is feasible, the solution to problem (76) in the monotone regime is strongly unique in $\mathcal{N}(\mathbb{G}, \Theta, \mathcal{W})$.
2) For any power network $\mathbb{G} \in \mathcal{G}(\mathbb{V}, \mathbb{E}, \Gamma)$ and any two phase angle vectors $\Theta^{1}$ and $\Theta^{2}$ in the monotone regime with the property $\Theta^{2} \in \mathcal{N}\left(\mathbb{G}, \Theta^{1}, \mathcal{W}\right)$, the induced sub-graph of $\Theta^{1}-\Theta^{2}$ has strictly more strongly connected components than weakly connected components.

The equivalence between statements 1 and 2 still holds true even after replacing strong uniqueness with weak uniqueness in statement 1, provided that the phase angle vectors $\Theta^{2}$ in statement 2 is required to satisfy $\Theta_{k \ell}^{1} \neq \Theta_{k \ell}^{2}$ for all $\{k, \ell\} \in \mathbb{E}$.

The result of the above theorem is stronger than the sufficient conditions in Theorem 3.3. This is because any (weakly) infeasible orientation has strictly more strongly connected components than weakly connected components. Hence, the sufficient conditions in Theorem 3.3 ensure that all induced orientations are (weakly) infeasible. Then, statement 2 of this theorem holds true and the solution becomes strongly (weakly) unique.

## 5 Algorithms and Numerical Results

In the preceding sections, we have shown that the maximal eye and the maximal girth play important roles in the uniqueness theory. However, computing the maximal eye or maximal girth is cumbersome for large graphs. Hence, we develop a successive reduction method to design a reduced graph, and then prove the relationship between the maximal eye or the maximal girth of the original graph and those of the reduced graph. Next, we test the performance of those algorithms on real-world problems. Search-based algorithms for computing the maximal eye and the maximal girth are given in appendix.

### 5.1 Successive Series-Parallel Reduction method

In this subsection, we propose a successive reduction method, named as the Successive Series-Parallel Reduction (SSPR) method, that can reduce the size of the underlying graph. for computing the maximal eye and maximal girth. The SSPR method is different from the Series-Parallel Reduction (SPR) method introduced in [28] in two aspects. First, the purpose of the SSPR method is to accelerate the computation of the maximal eye and the maximal girth, while the focus of SPR method is to facilitate the verification of uniqueness conditions. Second, we prove that all 2 -vertex-connected SP graphs can be
reduced to a single edge ( $K_{2}$ ) without making the assumption in [28] that the slack bus is the last bus to be reduced.

Before introducing the SSPR method, we extend the definition of the maximal eye and the maximal girth to weighted graphs with "multiple slack buses". This generalized class of graphs appear during the reduction process. By defining the length of a cycle as the sum of the weights of the edges on the cycle, the maximal eye and the maximal girth can be generalized to weighted graphs. Next, we define (weakly) feasible orientations for graphs with "multiple slack buses", namely, the slack nodes.

Definition 5.1. For a weighted undirected graph $(\mathbb{V}, \mathbb{E}, W)$, a subset of vertices $\mathbb{V}_{s} \subseteq \mathbb{V}$ is called the set of slack nodes. An orientation $A$ assigned to the graph is called a weakly feasible orientation if each edge has one of the directions $\{+1,-1,0\}$ and each vertex not in $\mathbb{V}_{s}$ either has nonzero in-degree and nonzero out-degree, or has zero in-degree and zero out-degree. An orientation $A$ assigned to the graph is called a feasible orientation if each edge has one of the directions $\{+1,-1\}$ and each vertex not in $\mathbb{V}_{s}$ has nonzero in-degree and nonzero out-degree.

Now, we can define the maximal eye for graphs with slack nodes by taking the maximum of the size of eye over weakly feasible orientations. The maximal girth can be defined in a similar way. For power networks, the only slack node is the slack bus of the power network. Hence, the extended definitions of the maximal eye and the maximal girth are consistent with their original definitions. The SSPR method is based on three types of operations:

- Type I Operation. Replacement of a set of parallel edges with a single edge that connects their common endpoints. The weight of the new single edge is the minimum over the weights of the deleted parallel edges.
- Type II Operation. Replacement of the two edges incident to a degree-2 vertex with a single edge, if the vertex has exactly two neighboring vertices and is not a slack node. The weight of the new edge is the sum of the weights of the two deleted edges.
- Type III Operation. Deletion of a vertex that has only a single neighboring vertex. If the deleted vertex is a slack node, or if the deleted vertex has degree at least 2 for the problem of computing the maximal girth, then we define its neighboring vertex as a slack node.

The update scheme of weights and slack nodes is designed to control the change of the maximal eye or the maximal girth. The SSPR method successively reduces the size of the graph by applying Type I-III Operations; the pseudo-code of the SSPR method is given in Algorithm 2 .

We note that after the reduction process, there is no parallel edge or pendant (degree1) vertex in the reduced graph. Ignoring the weights of the edges and the set of the

```
Algorithm 2 Successive Series-Parallel Reduction (SSPR) method
    Given: Undirected unweighted graph \((\mathbb{V}, \mathbb{E})\), slack bus \(k\)
    Output: Reduced undirected weighted graph \(\left(\mathbb{V}_{R}, \mathbb{E}_{R}, W_{R}\right)\), two constants \(\alpha_{1}, \alpha_{2}\)
    defined in Theorems 5.2 and 5.4, set of slack nodes \(\mathbb{V}_{s}\).
    1. Set the initial weight for each edge to be 1 .
    2. Set the initial set of slack nodes as \(\mathbb{V}_{s} \leftarrow\{k\}\).
    while at least one operation is implementable do
        if Type I Operations are implementable then
            Implement Type I Operation.
            Update values \(\alpha_{1}, \alpha_{2}\) according to their definitions in Theorems 5.2 and 5.4 .
            continue
        end if
        if Type II Operations are implementable then
                Implement Type II Operation.
                continue
        end if
        if Type III Operations are implementable then
            Implement Type III Operation.
            Update values \(\alpha_{1}, \alpha_{2}\) according to their definitions in Theorems 5.2 and 5.4
            Update the set of slack nodes \(\mathbb{V}_{s}\).
            continue
        end if
    end while
    Return reduced graph \(\left(\mathbb{V}_{R}, \mathbb{E}_{R}, W_{R}\right)\), set of slack nodes \(\mathbb{V}_{s}\) and values \(\alpha_{1}, \alpha_{2}\).
```

slack nodes, the operations in the SSPR method can cover the operations in the classical series-parallel reduction [20], which are defined as

- Type I' Operation. Replacement of parallel edges with a single edge that connects their common endpoints.
- Type II' Operation. Replacement of the two edges incident to a degree- 2 vertex with a single edge.
- Type III' Operation. Deletion of a pendant vertex.

Hence, the SSPR method can be viewed as a generalization of the classical seriesparallel reduction.

Now, we study the maximal eye of the graph before and after the reduction. We first consider the change of the maximal eye after each operation.

Lemma 5.1. Given a weighted undirected graph $(\mathbb{V}, \mathbb{E}, W)$, let e denote its maximal eye. Assume that one of Type I-III Operations is implemented on the graph. By denoting the new graph and its maximal eye as $(\tilde{\mathbb{V}}, \tilde{\mathbb{E}}, \tilde{W})$ and e , the following statements hold:

- If Type I Operation is implemented, then

$$
\tilde{\mathrm{e}} \leq \mathrm{e} \leq \max \left\{\tilde{\mathrm{e}}, W_{\max }+W_{\min }\right\}
$$

where $W_{\text {max }}$ and $W_{\text {min }}$ are the maximal and minimal weights of the deleted parallel edges, respectively.

- If Type II Operation is implemented, then $\mathrm{e}=\tilde{\mathrm{e}}$.
- If Type III Operation is implemented and the deleted vertex has degree 1, then $\mathrm{e}=\tilde{\mathrm{e}}$.
- If Type III Operation is implemented and the deleted vertex has degree larger than 1, then

$$
\mathrm{e}=\max \left\{\tilde{\mathrm{e}}, W_{\max }+W_{\min }\right\}
$$

where $W_{\max }$ and $W_{\min }$ are the maximal and minimal weights of the deleted parallel edges, respectively.

Using the above lemma, we have the following theorem.
Theorem 5.2. Given a power network with the underlying graph $(\mathbb{V}, \mathbb{E})$, let e denote the maximal eye of the graph. Denote the graph after reduction and its maximal eye as $\left(\mathbb{V}_{R}, \mathbb{E}_{R}, W_{R}\right)$ and $\mathrm{e}_{R}$, respectively. Then, we have

$$
\max \left\{\mathrm{e}_{R}, \alpha_{2}\right\} \leq \mathrm{e} \leq \max \left\{\mathrm{e}_{R}, \alpha_{1}, \alpha_{2}\right\}
$$

where $\alpha_{1}$ and $\alpha_{2}$ are the maximum of $W_{\max }+W_{\min }$ over Type I and Type III Operations, respectively. Here, $W_{\max }, W_{\min }$ are defined in Lemma 5.1. If Type I or Type III Operations is not implemented, then we set $\alpha_{1}$ or $\alpha_{2}$ to 0 .

Similarly, we can prove the relation between the maximal girth of the original graph and that of the reduced graph. We first show the change of the maximal girth after each operation.

Lemma 5.3. Given a weighted undirected graph $(\mathbb{V}, \mathbb{E}, W)$, let g denote its maximal girth. Assume that one of Type I-III Operations is implemented on the graph. By denoting the new graph and its maximal girth of new graph as ( $\tilde{\mathbb{V}}, \tilde{\mathbb{E}}, \tilde{W})$ and $\tilde{\mathrm{g}}$, the following statements hold:

- If Type I Operation is implemented, then

$$
\tilde{\mathrm{g}} \leq \mathrm{g} \leq \max \left\{\tilde{\mathrm{g}}, W_{\max }+W_{\min }\right\}
$$

where $W_{\max }$ and $W_{\min }$ are the maximal and minimal weights of the deleted parallel edges, respectively.

- If Type II Operation is implemented, then $\mathrm{g}=\tilde{\mathrm{g}}$.
- If Type III Operation is implemented and the deleted vertex has degree 1, then $\mathrm{g}=\tilde{\mathrm{g}}$.
- If Type III Operation is implemented, the deleted vertex is a slack node and has degree larger than 1, then

$$
\tilde{\mathrm{g}} \leq \mathrm{g} \leq \max \left\{\tilde{\mathrm{g}}, W_{\max }+W_{\min }\right\}
$$

where $W_{\max }$ and $W_{\min }$ are the maximal and minimal weights of the deleted parallel edges, respectively.

- If Type III Operation is implemented, the deleted vertex is not a slack node and has degree larger than 1, then

$$
\mathrm{g}=\min \left\{\tilde{\mathrm{g}}, W_{\max }+W_{\min }\right\}
$$

where $W_{\max }$ and $W_{\min }$ are the maximal and minimal weights of the deleted parallel edges, respectively.

By the above lemma, the relationship between the maximal girth of the original graph and that of the reduced graph will be discovered below.

Theorem 5.4. Given a power network with the underlying graph $(\mathbb{V}, \mathbb{E})$, let g denote its the maximal girth. By denoting the graph after reduction and its maximal girth as $\left(\mathbb{V}_{R}, \mathbb{E}_{R}, W_{R}\right)$ and $\mathrm{g}_{R}$, we have

$$
\min \left\{\mathrm{g}_{R}, \alpha_{2}\right\} \leq \mathrm{g} \leq \min \left\{\max \left\{\mathrm{g}_{R}, \alpha_{1}\right\}, \alpha_{2}\right\},
$$

where $\alpha_{1}$ is the maximum of $W_{\max }+W_{\min }$ over Type I Operations and the second case of Type III Operations, and $\alpha_{2}$ is the minimum of $W_{\max }+W_{\min }$ over the third case of Type III Operations. Here, $W_{\max }, W_{\min }$ are defined in Lemma 5.1. If operations for computing $\alpha_{1}$ or $\alpha_{2}$ are not implemented, then we set $\alpha_{1}$ to 0 or $\alpha_{2}$ to $+\infty$.

Based on the numerical results in Tables 2 and II in [29] for large power networks, the values of $\alpha_{1}$ and $\alpha_{2}$ in Theorems 5.2 and 5.4 are usually smaller than $\mathrm{e}_{R}$ and $\mathrm{g}_{R}$. Hence, we have the approximation

$$
\begin{equation*}
\mathrm{e} \approx \mathrm{e}_{R}, \quad \mathrm{~g} \approx \alpha_{2} \tag{80}
\end{equation*}
$$

The above relations imply that for large power networks, computing the maximal eye is equivalent to computing the maximal eye of a reduced graph, while the maximal girth is already computed during the reduction process. Finally, we prove that 2 -vertex-connected SP graphs can be reduced to a single edge by the SSPR method.

Theorem 5.5. If the underlying graph $(\mathbb{V}, \mathbb{E})$ of a power network is a 2-vertex-connected SP graph, then the SSPR method reduces the underlying graph to a single edge.

For an undirected graph without slack nodes, the classical series-parallel reduction (Type I'-III' Operations) can reduce the graph to a single edge if and only if the graph is a Generalized Series-Parallel (GSP) graph [20]. We note that 2-vertex-connected SP graphs are a special class of GSP graphs and it is unclear whether the reduction guarantee for theSSPR method can be extended to any GSP graphs in the presence of slack nodes.

### 5.2 Numerical results

In this subsection, we verify the theoretical results of this work and test the performance of the proposed algorithms. First, we show that, using the SSPR method, the computation of the maximal eye can be reduced to a smaller graph, while the computation of the maximal girth is finished during the process of reduction. Then, we show that Corollary 3.5 gives a valid sufficient condition for strong uniqueness. We use IEEE power networks in MATPOWER [30] to perform experiments.

We first consider the computation of the maximal eye. The results are listed in Table 2. Here, we use '-' to denote the case when this value does not exist, and use 'TLE' (Time Limit Exceeded) to denote the case when the algorithm does not find any leaf node in two days. The lower bounds for the maximal eye are derived by stopping the algorithm before it terminates. It can be observed that the SSPR method can largely reduce the size of the graph, and therefore can accelerate the computing process. Moreover, the values of $\alpha_{1}$ and $\alpha_{2}$ are small compared to the maximal eye of the reduced graph. Hence, the approximation in equation (80) holds and the maximal eye of the original graph is equal to the maximal eye of the reduced graph. Although the algorithm achieves acceleration compared to the brute-force search method, we are only able to compute the maximal eye for graphs with up to 118 vertices. Note that since graph problems have exponential complexities, solving them for graphs having as low as 200 nodes is still beyond the current computational capabilities. However, this does not undermine the usefulness of the introduced graph parameters, since it is shown in this work that those parameters accurately decide whether the power flow problem has a unique solution.

Next, we consider the computation of the maximal girth. We use the same algorithms and the results are listed in the technical report [29]. In this case, it can be observed that $\alpha_{2}$ is equal to 3 for large power networks. This is because the underlying graphs of large power networks considered in the table have "pendant triangles". Pendant triangles are triangles that have only one vertex connected to the rest of the graph. Furthermore, the approximation in Theorem 5.4 holds and the maximal girth of the original graph is equal to $\alpha_{2}=3$. Hence, the maximal girth can be computed during the reduction process. This shows that the conditions for the weak uniqueness is significantly loose and requiring $\omega_{k \ell}$ to be at most $2 \pi / 3$ for all edges $\{k, \ell\}$ is enough. However, for 2 -vertex-connected SP graphs, we have shown that the maximal girth is equal to the maximal eye and the requirement for the weak uniqueness is the same as that for the strong uniqueness.

| Power Network | Original Size | Reduced Size | $\alpha_{1}$ | $\alpha_{2}$ | $\mathrm{e}_{R}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Case 14 | $(14,20)$ | $(2,1)$ | 6 | 3 | 0 |
| Case 30 | $(30,41)$ | $(8,13)$ | 4 | 3 | 8 |
| Case 39 | $(39,46)$ | $(8,12)$ | 4 | 5 | 8 |
| Case 57 | $(57,78)$ | $(22,39)$ | 4 | - | 23 |
| Case 118 | $(118,179)$ | $(44,83)$ | 5 | - | 13 |
| Case 300 | $(300,409)$ | $(109,196)$ | 8 | 4 | $\geq 10$ |
| Case 1354 | $(1354,1710)$ | $(263,500)$ | 9 | 8 | TLE |
| Case 2383 | $(2383,2886)$ | $(499,949)$ | 11 | 5 | TLE |

Table 2: Number of vertices and edges before and after the SSPR method for maximal eye along with values computed during the reduction process.

Finally, we validate the results in Corollary 3.5, i.e., showing that there does not exist a different solution in the monotone regime with the set of allowable perturbations being $\mathcal{W}_{2 \pi / \mathrm{e}(\mathcal{G})}$. Given a power network in MATPOWER data set, we randomly generate power systems with the same network topology and monotone regime. Then, we construct several random solutions and use MATPOWER runpf to check if there are different solutions in the neighborhood of the constructed ground truth solution. For power systems with at most 118 buses, the ground truth solution is the only solution found in the neighborhood of the ground truth. Hence, we know the strong uniqueness holds for those power networks. More details about the experiment are given in technical report [29].

## 6 Conclusion

In this paper, we extend the uniqueness theory of $P-\Theta$ power flow solutions developed in [28] for an AC power system. The notion of strong uniqueness is introduced to characterize the uniqueness in the common sense. We propose a general necessary and sufficient condition for the uniqueness of the solution, which depends only on the monotone regime and the network topology. These conditions can be greatly simplified in certain scenarios. When the underlying graph of the power network is a single cycle, sufficient conditions in [28] are proved to be necessary. For 2-vertex-connected SP graphs, we show that the maximal eye is equal to the maximal girth, which means that the sufficient condition for the weak uniqueness also implies the strong uniqueness. When the power network is lossless, we derive a necessary and sufficient condition that does not contain sinusoidal functions and its sufficient part is stronger than the general sufficient conditions. A reduction method, named the SSPR method, is proposed to reduce the size of power network and accelerate the computation of the maximal eye and the maximal girth. The SSPR method is proved to reduce a 2 -vertex-connected SP graph to a single edge and the relation between the graphs before and after the reduction is analyzed. Some algorithms based on the DFS method with pruning are designed to compute the maximal eye and
maximal girth.

## 7 Appendix

### 7.1 Algorithms for computing maximal eye and maximal girth

In the appendix, we propose search-based algorithms for computing the maximal eye and the maximal girth. Our approach is based on the Depth-First Search (DFS) method and utilized the pruning technique to accelerate the computing process. We first describe a common sub-procedure that will be used in both algorithms. The sub-procedure computes the minimal directed chordless cycle containing a given edge. Given a truncation length $T \geq 1$, the sub-procedure returns the truncation length if there does not exist a directed chordless cycle that contains the given edge and has length at most $T$. The sub-procedure is also based on the DFS method with pruning and borrows the idea of blocking from [40] to accelerate the searching process. The pseudo-code of the sub-procedure is listed in Algorithm 3

The search space of the sub-procedure is the set of directed chordless paths with length at most $T$. When the current directed chordless path is a directed chordless cycle, the length of the cycle is recorded and the minimal length of known directed chordless cycles is updated. By searching over all chordless paths, we find the length of the minimal directed chordless cycle. The DFS method is initialized with the given edge, denoted as $(k, \ell)$, and extends the directed chordless path by adding a neighbouring vertex of the end point other than $k$ to the path. The pruning technique becomes effective and delete the end point other than $k$ from the path if one of the following cases occurs:

- The length of the directed chordless path is larger than $T$ or the known minimal length of directed chordless cycles;
- All neighbouring vertices have been searched or will introduce a chord if added to the path.

Using the idea of blocking, one can efficiently check whether adding a vertex to the path will introduce a chord. This approach is based on the following observation: if the path $\left(k_{1}, \ldots, k_{t}\right)$ is chordless, then any vertex $k_{s}$ can only be in the neighborhood of $k_{s-1}, k_{s+1}$. We construct an array and, for each vertex, we record the number of vertices on the path that are in the neighborhood of the vertex. The array is updated whenever the path is updated. If there are at least two vertices on the path in the neighbourhood of a vertex not on the path, then adding the vertex to the path will introduce a chord. Hence, the cost of checking this condition for each potential vertex not on the path is a single evaluation of an array.

```
Algorithm 3 Truncated Minimal Chordless Cycle
    Given: Directed weighted graph \((\mathbb{V}, \mathbb{E}, W)\), selected edge \((k, \ell)\), truncation length
    \(T\)
    Output: Length of minimal chordless cycle \(c\)
    1. Construct the neighbourhood of each vertex \(N: \mathbb{V} \mapsto 2^{\mathbb{V}}\).
    2. Initialize blocked array block \([i] \leftarrow 0\) for all vertices \(i \in \mathbb{V}\).
    3. Set the length of minimal cycle recorded \(c \leftarrow T\).
    4. Set current length \(L_{\text {cur }} \leftarrow W_{k \ell}\).
    5. Set the path \(P \leftarrow[k, \ell]\).
    6. Set block \([k] \leftarrow 1\), block \([\ell] \leftarrow 1\).
    if \(L_{\text {cur }} \geq T\) then
        return \(c\)
    end if
    while the length of \(P\) is at least 2 do
        Get the endpoint \(i \leftarrow P[-1]\).
        Increase block for vertices in \(N[j]\) by 1 .
        Get the minimal vertex \(j \in N[i]\) such that block \([j] \leq 1\) and \(L_{c u r}+W_{P[-1] j}<v\).
        if no such vertex \(j\) exists then
            Find the maximal index \(h\) such that \(P[h] \notin\{k, \ell, i\}\) and \(P[h+1]\) is not the
            maximal vertex in \(N[P[h]]\).
            if no such \(h\) exists then
                break
        else
            Remove \(P[h+1], \ldots, P[-1]\) from path \(P\).
            Decrease block of \(N[P[h]], \ldots, N[P[-1]]\) by 1 .
            Add the next smallest vertex in \(N[P[h]]\) to \(P\).
            Update \(L_{\text {cur }}\) to be the length of path \(P\).
            continue
        end if
    else
        Add vertex \(j\) to \(P\) and update \(L_{\text {cur }}\).
        if \(k \in N[j]\) then
            Calculate length \(c_{c u r} \leftarrow L_{c u r}+W_{j k}\).
            if \(c_{\text {cur }}>0\) then
                Update \(c \leftarrow \min \left\{c, c_{c u r}\right\}\).
                end if
                Recursion similarly as above.
            else
                continue
            end if
        end if
    end while
    return \(c\)
```

Next, we propose the algorithms for computing the maximal eye and the maximal girth. Since the algorithm of maximal girth is similar to the algorithm for maximal eye, we only present the algorithm for computing the maximal eye and offer the other one in [29]. The algorithm is also based on the DFS method with pruning, and the pseudo-code is provided in Algorithm 4. We first order all edges and gradually assign one of the directions $\{0,-1,+1\}$ to each edge following the ordering of the edges. The search space consists of the orientations for the first several edges (intermediate states) and the orientations for the entire graph (final states). One can verify that all intermediate states and final states form a trinomia $\left.\right|^{4}$ tree, since each orientation for the first $k<|\mathbb{E}|$ edges leads to three different orientations for the first $k+1$ edges. Then, the algorithm for computing the maximal eye searches in the same way as the classical DFS method on a directed tree. For each node, we consider the sub-graph consisting of those edges that have been assigned a direction. We compute the length of the minimal directed chordless cycle in the sub-graph, which contains the last edge in the sub-graph, using the sub-procedure (Algorithm 3). The truncation length can be decided as follows. Since a DFS method is implemented on a trinomial tree, there exists a directed path from the root node of the trinomial tree to the current node. The truncation length can be chosen as the minimal length computed on the preceding nodes of the path. When the search reaches a leaf node, we obtain an orientation for the entire graph, and the size of the eye becomes the minimal length on the path to the root node. By searching over all leaf nodes, we find the maximal eye. Similarly, one can use the pruning technique to reduce the search space. The current node is pruned if it can not be extended to a weakly feasible orientation for the entire graph, or the size of the eye of the sub-graph is smaller than the known maximal size of the eye.

[^3]```
Algorithm 4 Algorithm for Computing The Maximal Eye
    Given: Undirected weighted graph \((\mathbb{V}, \mathbb{E}, W)\), slack bus \(k\)
    Output: Maximal eye e
    1. Set the maximal eye \(\mathrm{e} \leftarrow 0\).
    2. Assign an order to the set of edges \(\mathbb{E}\) and denote edges as \(\left\{k_{1}, \ell_{1}\right\}, \ldots,\left\{k_{m}, \ell_{m}\right\}\).
    3. Initialize the set of edges \(\mathbb{E}_{0} \leftarrow\left\{\left\{k_{1}, \ell_{1}\right\}\right\}\).
    4. Initialize the set of orientations \(A_{k_{1}, \ell_{1}} \leftarrow-1\).
    loop
        Check the weak feasibility with current orientation.
        if weak feasibility fails then
            Get the maximal index \(j\) such that \(A_{k_{j}, \ell_{j}} \neq 1\).
                if no such \(j\) exists then
                    break
                else
                    Remove \(\left\{k_{j+1}, \ell_{j+1}\right\}, \ldots,\left\{k_{m}, \ell_{m}\right\}\) from \(\mathbb{E}_{0}\).
                Change orientation \(A_{k_{j}, \ell_{j}} \leftarrow A_{k_{j}, \ell_{j}}+1\).
                    continue
                end if
        end if
        Compute the size of eye \(\mathrm{e}_{\text {cur }}\) under \(\mathbb{E}_{0}\) and \(A\) using Algorithm 3. The truncation
        length is set to be the size of eye of the precedent state.
        if \(\mathrm{e}_{\text {cur }}<\mathrm{e}\) then
            Recursion in the same way.
        end if
        Get the next edge \(\left\{k_{i}, \ell_{i}\right\}\) that is not in \(\mathbb{E}_{0}\).
        if no such edge then
            Update \(\mathrm{e} \leftarrow \max \left\{\mathrm{e}, \mathrm{e}_{\text {cur }}\right\}\).
            Recursion in the same way.
        else
            Add the next edge \(\left\{k_{i}, \ell_{i}\right\}\) that is not in \(\mathbb{E}_{0}\).
            Assign \(A_{k_{j}, \ell_{j}} \leftarrow-1\).
            continue
        end if
    end loop
    return e
```


### 7.2 Proof of Lemma 3.1

Proof. We only prove the strong uniqueness part since the proof for weak uniqueness is similar. For a given power network, we define the real power flow along the line $\{k, \ell\} \in \mathbb{E}$
from bus $k$ in the direction of bus $\ell$ as

$$
\tilde{p}_{k \ell}(\Theta):=-G_{k \ell}\left|v_{k}\right|\left|v_{\ell}\right| \cos \left(\Theta_{k \ell}\right)+B_{k \ell}\left|v_{k}\right|\left|v_{\ell}\right| \sin \left(\Theta_{k \ell}\right) .
$$

By definition, it follows that

$$
\hat{P}_{k}(\Theta)=\sum_{\ell:\{k, \ell\} \in \mathbb{E}} \tilde{p}_{k \ell}(\Theta) \quad \forall k \in \mathbb{V} .
$$

Proof of sufficiency We first show by contradiction that statement 2 of the lemma is sufficient for statement 1 . In particular, suppose that statement 2 holds, but the solution is not strongly unique for some graph $\mathbb{G} \in \mathcal{G}$ and some real power injection $P$ while problem (76) is feasible. Then, there exist two different phase angle vectors $\Theta^{1}, \Theta^{2}$ such that $\Theta^{2} \in \mathcal{N}\left(\mathbb{G}, \Theta^{1}, \mathcal{W}\right)$ and $\hat{P}\left(\Theta^{1}\right)=\hat{P}\left(\Theta^{2}\right)$. For each line $\{k, \ell\} \in \mathbb{E}$, there exists a constant $C_{k \ell}>0$ such that

$$
B_{k \ell}=C_{k \ell} \sin \left(\gamma_{k \ell}\right), \quad G_{k \ell}=C_{k \ell} \cos \left(\gamma_{k \ell}\right) .
$$

We calculate the change of power flow from $k$ to $\ell$ as

$$
\begin{aligned}
& \tilde{p}_{k \ell}\left(\Theta^{1}\right)-\tilde{p}_{k \ell}\left(\Theta^{2}\right)=-G_{k \ell}\left|v_{k}\right|\left|v_{\ell}\right|\left[\cos \left(\Theta_{k \ell}^{1}\right)-\cos \left(\Theta_{k \ell}^{2}\right)\right]+B_{k \ell}\left|v_{k}\right|\left|v_{\ell}\right|\left[\sin \left(\Theta_{k \ell}^{1}\right)-\sin \left(\Theta_{k \ell}^{2}\right)\right] \\
& =-C_{k \ell} \cos \left(\gamma_{k \ell}\right)\left|v_{k}\right|\left|v_{\ell}\right|\left[\cos \left(\Theta_{k \ell}^{1}\right)-\cos \left(\Theta_{k \ell}^{2}\right)\right]+C_{k \ell} \sin \left(\gamma_{k \ell}\right)\left|v_{k}\right|\left|v_{\ell}\right|\left[\sin \left(\Theta_{k \ell}^{1}\right)-\sin \left(\Theta_{k \ell}^{2}\right)\right] \\
& =\left(-\cos \left(\gamma_{k \ell}\right)\left[\cos \left(\Theta_{k \ell}^{1}\right)-\cos \left(\Theta_{k \ell}^{2}\right)\right]+\sin \left(\gamma_{k \ell}\right)\left[\sin \left(\Theta_{k \ell}^{1}\right)-\sin \left(\Theta_{k \ell}^{2}\right)\right]\right) \cdot\left|v_{k}\right|\left|v_{\ell}\right| C_{k \ell} \\
& =2\left[\cos \left(\gamma_{k \ell}\right) \sin \left(\Theta_{k \ell}^{1} / 2+\Theta_{k \ell}^{2} / 2\right)+\sin \left(\gamma_{k \ell}\right) \cos \left(\Theta_{k \ell}^{1} / 2+\Theta_{k \ell}^{2} / 2\right)\right] \cdot \sin \left(\Delta_{k \ell} / 2\right)\left|v_{k}\right|\left|v_{\ell}\right| C_{k \ell} \\
& =2 \sin \left(\gamma_{k \ell}+\Theta_{k \ell}^{1} / 2+\Theta_{k \ell}^{2} / 2\right) \cdot \operatorname{sign}\left(\sin \left(\Delta_{k \ell} / 2\right)\right) \cdot\left|\sin \left(\Delta_{k \ell} / 2\right)\right|\left|v_{k}\right|\left|v_{\ell}\right| C_{k \ell} \\
& :=\delta_{k \ell} \cdot\left|\sin \left(\Delta_{k \ell} / 2\right) v_{k} v_{\ell}\right| C_{k \ell},
\end{aligned}
$$

where

$$
\begin{align*}
\Delta_{k \ell} & :=\Theta_{k \ell}^{1}-\Theta_{k \ell}^{2},  \tag{81}\\
\delta_{k \ell} & :=2 \sin \left(\gamma_{k \ell}+\Theta_{k \ell}^{1} / 2+\Theta_{k \ell}^{2} / 2\right) \operatorname{sign}\left(\sin \left(\Delta_{k \ell} / 2\right)\right)
\end{align*}
$$

Note that the third equality in (81) is due to the following triangular identities:

$$
\begin{aligned}
\cos (\eta)-\cos (\varphi) & =-2 \sin [(\eta-\varphi) / 2] \sin [(\eta+\varphi) / 2] \\
\sin (\eta)-\sin (\varphi) & =2 \sin [(\eta-\varphi) / 2] \cos [(\eta+\varphi) / 2]
\end{aligned}
$$

Since $\hat{P}_{k}\left(\Theta^{1}\right)=\hat{P}_{k}\left(\Theta^{2}\right)$ for all $k \neq 1$, we obtain
$\hat{P}_{k}\left(\Theta^{1}\right)-\hat{P}_{k}\left(\Theta^{2}\right)=\sum_{\ell:\{k, \ell\} \in \mathbb{E}}\left[\tilde{p}_{k \ell}\left(\Theta^{1}\right)-\tilde{p}_{k \ell}\left(\Theta^{2}\right)\right]=\sum_{\ell:\{k, \ell\} \in \mathbb{E}} \delta_{k \ell} \cdot\left|\sin \left(\Delta_{k \ell} / 2\right) v_{k} v_{\ell}\right| C_{k \ell}=0$
for all $k \neq 1$. Let the set $\mathbb{E}_{0}$ be the subset of edges such that $\Delta_{k \ell} \neq 0$ for all $\{k, \ell\} \in \mathbb{E}_{0}$; we assign an order to elements in $\mathbb{E}_{0}$. Define the matrix $M \in \mathbb{R}^{|\mathbb{V}| \times\left|\mathbb{E}_{0}\right|}$ and the vector $\mathrm{g} \in \mathbb{R}^{\left|\mathbb{E}_{0}\right|}$ as

$$
M_{k i}:=\delta_{k \ell}, \quad M_{\ell i}:=\delta_{\ell k}, \quad \mathbf{g}_{i}:=\left|\sin \left(\Delta_{k \ell} / 2\right) v_{k} v_{\ell}\right| C_{k \ell},
$$

where $\{k, \ell\}$ is the $i$-th edge in the set $\mathbb{E}_{0}$. Since $\Delta_{k \ell} \neq 0$ for all $\{k, \ell\} \in \mathbb{E}_{0}$ and $\Delta_{k \ell} \leq 2 \gamma_{k \ell} \leq \pi$, it holds that

$$
\left|\sin \left(\Delta_{k \ell} / 2\right)\right|>0 \quad \forall\{k, \ell\} \in \mathbb{E}_{0}
$$

Then, the vector $\mathbf{g}$ is a solution to the linear feasibility problem

$$
\text { find } \mathbf{x} \in \mathbb{R}^{\left|\mathbb{E}_{0}\right|} \quad \text { s.t. }(M \mathbf{x})_{2:|V|}=0, \quad \mathbf{x}>0
$$

where $(y)_{i: j}:=\left(y_{i}, y_{i+1}, \ldots, y_{j}\right)$ includes the $i$-th to the $j$-th entries of the vector $y$ and inequality $x>0$ means that $x_{k}>0$ holds for all entries of the vector $x$. The notation $x \geq 1$ is defined in the same way. The above feasibility problem is equivalent to

$$
\text { find } \mathbf{x} \in \mathbb{R}^{\left|\mathbb{E}_{0}\right|} \quad \text { s.t. }(M \mathbf{x})_{2:|V|}=0, \quad \mathbf{x} \geq 1
$$

Then, by Farka's Lemma, the dual feasibility problem

$$
\text { find } \mathbf{y} \in \mathbb{R}^{|\mathbb{V}|} \quad \text { s.t. } M^{T} \mathbf{y} \geq 0, \quad \mathbf{1}^{T} M^{T} \mathbf{y}>0, \quad y_{1}=0
$$

is infeasible. However, the conditions in the dual problem are the same as the conditions in statement 2 of Lemma 3.1. This contradicts the claim in statement 2 that there exists a vector y satisfying these conditions. Thus, statement 1 must hold true.

Proof of necessity Next, we again show by contradiction that statement 2 of the lemma is necessary for statement 1 . Assume that statement 1 holds true, and that there exist two different phase angle vectors $\Theta^{1}, \Theta^{2}$ in the monotone regime such that $\Theta^{2} \in \mathcal{N}\left(\mathbb{G}, \Theta^{1}, \mathcal{W}\right)$ while there does not exist y satisfying the conditions in statement 2. We define $\mathbb{E}_{0}$ as the set of edges such that $\Delta_{k \ell} \neq 0$, where $\Delta_{k \ell}:=\Theta_{k \ell}^{1}-\Theta_{k \ell}^{2}$ for all $\{k, \ell\} \in \mathbb{E}_{0}$. We construct the matrix $M \in \mathbb{R}^{|\mathbb{V}| \times\left|\mathbb{E}_{0}\right|}$ as

$$
M_{k i}:=\delta_{k \ell}, \quad M_{\ell i}:=\delta_{\ell k},
$$

where $\{k, \ell\}$ is the $i$-th edge in the set $\mathbb{E}_{0}$ and

$$
\delta_{k \ell}:=\sin \left(\gamma_{k \ell}+\Theta_{k \ell}^{1} / 2+\Theta_{k \ell}^{2} / 2\right) \operatorname{sign}\left(\sin \left(\Delta_{k \ell} / 2\right)\right)
$$

By the same analysis, the conditions in statement 2 turn out to be equivalent to the feasibility of the linear feasibility problem

$$
\text { find } \mathbf{y} \in \mathbb{R}^{|\mathbb{V}|} \quad \text { s.t. } M^{T} \mathbf{y} \geq 0, \quad \mathbf{1}^{T} M^{T} \mathbf{y}>0, \quad y_{1}=0
$$

By our assumption, the above problem is infeasible. By Farka's Lemma, there exists a solution $\mathrm{g} \in \mathbb{R}^{\left|\mathbb{E}_{0}\right|}$ to the feasibility problem

$$
\text { find } \mathbf{x} \in \mathbb{R}^{\left|\mathbb{E}_{0}\right|} \quad \text { s.t. }(M \mathbf{x})_{2:|V|}=0, \quad \mathbf{x} \geq 1
$$

and also to the feasibility problem

$$
\text { find } \mathbf{x} \in \mathbb{R}^{\left|\mathbb{E}_{0}\right|} \quad \text { s.t. }(M \mathbf{x})_{2:|V|}=0, \quad \mathbf{x}>0
$$

We define the matrix $C \in \mathbb{R}^{|\mathbb{V}| \times|\mathbb{V}|}$ as

$$
C_{k \ell}:=\left|\sin \left(\Delta_{k \ell} / 2\right) v_{k} v_{\ell}\right|^{-1} \mathbf{g}_{i} \quad \forall\{k, \ell\} \in \mathbb{E}_{0}
$$

where $\{k, \ell\}$ is the $i$-th edge in the set $\mathbb{E}_{0}$, and

$$
C_{k \ell}:=1 \quad \forall\{k, \ell\} \in \mathbb{E} \backslash \mathbb{E}_{0}, \quad C_{k \ell}:=0 \quad \forall\{k, \ell\} \notin \mathbb{E} .
$$

By the definition, it follows that $C_{k \ell}>0$ for all $\{k, \ell\} \in \mathbb{E}$. We construct a graph $\mathbb{G}$ with the complex admittance matrix

$$
Y_{k \ell}:=C_{k \ell} \cos \left(\gamma_{k \ell}\right)-\mathbf{j} C_{k \ell} \sin \left(\gamma_{k \ell}\right) \quad \forall\{k, \ell\} \in \mathbb{E}
$$

Then, for all $k \neq 1$, we have

$$
\begin{aligned}
& \hat{P}_{k}\left(\Theta^{1}\right)-\hat{P}_{k}\left(\Theta^{2}\right)=\sum_{\ell:\{k, \ell\} \in \mathbb{E}}\left[\tilde{p}_{k \ell}\left(\Theta^{1}\right)-\tilde{p}_{k \ell}\left(\Theta^{2}\right)\right] \\
= & \sum_{\ell:\{k, \ell\} \in \mathbb{E}} \delta_{k \ell} \cdot\left|\sin \left(\Delta_{k \ell} / 2\right) v_{k} v_{\ell}\right| C_{k \ell}=(M \mathbf{g})_{k}=0 .
\end{aligned}
$$

This implies that $\Theta^{1}$ and $\Theta^{2}$ are both solutions to problem (76) in the monotone regime when the real power injection is

$$
P:=\hat{P}\left(\Theta^{1}\right)
$$

This contradicts statement 1 that the solution is strongly unique for any real power injection. Hence, the conditions in statement 2 must be satisfied.

### 7.3 Proof of Lemma 3.2

Proof. We only prove the strong uniqueness part since the proof for weak uniqueness is similar. Since the induced orientation $A$ is not a weakly feasible orientation, there exists
a vertex $i \neq 1$ such that it has nonzero out-degree and zero in-degree, or it has nonzero in-degree and zero out-degree. Without loss of generality, assume that the vertex $i$ has nonzero out-degree and zero in-degree. We prove that the $i$-th unit vector $\mathbf{y}:=\mathbf{e}_{i}$ satisfies the conditions in statement 1 of Lemma 3.1. It is straightforward that $y_{1}=0$. We only need to show that the inequalities in (77) hold and at least one of them is strict. We consider any edge $(k, \ell)$ such that $\Delta_{k \ell}>0$. First, if $k \neq i$ and $\ell \neq i$, then both sides of the inequality (77) are zero. Next, if $k \neq i$ and $\ell=i$, then the condition $\Delta_{k i}>0$ implies that $A_{k i}=+1$, which contradicts the assumption that $i$ has zero in-degree. Finally, if $k=i$ and $\ell \neq i$, the goal is to prove that

$$
\sin \left(\gamma_{i \ell}+\Theta_{i \ell}^{1} / 2+\Theta_{i \ell}^{2} / 2\right) \cdot y_{i}>\sin \left(\gamma_{i \ell}-\Theta_{i \ell}^{1} / 2-\Theta_{i \ell}^{2} / 2\right) \cdot y_{\ell} .
$$

Since $y_{i}=1$ and $y_{\ell}=0$, the above inequality is equivalent to

$$
\sin \left(\gamma_{i \ell}+\Theta_{i \ell}^{1} / 2+\Theta_{i \ell}^{2} / 2\right)>0
$$

Recalling the assumption that $\Theta_{i \ell}^{1}$ and $\Theta_{i \ell}^{2}$ are in the monotone regime $\left[-\gamma_{i \ell}, \gamma_{i \ell}\right]$, one can write

$$
\gamma_{i \ell}+\Theta_{i \ell}^{1} / 2+\Theta_{i \ell}^{2} / 2 \in\left[0,2 \gamma_{i \ell}\right] \subset[0, \pi] .
$$

Hence, it is enough to show that

$$
\gamma_{i \ell}+\Theta_{i \ell}^{1} / 2+\Theta_{i \ell}^{2} / 2 \in\left(0,2 \gamma_{k \ell}\right) \subset(0, \pi)
$$

If $\gamma_{i \ell}+\Theta_{i \ell}^{1} / 2+\Theta_{i \ell}^{2} / 2=0$, then it holds that

$$
\Theta_{i \ell}^{1}=\Theta_{i \ell}^{2}=-\gamma_{i \ell} .
$$

This contradicts the inequality $\Delta_{i \ell}=\Theta_{i \ell}^{1}-\Theta_{i \ell}^{2}>0$. If $\gamma_{i \ell}+\Theta_{i \ell}^{1} / 2+\Theta_{i \ell}^{2} / 2=2 \gamma_{k \ell}$, then it holds that

$$
\Theta_{i \ell}^{1}=\Theta_{i \ell}^{2}=\gamma_{i \ell},
$$

which also contradicts the inequality $\Delta_{i \ell}>0$. Combining the two cases, we obtain that $\sin \left(\gamma_{i \ell}+\Theta_{i \ell}^{1} / 2+\Theta_{i \ell}^{2} / 2\right)>0$ and the inequality

$$
\sin \left(\gamma_{i \ell}+\Theta_{i \ell}^{1} / 2+\Theta_{i \ell}^{2} / 2\right) \cdot y_{i}>\sin \left(\gamma_{i \ell}-\Theta_{i \ell}^{1} / 2-\Theta_{i \ell}^{2} / 2\right) \cdot y_{\ell} .
$$

holds strictly. It follows that $\mathbf{y}=\mathbf{e}_{i}$ satisfies the conditions in statement 2 of Lemma 3.1 .

### 7.4 Proof of Corollary 3.4

Proof. We only prove the strong uniqueness part since the proof for weak uniqueness is similar. Suppose that $\Theta^{1}$ and $\Theta^{2}$ are two solutions to problem (76) in the monotone regime such that $\Theta^{2} \in \mathcal{N}\left(\mathbb{G}, \Theta^{1}, \mathcal{W}\right)$. Using the results of Theorem 3.3, we only need to
show that the induced orientation of $\Theta^{1}-\Theta^{2}$ is not weakly feasible. Assume conversely that the induced orientation $A$ is a weakly feasible orientation. Then, by hypothesis, there exists a directed cycle $\left(k_{1}, \ldots, k_{t}\right)$ containing at least one normal edge such that

$$
\begin{equation*}
\sum_{k_{i} k_{i+1} \text { is normal }} \omega_{k_{i} k_{i+1}}<2 \pi, \tag{82}
\end{equation*}
$$

where $k_{t+1}:=k_{1}$. We denote $\Delta_{k \ell}:=\Theta_{k \ell}^{1}-\Theta_{k \ell}^{2}$ and it follows that

$$
\begin{align*}
0<\Delta_{k_{i} k_{i+1}} \leq \omega_{k_{i} k_{i+1}} & \forall i \text { s.t. }\left\{k_{i}, k_{i+1}\right\} \text { is normal, }  \tag{83}\\
\Delta_{k_{i} k_{i+1}}=0 & \forall i \text { s.t. }\left\{k_{i}, k_{i+1}\right\} \text { is not normal, }
\end{align*}
$$

where the right part of the first inequality is because $\Theta^{2} \in \mathcal{N}\left(\mathbb{G}, \Theta^{1}, \mathcal{W}\right)$. Combining inequalities (82) and (83) yields that

$$
\begin{equation*}
0<\sum_{i=1}^{t} \Delta_{k_{i} k_{i+1}}=\sum_{k_{i} k_{i+1} \text { is normal }} \Delta_{k_{i} k_{i+1}} \leq \sum_{k_{i} k_{i+1} \text { is normal }} \omega_{k_{i} k_{i+1}}<2 \pi . \tag{84}
\end{equation*}
$$

However, by the definition of $\Delta_{k \ell}$ and $\Theta_{k \ell}$, one can write

$$
\sum_{i=1}^{t} \Delta_{k_{i} k_{i+1}}=\sum_{i=1}^{t} \Theta_{k_{i} k_{i+1}}^{1}-\sum_{i=1}^{t} \Theta_{k_{i} k_{i+1}}^{2}=\sum_{i=1}^{t}\left[\Theta_{k_{i}}^{1}-\Theta_{k_{i+1}}^{1}\right]-\sum_{i=1}^{t}\left[\Theta_{k_{i}}^{2}-\Theta_{k_{i+1}}^{2}\right]=0
$$

where the second last equality is the congruence relation module $2 \pi$ and the last equality is because $\left(k_{1}, \ldots, k_{t}\right)$ is a cycle. This contradicts equation (84). Thus, the induced orientation is not a weakly feasible orientation and the strong uniqueness holds.

### 7.5 Proof of Theorem 3.6

Proof. To prove the first inequality, we only need to notice that any feasible orientation is also a weakly feasible orientation and the size of eye is equal to the girth when all edges are normal.

Then, we consider the second inequality. Assume conversely that the maximal eye is attained by a directed cycle with chords in the weakly feasible orientation $A$. Without loss of generality, assume that the directed cycle $(1, \ldots, t)$ attains the maximal eye with fewest chords, where $t \geq \mathrm{e}(\mathbb{G})$ and $\{1, i\} \in \mathbb{E}$ is a chord for some $i \in\{3, \ldots, t-1\}$. We consider four different cases:

1. $A_{1, i}=0$ : Consider the directed cycle

$$
(1, i, i+1, \ldots, t),
$$

which has at most $\mathrm{e}(\mathbb{G})$ normal edges and strictly fewer chords than $(1, \ldots, t)$. This
contradicts the assumption that the cycle $(1, \ldots, t)$ is a directed cycle that attains the size of eye with fewest chords.
2. $A_{1, i}=+1$ : and there exists at least one normal edge among $\{1,2\}, \ldots,\{i-1, i\}$ : The directed cycle

$$
(1, i, i+1, \ldots, t)
$$

has at most $\mathrm{e}(\mathbb{G})$ normal edges and strictly fewer chords than $(1, \ldots, t)$. This also contradicts the assumption on $(1, \ldots, t)$.
3. $A_{1, i}=+1$ and edges $\{1,2\}, \ldots,\{i-1, i\}$ are not normal: Consider the directed cycle

$$
(1, i, i-1, \ldots, 2)
$$

which has exactly one normal edge and strictly fewer chords. By the definition of the maximal eye, we know $\mathrm{e}(\mathbb{G}) \geq 1$ and the cycle $(1, i, i-1, \ldots, 2)$ has at most $\mathrm{e}(\mathbb{G}) \geq 1$ normal edges. Hence, this contradicts the assumption on $(1, \ldots, t)$.
4. $A_{1, i}=-1$ : Consider the orientation $\tilde{A}$ defined as

$$
\tilde{A}_{k \ell}:=-A_{k \ell} \quad \forall\{k, \ell\} \in \mathbb{E}
$$

and use the discussion in the first three cases.
Combining the above four cases concludes that the maximal eye of the power network $\mathbb{G}$ must be attained by a chordless cycle. Hence, the maximal eye is upper bounded by the longest chordless cycle.

### 7.6 Proof of Lemma 4.1

Proof. By the definition of strong uniqueness and weak uniqueness, if a solution to problem (76) is strongly unique, than it is also weakly unique. We only need to consider the other direction. Assume conversely that there exists a solution $\Theta^{1}$ in the monotone regime that is weakly unique but not strongly unique. Then, there exists another solution $\Theta^{2} \in \mathcal{N}\left(\mathbb{G}, \Theta^{1}, \mathcal{W}\right)$ that is different from $\Theta^{1}$ according to Definition 2.5. Then, the phase difference of some line is different for the two solutions. Considering the power injection balance at each bus, we know that the phase difference is different at all lines.

This means that the two solutions $\Theta^{1}$ and $\Theta^{2}$ are different according to Definition 2.4, which contradicts the assumption that $\Theta^{1}$ is weakly unique.

### 7.7 Proof of Theorem 4.2

Proof. The sufficient part is proved in Corollary 3.4 and we only prove the necessary part. In this proof, bus $n+1$ is defined as bus 1 . We assume that

$$
\sum_{i=1}^{n} \omega_{i, i+1} \geq 2 \pi
$$

We construct a power network $\mathbb{G} \in \mathcal{G}$ and power injection $P$ such that there exist two different solutions $\Theta^{1}, \Theta^{2}$ in the monotone regime and $\Theta^{2} \in \mathcal{N}\left(\mathbb{G}, \Theta^{1}, \mathcal{W}\right)$. Without loss of generality, assume that

$$
\sum_{i=1}^{n} \omega_{i, i+1}=2 \pi
$$

This is because the construction for

$$
\tilde{W}:=\left\{\frac{2 \pi}{\sum_{j=1}^{n} \omega_{j, j+1}} \cdot \omega_{i, i+1}: i \in[n]\right\} .
$$

also works for the original $W=\left\{\omega_{i, i+1}: i \in[n]\right\}$ if $\sum_{j=1}^{n} \omega_{j, j+1} \geq 2 \pi$. We define two phase angle vectors as

$$
\begin{aligned}
& \Theta_{1}^{1}:=0, \quad \Theta_{i}^{1}:=\sum_{j=2}^{i} \omega_{j, j+1} \quad \forall i \in\{2, \ldots, n\}, \\
& \Theta_{i}^{2}:=0 \quad \forall i \in[n] .
\end{aligned}
$$

Then, it follows that

$$
\Theta_{i, i+1}^{1}=\omega_{i, i+1}, \quad \Theta_{i, i+1}^{2}=0 \quad \forall i \in[n],
$$

which means that $\Theta^{1}$ and $\Theta^{2}$ are both in the monotone regime. Since $\omega_{i, i+1}, \gamma_{i, i+1} \in$ $(0, \pi / 2]$, we know that $\gamma_{i, i+1}+\omega_{i, i+1} \in(0, \pi]$ and therefore, by the monotonicity of $\cos (\cdot)$ in $[0, \pi]$, we have

$$
\cos \left(\gamma_{i, i+1}+\omega_{i, i+1}\right)<\cos \left(\gamma_{i, i+1}\right)
$$

For each line $\{i, i+1\}$, we define the positive constant

$$
C_{i, i+1}:=\left|v_{i} v_{i+1}\right|^{-1}\left[-\cos \left(\gamma_{i, i+1}+\omega_{i, i+1}\right)+\cos \left(\gamma_{i, i+1}\right)\right]^{-1}
$$

and the complex admittance

$$
B_{i, i+1}:=\sin \left(\gamma_{i, i+1}\right) C_{i, i+1}, \quad G_{i, i+1}:=\cos \left(\gamma_{i, i+1}\right) C_{i, i+1}
$$

We use $\tilde{p}_{i, i+1}(\Theta)$ to denote the real power flow from bus $i$ to bus $i+1$ given the phase angle vectors $\Theta$. Then, we can calculate that

$$
\begin{aligned}
\tilde{p}_{i, i+1}\left(\Theta^{1}\right)-\tilde{p}_{i, i+1}\left(\Theta^{2}\right)= & -G_{i, i+1}\left|v_{i} v_{i+1}\right|\left[\cos \left(\Theta_{i, i+1}^{1}\right)-\cos \left(\Theta_{i, i+1}^{2}\right)\right] \\
& +B_{k \ell}\left|v_{i} v_{i+1}\right|\left[\sin \left(\Theta_{i, i+1}^{1}\right)-\sin \left(\Theta_{i, i+1}^{2}\right)\right] \\
& =-\cos \left(\gamma_{i, i+1}\right) C_{i, i+1}\left|v_{i} v_{i+1}\right|\left[\cos \left(\omega_{i, i+1}\right)-1\right] \\
& +\sin \left(\gamma_{i, i+1}\right) C_{i, i+1}\left|v_{i} v_{i+1}\right| \sin \left(\omega_{i, i+1}\right) \\
& =C_{i, i+1}\left|v_{i} v_{i+1}\right| \cdot\left[-\cos \left(\gamma_{i, i+1}+\omega_{i, i+1}\right)+\cos \left(\gamma_{i, i+1}\right)\right]=1 .
\end{aligned}
$$

It follows that

$$
\begin{aligned}
\hat{P}_{i}\left(\Theta^{1}\right)-\hat{P}_{i}\left(\Theta^{2}\right) & =\left[\tilde{p}_{i-1, i}\left(\Theta^{1}\right)-\tilde{p}_{i-1, i}\left(\Theta^{2}\right)\right]-\left[\tilde{p}_{i, i+1}\left(\Theta^{1}\right)-\tilde{p}_{i, i+1}\left(\Theta^{2}\right)\right] \\
& =1-1=0 .
\end{aligned}
$$

If we choose $P:=\hat{P}\left(\Theta^{1}\right)$, then $\Theta^{1}$ and $\Theta^{2}$ are two different solutions to problem (76) in the monotone regime such that $\Theta^{2} \in \mathcal{N}\left(\mathbb{G}, \Theta^{1}, \mathcal{W}\right)$ and that the strong uniqueness does not hold.

### 7.8 Proof of Lemma 4.4

Proof. For the notational simplicity, we denote the maximal eye and the maximal girth of the graph $(\mathbb{V}, \mathbb{E}, W)$ as e and $g$, respectively. Since the graph is 2-vertex-connected, there does not exist a degree-1 vertex.

By Lemmas 5.1 and 5.3, Type II Operations do not change the maximal eye and the maximal girth of the graph. Moreover, the graph has a nested ear decomposition $\left\{L_{0}, L_{1}, \ldots, L_{r-1}\right\}$ by Theorem 4.3. Hence, we can assume that there is no degree-2 vertex except the slack bus. Assume conversely that graph $(\mathbb{V}, \mathbb{E}, W)$ is the 2 -vertexconnected SP graph with minimal number of ears such that $\mathrm{e}>\mathrm{g}$. We will show that there must exist another graph with fewer ears in the ear decomposition and $\mathrm{e}>\mathrm{g}$. This will lead to a contradiction with our assumption that this graph has the minimal number of ears. If the graph has at most two ears, then the graph is a single line of a cycle and we know $\mathrm{e}=\mathrm{g}$. Hence, there exist at least three ears in the graph $(\mathbb{V}, \mathbb{E}, W)$.

Step 1 In this step, we prove that the graph has a pair of parallel edges that contains a leaf ear, which we will define below. Since a nested ear decomposition is also a tree decomposition, we can assign a directed tree structure to ears in the decomposition. Here, we call an ear $L_{k}$ a descendant ear of $L_{\ell}$ if $L_{k}$ is a descendant node of $L_{\ell}$ on the directed tree, or equivalently, both endpoints of ear $L_{k}$ are on $L_{\ell}$ and at least one of them is different from the endpoints of $L_{\ell}$. We also call ear $L_{\ell}$ the precedent ear of $L_{k}$. For any ear $L_{\ell}$, we say that ear $L_{k}$ is a smallest descendant ear of $L_{\ell}$ if $L_{k}$ is a descendant ear of $L_{\ell}$ and there does not exist another ear $L_{i}$ such that $L_{i}$ is also
a descendant ear of $L_{\ell}$ and the interval formed by the endpoints of $L_{i}$ on $L_{\ell}$ is a strict subset of the interval formed by the endpoints of $L_{k}$. We note that each ear may have multiple smallest descendant ears. We say that an ear is a leaf ear if it is the smallest descendant ear of some ear and has no descendant ear. We denote the set of leaf ears as $\mathcal{L}$. Considering the directed tree structure of the ear decomposition, we know that the set $\mathcal{L}$ is not empty.

Suppose that $L_{k}$ is a leaf ear with the endpoints $k_{1}, k_{2}$ and that $L_{\ell}$ is the precedent ear of $L_{k}$. Since we have deleted all degree- 2 vertices except the slack bus, ear $L_{k}$ is either a single line $\left\{k_{1}, k_{2}\right\}$ or two edges $\left\{k_{1}, k_{3}\right\}$ and $\left\{k_{2}, k_{3}\right\}$ connecting the endpoints to the slack bus $k_{3}$. Similarly, the path connecting the two endpoints of $L_{k}$ on the precedent ear $L_{\ell}$, which we denote as $P_{k}$, is either a single line or contains the slack bus. Considering the ear $L_{k}$ and the path $P_{k}$, there are two cases: two parallel edges with endpoints $\left\{k_{1}, k_{2}\right\}$, or one is a single line and the other is two edges with the slack bus. If the first case occurs, we have a pair of parallel edges containing a leaf ear. Now, we consider the second case. If we exchange the two paths, i.e., let $P_{k}$ be a leaf ear and $L_{k}$ be a path on the precedent ear, then the structure of nested ear decomposition is not changed. Hence, without loss of generality, assume that $L_{k}$ is a single line and $P_{k}$ contains the slack bus. If there exists an ear $L_{j}$ different from $L_{\ell}$ that also contains leaf ears, then by the uniqueness of slack bus, the first case occurs for leaf ears on ear $L_{j}$.

Hence, we simply need to consider the case when $L_{\ell}$ is the only ear that contains leaf ears. We consider the root ear $L_{0}$. By the definition of tree ear decomposition, we know that $L_{0}$ is a single line; let $\ell_{1}, \ell_{2}$ be the two endpoints of $L_{0}$. Since all vertices except the slack bus have degree at least 3 and the slack bus is not an endpoint of ears, both $\ell_{1}$ and $\ell_{2}$ have degree at least 3 . This implies that the root ear $L_{0}$ has at least 2 descendant ears and all descendant ears have endpoints $\ell_{1}, \ell_{2}$. Let $L_{k_{1}}, L_{k_{2}}, \ldots, L_{k_{m}}$ be the descendant ears of $L_{0}$. For each $L_{k_{i}}$, we define a sub-graph of $(\mathbb{V}, \mathbb{E}, W)$ consisting of ear $L_{0}$ and ears that are descendant nodes of $L_{k_{i}}$ in the directed tree of ears. We can verify that each sub-graph also has a nested ear decomposition and therefore contains at least one leaf ear, which implies that ear $L_{\ell}$ belongs to all sub-graphs. On the other hand, due to the tree structure, the intersection of two different sub-graphs is ear $L_{0}$ and is not a leaf ear. Hence, the leaf ears in different sub-graphs are different and $L_{\ell}=L_{0}$. It follows that all descendant ears of $L_{0}$ are leaf ears and they form at least a pair of parallel edges containing a leaf ear.

Step 2 In this step, we construct a nested ear decomposition of the graph ( $\mathbb{V}, \mathbb{E}, W$ ) such that there exists a pair of parallel edges that contains the root ear $L_{0}$ and that all edges are ears in the ear decomposition. According to Step 1, there exists a pair of parallel edges that contains a leaf ear. We denote the leaf ear in the pair of parallel edges as $L_{k}$. We consider the (undirected) cycle containing $L_{0}$ and $L_{k}$. Suppose that the cycle has a non-empty edge intersection with ears $L_{k_{0}}, \ldots, L_{k_{t}}$, where $k_{0}=0, k_{t}=k$ and $L_{k_{s+1}}$ is a descendant ear of $L_{k_{s}}$ for $s=0,1, \ldots, t-1$. Notice that the endpoints of each ear $L_{k_{s}}$ are on the cycle. Now, we construct a new nested ear decomposition $\tilde{L}_{0}, \ldots, \tilde{L}_{m-1}$
such that $L_{k}=\tilde{L}_{0}$ is the root ear. We define $\tilde{L}_{0}:=L_{k}$ and $\tilde{L}_{k}$ as the remaining part of the cycle. For ears $L_{k_{s}}$ with $1 \leq s \leq t-1$, we define $\tilde{L}_{k_{s}}$ as the ear $L_{k_{s}}$ with edges on the cycle deleted. For ears that do not intersect with the cycle, we define $\tilde{L}_{i}:=L_{i}$. It is desirable to show that with the new set of ears still forms a nested ear decomposition. To this end, we analyze three cases:

- Case I. First, it can be verified that ears $\tilde{L}_{k_{1}}, \ldots, \tilde{L}_{k_{t-1}}$ are nested ears on $\tilde{L}_{k_{t}}$. Hence, ears $\tilde{L}_{k_{0}}, \ldots, \tilde{L}_{k t}$ still form a nesting structure.
- Case II. Next, we consider an ear $\tilde{L}_{i}=L_{i}$ that is not changed and has both endpoints on $L_{k_{s}}$ for some $s \in\{0,1, \ldots, t-1\}$. Since $L_{k_{s+1}}$ is a descendant ear on $L_{k_{s}}$, by the definition of nested ear decomposition, we know that the endpoints of $\tilde{L}_{i}$ are either both on $\tilde{L}_{k_{\mathrm{s}}}$ or both on $\tilde{L}_{k_{t}}$. For the first case, $L_{i}$ is an ear on $\tilde{L}_{k_{s}}$ and ears on $\tilde{L}_{k_{s}}$ have the same nesting structure as $L_{k_{s}}$. For the second case, both endpoints of $L_{k}$ locate on $\tilde{L}_{k_{t}}$ and are nested between the endpoints of $\tilde{L}_{k_{s}}$ and $\tilde{L}_{k_{s-1}}$. We note that for the case when $s=0$, both endpoints are equal to the endpoints of $L_{0}$ and they form the smallest possible interval on $\tilde{L}_{k_{t}}$. Hence, ears on $\tilde{L}_{k_{t}}$ also have a nested structure.
- Case III. Finally, we consider ears that are not changed and do not have endpoints on $L_{k_{s}}$ for any $s=0, \ldots, t$. These ears still form a nested structure on the original precedent ear and the nested ear decomposition structure is not changed.

Combining the above three cases concludes that the new set of ears is also a nested ear decomposition. Moreover, the topological structure of the graph is not changed. Hence, in the new ear decomposition, the root ear $\tilde{L}_{0}=L_{k}$ has parallel edges. Finally, we observe that the parallel edges of the root ear are also ears in the ear decomposition.

Step 3 Suppose that the maximal eye is achieved by the weakly feasible orientation $A$. In this step, we show that we can modify $A$ such that each edge with direction 0 is incident to a degree-0 vertex and the size of eye is not changed. Here, the degree is calculated for the directed graph with orientation $A$ and all edges with orientation 0 are not counted towards the degree. We define a partition of vertices as

$$
\begin{aligned}
& \mathbb{V}_{1}:=\{k \in \mathbb{V} \mid \operatorname{deg}(k)>0 \text { or } k \text { is the slack bus }\}, \\
& \mathbb{V}_{2}:=\{k \in \mathbb{V} \mid \operatorname{deg}(k)=0 \text { and } k \text { is not the slack bus }\}
\end{aligned}
$$

and a partition of edges as

$$
\begin{aligned}
& \mathbb{E}_{1}:=\left\{\{k, \ell\} \in \mathbb{E} \mid A_{k \ell} \in\{+1,-1\}\right\}, \\
& \mathbb{E}_{2}:=\left\{\{k, \ell\} \in \mathbb{E} \mid A_{k \ell}=0, k \in \mathbb{V}_{1} \text { and } \ell \in \mathbb{V}_{1}\right\}, \\
& \mathbb{E}_{3}:=\left\{\{k, \ell\} \in \mathbb{E} \mid A_{k \ell}=0, k \in \mathbb{V}_{2} \text { or } \ell \in \mathbb{V}_{2}\right\} .
\end{aligned}
$$

Then, the objective is to show that there exists a weakly feasible orientation such that the size of eye is still e and the set $\mathbb{E}_{2}$ is empty. For any edge $\{k, \ell\} \in \mathbb{E}_{2}$, we can arbitrarily assign direction +1 or -1 to the edge and the orientation is still weakly feasible. This is because for vertices in $\mathbb{V}_{1}$, the requirement on in-degree and out-degree is satisfied by other edges. More specifically, if the degree of $k$ or $\ell$ is nonzero, then by the definition of weakly feasible orientation, the vertex already has nonzero in-degree and out-degree. Otherwise, if $k$ or $\ell$ is the slack bus, then the in-degree and out-degree can be arbitrary. Thus, we can arbitrarily assign directions +1 or -1 to all edges in $\mathbb{E}_{2}$ and the new orientation is still weakly feasible. We define a new orientation as

$$
\begin{aligned}
& \tilde{A}_{k \ell}:=\left\{\begin{array}{ll}
+1 & \text { if } k>\ell \\
-1 & \text { otherwise }
\end{array} \quad \forall\{k, \ell\} \in \mathbb{E}_{2},\right. \\
& \tilde{A}_{k \ell}:=A_{k \ell} \quad \forall\{k, \ell\} \in \mathbb{E}_{1} \cup \mathbb{E}_{3} .
\end{aligned}
$$

We prove that with orientation $\tilde{A}$, the size of eye is not changed. Let $\left(k_{1}, \ldots, k_{t}\right)$ be a directed cycle in the graph with orientation $\tilde{A}$. If some edges of this cycle are in $\mathbb{E}_{1} \cup \mathbb{E}_{3}$, then this cycle also exists in the graph with $A$. By assigning directions $\pm 1$ to edges with direction 0 , the lengths of the cycles are not decreased and therefore the length of $\left(k_{1}, \ldots, k_{t}\right)$ is at least e under the orientation $\tilde{A}$.

If all edges of this cycle are in $\mathbb{E}_{2}$, then we choose the minimal index in $\left\{k_{1}, \ldots, k_{t}\right\}$, which is assumed to be $k_{1}$ without loss of generality. By the definition of $\tilde{A}$, the edge $\left\{k_{1}, k_{2}\right\}$ has orientation $\tilde{A}_{k_{1} k_{2}}=-1$, which contradicts the fact that $\left(k_{1}, \ldots, k_{t}\right)$ is a directed cycle with $\tilde{A}$. Combining the above two cases, it can be inferred that the size of eye with orientation $\tilde{A}$ is at least e. On the other hand, e is defined to be the maximal eye. Hence, the size of eye with orientation $\tilde{A}$ is equal to e.

Step 4 In this step, we prove that the maximal eye is equal to the maximal girth. Suppose that the maximal eye is achieved by the weakly feasible orientation $A$ and orientation $A$ satisfies the conditions in Steps 2-3. We consider the set of parallel edges containing the root ear, which we denote as $\{k, \ell, 1\}, \ldots,\{k, \ell, t\}$ for some $t \geq 2$. We analyze two different cases:

- Case I. If there exists at least one parallel edge having direction 0 , then by the conditions in Step 3, we know that at least one of the endpoints $k, \ell$ has degree 0 . This means that all parallel edges have direction 0 . We construct another graph $(\tilde{\mathbb{V}}, \tilde{\mathbb{E}}, \tilde{W})$, where the parallel edges $\{k, \ell, 1\}, \ldots,\{k, \ell, t\}$ are substituted by a single edge $\{k, \ell\}$ and the weight of the new edge is the minimal weight among all parallel edges, i.e.,

$$
\tilde{W}_{k \ell}:=\min _{s \in[t]} W_{k, \ell, s} .
$$

Other edges are the same as those in the original graph. We construct a weakly
feasible orientation $\tilde{A}$ for the new graph. For the edge $\{k, \ell\}$, we define

$$
\tilde{A}_{k \ell}:=0
$$

For other edges, we define

$$
\tilde{A}_{k_{1} \ell_{1}}:=A_{k_{1} \ell_{1}} \forall\left\{k_{1}, \ell_{1}\right\} \in \mathbb{E} \backslash\{\{k, \ell, 1\}, \ldots,\{k, \ell, t\}\}
$$

Since the orientations $\tilde{A}$ and $A$ have the same degree at each node, $\tilde{A}$ also becomes weakly feasible. Moreover, the size of eye of the graph with $\tilde{A}$ is also equal to e, which implies that the maximal eye of the new graph ẽ is at least e. Since the new graph $(\tilde{\mathbb{V}}, \tilde{\mathbb{E}}, \tilde{W})$ has $t-1$ fewer ears, the induction assumption implies that the maximal girth of the new graph $\tilde{g}$ satisfies

$$
\tilde{\mathrm{g}}=\tilde{\mathrm{e}} \geq \mathrm{e}
$$

Hence, we can choose a feasible orientation $\tilde{A}^{g}$ such that the girth is equal to $\tilde{\mathrm{g}}$. Now, we extend the feasible orientation $\tilde{A}^{g}$ to be a feasible orientation of the original $\operatorname{graph}(\mathbb{V}, \mathbb{E}, W)$. We define

$$
A_{k_{1} \ell_{1}}^{g}:=\tilde{A}_{k_{1} \ell_{1}}^{g} \forall\left\{k_{1}, \ell_{1}\right\} \in \mathbb{E} \backslash\{\{k, \ell, 1\}, \ldots,\{k, \ell, t\}\}
$$

and

$$
A_{k, \ell, s}^{g}:=\tilde{A}_{k \ell}^{g} \quad \forall s \in[t] .
$$

Since the in-degree and out-degree at points $k, \ell$ are still nonzero for the orientation $A^{g}$, it can be concluded that $A^{g}$ is a feasible orientation for the original graph. Moreover, the girth of the original graph with orientation $A^{g}$ is equal to $\tilde{g}$. It follows that the maximal girth $g$ is at least $\tilde{g} \geq e$. This contradicts the assumption that $\mathrm{e}>\mathrm{g}$.

- Case II. Next, we consider the case when all parallel edges $\{k, \ell, 1\}, \ldots,\{k, \ell, t\}$ are normal edges. In this case, the goals is to construct a feasible orientation with the same size of eye by assigning directions to edges with direction 0 . We first construct a feasible orientation $\tilde{A}$. Assume that $L_{0}=\{k, \ell, 1\}$ is the root ear, and define

$$
\tilde{A}_{k, \ell, 1}:=A_{k, \ell, 1}, \quad \tilde{A}_{k, \ell, s}:=-A_{k, \ell, 1} \quad \forall s \in\{2, \ldots, t\}
$$

Then, we inductively define the directions of other ears using the directed tree structure of ears. For any ear $L_{k}$ that has been assigned a direction, we assign its descendant ear $L_{\ell}$ with the parallel direction as the path formed by the endpoints of $L_{\ell}$ on $L_{k}$. In this way, the orientation $\tilde{A}$ is defined for all ears and the definition is unique because of the directed tree structure. Considering the structure of the nested ear decomposition, we also know that all directed cycles in orientation $\tilde{A}$
must contain the root ear. In addition, the orientation $\tilde{A}$ is feasible. This is because all internal vertices of ears have nonzero in-degree and nonzero out-degree. The only vertices that are not internal vertices of ears are the endpoints of the root ear. For the endpoints of the root ear, they also have nonzero in-degree nonzero and out-degree by the definition of directions on parallel edges. Hence, the constructed orientation $\tilde{A}$ is feasible.
We then define an orientation that combines orientations $A$ and $\tilde{A}$ as follows:

$$
A_{k \ell}^{g}:=\left\{\begin{array}{ll}
A_{k \ell} & \text { if } A_{k \ell} \in\{+1,-1\} \\
\tilde{A}_{k, \ell} & \text { if } A_{k \ell}=0
\end{array} \quad \forall\{k, \ell\} \in \mathbb{E} .\right.
$$

We prove that $A^{g}$ is a feasible orientation and the girth of orientation $A^{g}$ is at least e. For any vertex $k$ that has a nonzero degree in orientation $A$, the vertex $k$ has nonzero in-degree and out-degree by the definition of weakly feasible orientation. Hence, the vertex $k$ also has nonzero in-degree and out-degree in the new orientation. If the vertex has degree 0 in the orientation $A$, then all edges incident to the vertex $k$ has the same direction as in $\tilde{A}$. Since the orientation $\tilde{A}$ is feasible, the vertex $k$ has nonzero in-degree and nonzero out-degree in the new orientation $A^{g}$. Combining the two cases, it can be concluded that the orientation $A^{g}$ is feasible. Now, we estimate the girth of orientation $A^{g}$. We consider any directed cycle $C$ in $A^{g}$. If the cycle $C$ has normal edges in the original orientation $A$, then the length of cycle $C$ is not decreased in the new orientation and therefore is at least e. If the cycle $C$ does not have normal edges in the original orientation $A$, then all edges of $C$ have the same direction as in $\tilde{A}$ and therefore is also a cycle in in $\tilde{A}$. This implies that the root ear $L_{0}$ is on the cycle $C$. However, the root ear is a normal edge in orientation $\tilde{A}$ and this contradicts the assumption that none of the edges of the cycle $C$ are normal. Thus, the girth of $A^{g}$ is at least e. On the other hand, the girth of a feasible orientation is bounded by the maximal girth $g$. This contradicts the assumption that $\mathrm{e}>\mathrm{g}$.

Combining the above two cases and using the induction method, it can be concluded that the maximal eye of a 2 -vertex-connected SP graph is equal to its maximal girth.

### 7.9 Proof of Theorem 4.6

Proof. We only prove the strong uniqueness part since the proof for the weak uniqueness is similar. We only need to show that statement 2 of this theorem holds if and only if statement 2 of Lemma 3.1 holds.

Proof of sufficiency We assume conversely that there exist two sets of phase angle vectors $\Theta^{1}$ and $\Theta^{2}$ satisfying statement 2 of Lemma 3.1 such that the induced sub-graph of $\Theta^{1}-\Theta^{2}$ denoted as $\left(\mathbb{V}_{0}, \mathbb{E}_{0}, A_{0}\right)$ has the same number of strongly connected components and weakly connected components.

Let $y$ be a vector that satisfies conditions in statement 2 of Lemma 3.1. We prove that if vertices $k$ and $\ell$ are in the same connected component, then $y_{k}=y_{\ell}$. By the definition of strongly connected components, there exist directed paths from $k$ to $\ell$ and from $\ell$ to $k$. We first consider the directed path from $k$ to $\ell$, which we denote as $\left(k, k_{1}, \ldots, k_{t}, \ell\right)$. Considering the edge $\left\{k, k_{1}\right\}$ and inequality (77), one can write

$$
\begin{equation*}
\sin \left(\pi / 2+\Theta_{k, k_{1}}^{1} / 2+\Theta_{k, k_{1}}^{2} / 2\right) \cdot y_{k} \geq \sin \left(\pi / 2-\Theta_{k, k_{1}}^{1} / 2-\Theta_{k, k_{1}}^{2} / 2\right) \cdot y_{k_{1}} \tag{85}
\end{equation*}
$$

By the same analysis in Lemma 3.2, the condition $\Delta_{k, k_{1}}>0$ implies that $\Theta_{k, k_{1}}^{1} / 2+$ $\Theta_{k, k_{1}}^{2} / 2 \in(-\pi / 2, \pi / 2)$, which leads to

$$
\begin{equation*}
\sin \left(\pi / 2+\Theta_{k, k_{1}}^{1} / 2+\Theta_{k, k_{1}}^{2} / 2\right)=\sin \left(\pi / 2-\Theta_{k, k_{1}}^{1} / 2-\Theta_{k, k_{1}}^{2} / 2\right)>0 \tag{86}
\end{equation*}
$$

Combining the relations in (85) and (86), we obtain $y_{k} \geq y_{k_{1}}$. Considering edges $\left\{k_{1}, k_{2}\right\}, \ldots,\left\{k_{n}, \ell\right\}$ and using the same analysis, we have

$$
y_{k} \geq y_{k_{1}} \geq y_{k_{2}} \geq \cdots \geq y_{k_{t}} \geq y_{\ell}
$$

and therefore $y_{k} \geq y_{\ell}$. Similarly, the existence of a directed path from $y_{\ell}$ to $y_{k}$ implies that $y_{\ell} \geq y_{k}$. Combining the two directions, we obtain $y_{k}=y_{\ell}$. If we further assume $\{k, \ell\} \in \mathbb{E}_{0}$ and $\Delta_{k \ell}>0$, then the relation in (86) implies that inequality (77) holds with equality for $\{k, \ell\}$. By the definition of weakly connected components, there does not exist any edge in $\mathbb{E}_{0}$ connecting different connected components. Hence, the endpoints of all edges in $\mathbb{E}_{0}$ are in the same connected component and therefore inequality (77) holds with equality for all $\{k, \ell\} \in \mathbb{E}_{0}$ such that $\Delta_{k \ell}>0$. Finally, by the definition of induced sub-graph, $\mathbb{E}_{0}$ contains all edges $\{k, \ell\} \in \mathbb{E}$ such that $\Delta_{k \ell}>0$. It follows that inequality (77) holds with equality for all $\{k, \ell\} \in \mathbb{E}$ such that $\Delta_{k \ell}>0$. This contradicts statement 2 of Lemma 3.1 that there exists at least one strict inequality in the set of inequalities (77). Hence, statement 2 of this theorem holds.

Proof of necessity Assume that the conditions in statement 2 of this theorem hold. We denote the strongly connected components as $\mathcal{C}_{1}, \ldots, \mathcal{C}_{m}$. Now, we define a tree structure for the set $\left\{\mathcal{C}_{1}, \ldots, \mathcal{C}_{m}\right\}$. For two different strongly connected components $\mathcal{C}_{s}$ and $\mathcal{C}_{t}$, if there exists a directed path from $\mathcal{C}_{s}$ to $\mathcal{C}_{t}$, we define a directed edge from $\mathcal{C}_{t}$ to $\mathcal{C}_{s}$. Considering all strongly connected components pairs, we obtain a directed graph with the vertex set $\left\{\mathcal{C}_{1}, \ldots, \mathcal{C}_{m}\right\}$. By the definition of strongly connected components, we know that there does not exist directed cycle in this directed graph and therefore this directed graph is a directed tree. Using the directed tree structure, we can choose $m$ real numbers $c_{1}, \ldots, c_{m}$ such that if there exists a directed path from $\mathcal{C}_{t}$ to $\mathcal{C}_{s}$, then it holds that $c_{t}>c_{s}$. Moreover, if vertex 1 belongs to some strongly connected component $\mathcal{C}_{s}$, then we can shift $c_{t}$ for all $t \in[m]$ such that $c_{s}=0$ and the relation between all $c_{t}$ 's is not changed. If vertex 1 does not belong to any strongly connected component, we do not change the value of $c_{t}$.

We construct a vector $y \in \mathbb{R}^{|\mathbb{V}|}$ by

$$
y_{k}:= \begin{cases}c_{s} & \text { if } k \text { is in } \mathcal{C}_{s} \\ 0 & \text { if } k \in \mathbb{V} \backslash \mathbb{V}_{0}\end{cases}
$$

Note that the set of strongly connected components gives a disjoint partition of the set $\mathbb{V}_{0}$. Hence, the vector $\mathbf{y}$ is well-defined. By the choice of $\left\{c_{1}, \ldots, c_{m}\right\}$, the vector $\mathbf{y}$ satisfies $y_{1}=0$. Suppose that the edge $\{k, \ell\}$ belongs to $\mathbb{E}$ and $\Delta_{k \ell}>0$. We verify that inequality (77) holds for $\{k, \ell\}$, namely,

$$
\sin \left(\pi / 2+\Theta_{k \ell}^{1} / 2+\Theta_{k \ell}^{2} / 2\right) \cdot y_{k} \geq \sin \left(\pi / 2-\Theta_{k \ell}^{1} / 2-\Theta_{k \ell}^{2} / 2\right) \cdot y_{\ell} .
$$

Recalling that the relation (86) holds for all $\{k, \ell\}$ such that $\Delta_{k \ell}>0$, we only need to verify

$$
\begin{equation*}
y_{k} \geq y_{\ell} \quad \forall\{k, \ell\} \in \mathbb{E}_{0} \quad \text { s.t. } \Delta_{k \ell}>0 \tag{87}
\end{equation*}
$$

By the definition of induced sub-graph, the condition $\Delta_{k \ell}>0$ implies that $\{k, \ell\} \in \mathbb{E}_{0}$. Thus, vertices $k$ and $\ell$ must belong to certain strongly connected components. If $k$ and $\ell$ belong to the same strongly connected component $\mathcal{C}_{s}$, then $y_{k}=y_{\ell}=c_{s}$ and inequality (87) holds. Otherwise, we assume that $k$ and $\ell$ belong to two different strongly connected components $\mathcal{C}_{s}$ and $\mathcal{C}_{t}$, respectively. Since $(k, \ell)$ is a directed path from $\mathcal{C}_{s}$ to $\mathcal{C}_{t}$, one can write

$$
y_{k}=c_{s}>c_{t}=y_{\ell}
$$

and inequality (87) holds strictly. By the assumption that there are strictly more strongly connected components than weakly connected components, there exists at least one edge $\{k, \ell\} \in \mathbb{E}_{0}$ such that $k$ and $\ell$ belong to different strongly connected components. Without loss of generality, assume that $\Delta_{k \ell}>0$. Then, the inequality (87), or equivalently the inequality (77), holds strictly for $\{k, \ell\}$. This shows that $\mathbf{y}$ is a vector that satisfies conditions in statement 2 of Lemma 3.1.

### 7.10 Proof for Successive Series-Parallel Reduction Method

### 7.11 Proof of Lemma 5.1

Proof. We prove the four claims separately.

Type I Operation We first consider the inequality on the right. We denote the two endpoints as $k, \ell$ and the parallel edges connecting them as $\{k, \ell, 1\}, \ldots,\{k, \ell, t\}$ for some $t \geq 2$. Without loss of generality, assume that the weights of parallel edges satisfy

$$
W_{\min }=W_{k, \ell, 1} \leq \cdots \leq W_{k, \ell, t}=W_{\max }
$$

Suppose that the maximal eye of graph $(\mathbb{V}, \mathbb{E}, W)$ is achieved by the weakly feasible orientation $A$. If there exist different directions among these parallel edges when orientation $A$ is assigned, then we choose the first edge $\{k, \ell, 1\}$ and another edge $\{k, \ell, s\}$ such that the direction of $\{k, \ell, s\}$ is different from the direction of $\{k, \ell, 1\}$. Hence, $\{k, \ell, 1\}$ and $\{k, \ell, s\}$ form a directed cycle and two edges have different directions. Then, at least one edge is a normal edge, i.e., an edge with direction +1 or -1 . The weight of the cycle is bounded by $W_{k, \ell, 1}+W_{k, \ell, s} \leq W_{\max }+W_{\min }$. Thus, it holds that $\mathrm{e} \leq W_{\max }+W_{\min }$ in this case. Otherwise, assume that all parallel edges have the same direction when orientation $A$ is assigned. Considering a directed cycle that contains the edge $\{k, \ell, s\}$ for some $s \in\{2, \ldots, t\}$, we can substitute the edge $\{k, \ell, s\}$ with edge $\{k, \ell, 1\}$ and the length of the directed cycle is not increased. Hence, if we delete edges $\{k, \ell, 2\}, \ldots,\{k, \ell, t\}$, the size of eye is not changed. On the other hand, the deletion of edges $\{k, \ell, 2\}, \ldots,\{k, \ell, t\}$ is equivalent to the Type I Operation on the set of parallel edges $\{k, \ell, 1\}, \ldots,\{k, \ell, t\}$. Hence, we obtain $\mathrm{e}=\tilde{\mathrm{e}}$ in this case. Combining the two cases, it follows that e $\leq \max \left\{\tilde{\mathrm{e}}, W_{\max }+W_{\min }\right\}$.

We now prove the inequality on the left. Suppose that the maximal eye of the new $\operatorname{graph}(\tilde{\mathbb{V}}, \tilde{\mathbb{E}}, \tilde{W})$ is achieved by the weakly feasible orientation $\tilde{A}$. By the definition of Type I Operations, the weight $\tilde{W}_{k, \ell}$ is equal to the weight $W_{k, \ell, 1}$. We consider the inverse operation of Type I Operation. Namely, we add parallel edges $\{k, \ell, s\}$ with weight $W_{k, \ell, s}$ to the new graph and define the direction $\tilde{A}_{k, \ell, s}:=\tilde{A}_{k, \ell, 1}$ for all $s \in\{2, \ldots, t\}$. Then, the orientation $\tilde{A}$ becomes a weakly feasible orientation for the original graph. By the discussion for the inequality on the right, the inverse operation will not change the size of eye. Therefore, we have a weakly feasible orientation for $(\mathbb{V}, \mathbb{E}, W)$ and the size of eye is $\tilde{e}$, which implies that $\mathrm{e} \geq \tilde{\text { e. }}$

Type II Operation We consider the case when a Type II Operation is implemented. We denote the deleted degree- 2 vertex as $k$. By the definition of Type II Operations, vertex $k$ has two neighbouring vertices and we denote the two neighbouring vertices as $\ell_{1} \neq \ell_{2}$. If $A$ is a weakly feasible orientation for $(\mathbb{V}, \mathbb{E}, W)$, then the direction $A_{\ell_{1}, k}$ must be equal to the direction $A_{k, \ell_{2}}$. Hence, treating the two edges $\left\{\ell_{1}, k\right\}$ and $\left\{k, \ell_{2}\right\}$ as a single edge with weight $W_{\ell_{1}, k}+W_{k, \ell_{2}}$ will not change the size of eye. Noticing that the claim is true for any weakly feasible orientation $A$, we know that $\mathrm{e}=\tilde{\mathrm{e}}$.

Type III Operation with a pendant vertex Removing a pendant vertex will not affect the maximal eye, since any directed cycle does not contain pendant vertices. Thus, we conclude that $\mathrm{e}=\tilde{e}$.

Type III Operation with a non-pendant vertex Finally, we consider the case when the deleted vertex has degree at least 2 . We denote the deleted vertex as $k$ and denote the only neighbouring vertex as $\ell$. The parallel edges connecting $k$ and $\ell$ are denoted as $\{k, \ell, 1\}, \ldots,\{k, \ell, t\}$ for some $t \geq 2$. Similar to the Type I Operation case, assume that
the weights of parallel edges satisfy

$$
W_{\min }=W_{k, \ell, 1} \leq \cdots \leq W_{k, \ell, t}=W_{\max }
$$

We can split the deletion of vertex $k$ into two operations. We first substitute parallel edges $\{k, \ell, 1\}, \ldots,\{k, \ell, t\}$ with a single edge $\{k, \ell\}$ with weight $W_{k, \ell, 1}$. Then, we delete the pendant vertex $k$. The two operations can be viewed as Type I and Type III Operations, respectively. Using the results in the first case and the third case, one can write

$$
\tilde{\mathrm{e}} \leq \mathrm{e} \leq \max \left\{\tilde{\mathrm{e}}, W_{\max }+W_{\min }\right\} .
$$

Hence, it remains to prove that e $\geq W_{\max }+W_{\min }$. We can construct a weakly feasible orientation such that size of eye is $W_{\max }+W_{\min }$. Specifically, we define

$$
A_{k, \ell, s}:=+1 \quad \forall s \in\{1, \ldots, t-1\}, \quad A_{k, \ell, t}:=-1
$$

and all other edges are assigned the direction 0 . Then, vertices $k$ and $\ell$ have nonzero in-degree and out-degree, while other vertices have zero in-degree and out-degree. Hence the orientation $A$ is weakly feasible. Now, consider directed cycles with at least one normal edge. Since parallel edges $\{k, \ell, 1\}, \ldots,\{k, \ell, t\}$ are the only normal edges, the directed cycle must contain at least one of these parallel edges. Using the facts that $\ell$ is the only neighbouring vertex of $k$ and directed cycles do not have repeated vertices, vertices $k$ and $\ell$ are the only two vertices of the directed cycle. Hence, the size of eye should be the the minimal length of such directed cycles, which is $W_{k, \ell, 1}+W_{k, \ell, t}=W_{\max }+W_{\min }$. Thus, it follows that $\mathrm{e} \geq W_{\max }+W_{\min }$.

Combining the two parts yields that $\mathrm{e}=\max \left\{\tilde{\mathrm{e}}, W_{\max }+W_{\min }\right\}$.

### 7.12 Proof of Lemma 5.3

Proof. The first three claims can be proved in the same way as Lemma 5.1 and we only prove the last two claims. We denote the deleted vertex as $k$ and its only neighboring vertex as $\ell$. The parallel edges connecting $k$ and $\ell$ are denoted as $\{k, \ell, 1\}, \ldots,\{k, \ell, t\}$ for some $t \geq 2$. Without loss of generality, assume that the weights of parallel edges satisfy

$$
W_{\min }=W_{k, \ell, 1} \leq \cdots \leq W_{k, \ell, t}=W_{\max }
$$

Type III Operation for slack node We first consider the case when the deleted vertex is a slack node. By discussing whether parallel edges $\{k, \ell, 1\}, \ldots,\{k, \ell, t\}$ have the same direction as in the first claim in Lemma 5.1, it holds that $\mathrm{g} \leq \max \left\{\tilde{\mathrm{g}}, W_{\max }+W_{\min }\right\}$.

We prove the other inequality $\tilde{g} \leq \mathrm{g}$ by constructing a feasible orientation $A$ such that the girth is $\tilde{\mathrm{g}}$. Suppose that the maximal girth of the new graph $(\tilde{\mathbb{V}}, \tilde{\mathbb{E}}, \tilde{W})$ is achieved by the feasible orientation $\tilde{A}$. We define directions for deleted parallel edge such that the orientation $\tilde{A}$ becomes a feasible orientation of the original graph $(\mathbb{V}, \mathbb{E}, W)$. We note
that, by the definition of Type III Operations, the vertex $\ell$ is a slack node in the new graph and it may not satisfy the condition on in-degree and out-degree. If the vertex $\ell$ in the new graph with orientation $\tilde{A}$ has nonzero in-degree, then we define

$$
\tilde{A}_{k, \ell, s}:=-1 \quad \forall s \in\{1, \ldots, t\}
$$

Then, the vertex $\ell$ has both nonzero in-degree and nonzero out-degree. Since the vertex $k$ is a slack node, the orientation $\tilde{A}$ becomes a feasible orientation for the original graph $(\mathbb{V}, \mathbb{E}, W)$. By the construction of $\tilde{A}$, the vertex $k$ only has nonzero in-degree and therefore there does not exist any directed cycle containing parallel edges $\{k, \ell, 1\}, \ldots,\{k, \ell, t\}$. It follows that the girth is not changed and is equal to $\tilde{g}$. If the vertex $\ell$ in the new graph with orientation $\tilde{A}$ has nonzero out-degree, then we can similarly define

$$
\tilde{A}_{k, \ell, s}:=+1 \quad \forall s \in\{1, \ldots, t\}
$$

The orientation $\tilde{A}$ also becomes a feasible orientation for the original graph and the girth is $\tilde{\mathrm{g}}$. Combining the two cases concludes that $\mathrm{e} \geq \tilde{\mathrm{g}}$.

Type III Operation for non-slack node We then consider the case when the deleted vertex is not a slack node. Suppose that the maximal girth of the original graph $(\mathbb{V}, \mathbb{E}, W)$ is achieved by the feasible orientation $A$. Since the vertex $k$ has nonzero in-degree and nonzero out-degree, there must exist different directions among parallel edges
$\{k, \ell, 1\}, \ldots,\{k, \ell, t\}$. Hence, by the same analysis as the first claim in Lemma 5.1, it holds that $\mathrm{g} \leq W_{\max }+W_{\text {min }}$. Now, we consider restricting the orientation $A$ to the new $\operatorname{graph}(\tilde{\mathbb{V}}, \tilde{\mathbb{E}}, \tilde{W})$. Since the vertex $\ell$ is a slack node in the new graph and the orientation $A$ is not changed for other vertices, the orientation $A$ becomes a feasible orientation for the new graph. Then, by the definition of the maximal girth, there exists a directed cycle in the new graph with length at most $\tilde{g}$. Hence, we conclude that $\mathrm{g} \leq \tilde{g}$. Combining the two inequalities, it follows that $\mathrm{g} \leq \min \left\{\tilde{\mathrm{g}}, W_{\max }+W_{\min }\right\}$.

Now, it remains to prove $\mathrm{g} \geq \min \left\{\tilde{\mathrm{g}}, W_{\max }+W_{\min }\right\}$. Suppose that the maximal girth of the new graph $(\tilde{\mathbb{V}}, \tilde{\mathbb{E}}, \tilde{W})$ is achieved by the feasible orientation $\tilde{A}$. We extend the orientation $\tilde{A}$ to be an orientation for the original graph by defining

$$
A_{k, \ell, s}:=+1 \quad \forall s \in\{1, \ldots, t-1\}, \quad A_{k, \ell, t}=-1
$$

Since both vertices $k, \ell$ have nonzero in-degree and nonzero out-degree and the orientation at other vertices is not changed, the orientation $A$ becomes a feasible orientation for the original graph. Now, we calculate the girth of the original graph. For any directed cycle that does not contain parallel edges $\{k, \ell, 1\}, \ldots,\{k, \ell, t\}$, it is also a directed cycle in the new graph and has length at least $\tilde{g}$. For any directed cycle that contains at least one of those parallel edges, vertices $k$ and $\ell$ are the only two vertices of the directed cycle, since there does not exist repeated vertices on directed cycles. Hence, the length of the directed cycle is at least $W_{k, \ell, 1}+W_{k, \ell, t}=W_{\max }+W_{\min }$. Combining the two cases yields that the
girth is at least $\min \left\{\tilde{\mathrm{g}}, W_{\max }+W_{\min }\right\}$ and therefore $\mathrm{g} \geq \min \left\{\tilde{\mathrm{g}}, W_{\max }+W_{\min }\right\}$.

### 7.13 Proof of Theorem 5.5

Proof. We prove that Type I-II Operations are enough for reducing a 2-vertex-connected SP graph to a single edge. Since Type I-II Operations do not introduce new slack nodes, there exists at most one slack node in the graph throughout the reduction process. By the assumption that the graph is a 2-vertex-connected SP graph, Theorem 4.3 implies that there exists a nested ear decomposition $\left(L_{0}, \ldots, L_{r-1}\right)$ of the graph. We use the induction method on the number of ears in the ear decomposition. If there are only one ear or two ears in the ear decomposition, then the result holds trivially. We assume that any 2 -vertex connected SP graphs with at most $r-1$ ears in the ear decomposition can be reduced to a single edge with Type I-II Operations.

Now, we consider the case when there are $r$ ears in the ear decomposition. We first implement Type II Operations until there is no degree-2 vertices except the slack bus. Since Type II Operations will not change the structure of the nested ear decomposition, the new graph still has a nested ear decomposition with at most $r$ ears in the decomposition. By the first step in the proof of Theorem 4.4. there exists a set of parallel edges containing the root ear or a leaf ear. We analyze two different cases:

Case I Assume that there exists a set of parallel edges containing a leaf ear. We denote the leaf ear as $L_{s}=\{k, \ell\}$. Let $L_{t}$ be the precedent ear of $L_{t}$. Then, then set of parallel ears consists of the segment $\overline{k \ell}$ on ear $L_{t}$ and leaf ears on $L_{t}$. We can apply a Type I Operation to substitute the set of parallel edges with a single edge. We can view the new edge as the segment $\overline{k \ell}$ on ear $L_{t}$. Then, at least leaf ear is deleted and the new graph has a nested ear decomposition with at most $r-1$ ears. By the induction assumption, the new graph can be reduced to a single edge with Type I-II Operations. Thus, the original graph can be reduced to a single edge with Type I-II Operations.

Case II Assume that there exists a set of parallel edges containing the root ear. Then by the same construction in the second step in the proof of Theorem 4.4, we can change the root ear to a leaf ear. Hence, we obtain a set of parallel edges containing a leaf ear and we can apply the discussion in Case I.

Combining the two cases, it follows that the result is true when there are $r$ ears in the ear decomposition. By the induction method, the result is true for any $r \geq 1$ and the SSPR method can reduce a 2-vertex-connected SP graph to a single edge.

### 7.14 Numerical results of SSPR method for computing the maximal girth

| Power Network | Original Size | Reduced Size | $\alpha_{1}$ | $\alpha_{2}$ | $\mathrm{~g}_{R}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Case 14 | $(14,20)$ | $(2,1)$ | 6 | 3 | 0 |
| Case 30 | $(30,41)$ | $(9,14)$ | 4 | 3 | 3 |
| Case 39 | $(39,46)$ | $(10,14)$ | 4 | 3 | 3 |
| Case 57 | $(57,78)$ | $(22,39)$ | 4 | - | 23 |
| Case 118 | $(118,179)$ | $(44,83)$ | 5 | - | 4 |
| Case 300 | $(300,409)$ | $(110,197)$ | 8 | 3 | $\geq 7$ |
| Case 1354 | $(1354,1710)$ | $(271,509)$ | 9 | 3 | $\geq 3$ |
| Case 2383 | $(2383,2886)$ | $(500,950)$ | 11 | 3 | $\geq 3$ |

Table 3: Number of vertices and edges before and after the SSPR method for maximal girth along with values computed during the reduction process.

### 7.15 Algorithm for Computing The Maximal Girth

```
Algorithm 5 Algorithm for computing the maximal girth
    Given: Undirected weighted graph \((\mathbb{V}, \mathbb{E}, W)\), slack bus \(k\)
    Output: Maximal girth g
    1. Set the maximal girth \(\mathrm{g} \leftarrow 0\).
    2. Assign an order to the set of edges \(\mathbb{E}\) and denote edges as \(\left\{k_{1}, \ell_{1}\right\}, \ldots,\left\{k_{m}, \ell_{m}\right\}\).
    Initialize the set of edges.
    \(\mathbb{E}_{0} \leftarrow\left\{\left\{k_{1}, \ell_{1}\right\}\right\}\).
    Initialize the set of orientations \(A_{k_{1}, \ell_{1}} \leftarrow-1\).
    loop
        Check the feasibility with current orientation.
        if feasibility fails then
            Get the maximal index \(j\) such that \(A_{k_{j}, \ell_{j}} \neq 1\).
            if no such \(j\) exists then
                    break
            else
                    Remove \(\left\{k_{j+1}, \ell_{j+1}\right\}, \ldots,\left\{k_{m}, \ell_{m}\right\}\) from \(\mathbb{E}_{0}\).
            Change orientation \(A_{k_{j}, \ell_{j}} \leftarrow-A_{k_{j}, \ell_{j}}\).
            continue
            end if
        end if
        Compute the girth \(\mathrm{g}_{\text {cur }}\) under \(\mathbb{E}_{0}\) and \(A\) using Algorithm 3. The truncation
        length is set to be the girth of the precedent state.
        if \(\mathrm{g}_{\text {cur }}<\mathrm{g}\) then
            Recursion in the same way.
        end if
        Get the next edge \(\left\{k_{i}, \ell_{i}\right\}\) that is not in \(\mathbb{E}_{0}\).
        if no such edge then
            Update \(\mathrm{g} \leftarrow \max \left\{\mathrm{g}, \mathrm{g}_{\text {cur }}\right\}\).
            Recursion in the same way.
        else
            Add the next edge \(\left\{k_{i}, \ell_{i}\right\}\) that is not in \(\mathbb{E}_{0}\).
            Assign \(A_{k_{j}, \ell_{j}} \leftarrow-1\).
            continue
        end if
    end loop
    return g
```


### 7.16 More details and results of numerical experiments

We give a more detailed description of the experiment that verifies the uniqueness condition in Corollary 3.5. A random power flow set point is generated by first choosing a random vector of voltages. The voltage magnitudes and angles are randomly sampled from a uniform distribution ranging from user-set $\mathrm{min} / \mathrm{max}$ values.

$$
\begin{aligned}
& \left|v_{i}^{0}\right| \sim U\left(V_{\min }, V_{\max }\right) \text { for all } i \in \mathbb{V} \\
& \left|\Theta_{i}^{0}\right| \sim U\left(\Theta_{\min }, \Theta_{\max }\right) \text { for all } i \in \mathbb{V}
\end{aligned}
$$

The voltage angles are rejected and discarded if they do not belong to the monotone regime. A new random sample is chosen until the angles belong to the the monotone regime. Finally, once we have a voltage profile belonging to the monotone regime, we use the information to calculate the real power injections, $P^{0}$. The values of $\left|v^{0}\right|$ and $P^{0}$ are provided as an input to the power flow algorithm. Note that $\Theta^{0}$ is always a solution to the $P-\Theta$ problem $\hat{P}(\Theta)=P^{0}$. In this sense, we refer to $\Theta^{0}$ the ground truth solution. There are usually other solutions and the goal of this experiment is to analyze where those other solutions are with respect to the ground truth solution.

In order to explore different parts of the solution space, we randomly sample an initial point around the ground truth $\Theta^{0}$ and provide it to MATPOWER. The current setting is to consider a normal distribution around the ground truth, with some specified standard deviation. Intuitively, if the random initial point is close enough to the ground truth solution, then the algorithm will converge to the ground truth solution. However, if we start the algorithm with a suitably far initial point, then the power flow algorithms may converge to a different solution. Note that initializing too far way can lead to convergence issues of the algorithm.

Next, we define a metric that can capture the distance between two solutions of the $P-\Theta$ problem. Consider a solution of the $P-\Theta$ problem, $\Theta^{i}$, where $i$ corresponds to the random initialization number $(i \in \mathcal{R}=\{1, \ldots, 10,000\})$. Let $\Theta_{k}^{i}$ denote the voltage angle at bus $k$ for the $i$-th experiment. We define $\operatorname{dist}\left(\Theta^{i}\right)$ to be the distance between the particular solution $\Theta^{i}$ and the ground truth solution, characterized in terms of their angle differences:

$$
\operatorname{dist}\left(\Theta^{i}\right)=\max _{(k, \ell) \in \mathbb{E}}\left|\Theta_{k, \ell}^{i}-\Theta_{k, \ell}^{0}\right|
$$

Now, define $\operatorname{dist}^{m}(\mathbb{G})$ to be the smallest nonzero distance among all solutions in the monotone region for a given power system $\mathbb{G}$. The symbol $\mathcal{M}$ represents the set of indices $i$ such that the solution $\Theta^{i}$ belongs to the monotone region defined in the paper:

$$
\operatorname{dist}^{m}(\mathbb{G})=\min _{i \in \mathcal{M} \cap \mathcal{R}} \operatorname{dist}\left(\Theta^{i}\right) \quad \text { s.t. } \operatorname{dist}\left(\Theta^{i}\right) \neq 0
$$

As a specific scenario, we consider the case when all the line properties are the same and the voltage magnitudes are fixed to be one. In other words, $V_{\max }=V_{\min }=1$. Furthermore, the lines are close to being lossless. We note that when we experimented with
(significantly) lossy lines, different solutions were not found within the monotone region. The values of $\operatorname{dist}\left(\Theta^{i}\right)$ and dist ${ }^{m}$ are calculated for different networks and are summarized in Table 4. The last column shows the upper bound on the allowable perturbations used in Corollary 3.5. In order to validate our theoretical results, it suffices to observe that dist $^{m}$ is greater than the values in the final column.

| Power Networks | dist $^{m}$ | $2 \pi / \mathrm{e}$ |
| :---: | :---: | :---: |
| Case 14 | $\infty$ | $\infty$ |
| Case 30 | 71.8 | 45 |
| Case 39 | 53.8 | 45 |
| Case 57 | 37.8 | 15.7 |
| Case 118 | 66.1 | 27.7 |

Table 4: Distance measure for different test cases.
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## Chapter V

## An Efficient Homotopy Method for Solving the Post-contingency Optimal Power Flow to Global Optimality

## 1 Introduction

Optimal power flow (OPF) is a fundamental tool for power system network analysis, where the goal is to find a low-cost production of the committed generating units while satisfying the technical constraints of the system [73]. The main challenges in solving the OPF arise from the fact that it is a nonconvex optimization problem on a large-scale network that must be solved every few minutes. In order to overcome these challenges, the common practice in the electric power industry is to use a linearized approach called the DC-OPF approximation [74, 75], as opposed to the original AC-OPF problem. However, such methods simplify important aspects of the power flow physics and cannot guarantee attaining any optimal solution of the original problem. Improvements in interior-point methods have also provided an effective tool for solving the OPF problem, but they only guarantee convergence to a locally optimal solution [76, 77, 78]. Despite its difficulty, finding a global optimum for a large-scale OPF problem modeled with AC power flow equations is crucial for the reliable and efficient operation of power systems.

Initiated by the work [10], conic optimization has been extensively studied in recent years and proven to be a powerful technique for solving OPF to global or near-global optimality. The paper [10] has indeed shown that a semidefinite programming (SDP) relaxation is able to find a global minimum of OPF for a large class of practical systems, and [11] has discovered that the success of this method is related to the underlying physics of power systems. [9] and [8] have developed different sufficient conditions under which the SDP relaxation provides zero duality gap. Moreover, [7] has found an upper bound on the the rank of the minimum-rank solution of the SDP relaxation, which is leveraged in [6] to find a near globally optimal solution of OPF via a penalized SDP technique in the case where the SDP relaxation fails to work. These ideas have been refined in many papers to improve the relaxations via branch-and-cut approaches, conic hierarchies, and valid inequalities $[5,4,3,12]$. In order to tackle the computational burden of solving large-scale SDP relaxations, the authors of [79] proposed strong second-order
cone programming (SOCP) relaxations, which produce high-quality feasible solutions for the AC-OPF problem in a short amount of time. The reader is referred to the survey paper [47] for more details.

Recently, there has been elevated interest in studying the robust operations of power systems that can withstand element failures (contingencies) in the network. Power operators are required to solve the security-constrained OPF (SCOPF) instead of an idealistic OPF problem [90, 68]. SCOPF is formulated by adding extra constraints to the classic OPF discussed above. These constraints impose additional limits on line flows and nodal voltages for a predetermined set of post-contingency configurations. In other words, SCOPF can be regarded as a more conservative version of the classic OPF that leads to a higher level of system security. This means that SCOPF inherits the challenges of classic OPF and furthermore, invites new challenges. It has been shown in [6] that SDP relaxations are able to obtain high-quality solutions of SCOPF. However, since SCOPF is a gigantic problem with an enormous number of variables, conic relaxations and even simple local search methods may be ineffective for real-world systems [63]. There are two primary methods to address the huge size of the SCOPF problem. One approach is to reduce the number of contingencies to a subset of binding contingencies that will lead to the same solution as the full set of contingencies [64, 65, 91]. If the number of binding contingencies is not sufficiently small enough to satisfy computational requirements, then we must make use of the second method, which is to simplify the SCOPF formulation. There have been many proposed methods to simplify the model of postcontingency states in SCOPF, such as Benders decomposition, linearization of the power flow equations, Lagrangian relaxation, and network compression [66, 67, 89, 69]. These contingency selection, approximation, and decomposition techniques can be combined to generate heuristic solutions to large-scale SCOPF problems, as in [83, 84]. Additionally, recent research has applied approaches from distributed control, stochastic programming, and machine learning to solve the SCOPF problem [85, 86, 87, 88].

The outputs of such methods include the optimal (or approximately optimal) values of the pre-contingency operating variables and possibly feasible values for the postcontingency variables for each contingency. The major drawback is that the post-contingency variables are not optimized with respect to each corresponding contingency configuration to minimize the violation of the constraints in case there is no feasible operating point. Currently, there is a rather limited literature that attempts to optimize the postcontingency settings. In the classic work [68], the optimal post-contingency actions were modelled as sub-problems and explicitly included in the SCOPF formulation. In order to overcome the complexity of this two-level optimization problem, an algorithm based on Bender's decomposition was developed, for which convergence is not guaranteed for general nonconvex problems. More recently, the work in [80] proposed an approach to determine an optimal combination of preventive and corrective actions taking into the account the system dynamics, while [70] introduced a hybrid computational strategy to solve the pre-contingency and post-contingency OPF problems. To the best of our knowledge, none of the previous works have ventured into finding the global optimum of each
of the post-contingency OPF problems (from here on called 'contingency-OPF'), mainly because applying a computationally burdensome algorithm (such as SDP) to each of the contingency scenarios is unrealistic.

Nevertheless, it is important to find a globally optimal solution because local solutions can be much more costly. In this paper, we develop a computationally efficient homotopy method to improve the quality of the contingency-OPF solution. Constraint violations in the case of a contingency are very expensive to deal with, and under our formulation, a global solution corresponds to the minimum violation. Instead of solving for the solution to a contingency-OPF problem directly, we generate and solve (using local search algorithms) a series of intermediate optimization problems wherein we gradually remove a set of components of the power system. We show that the effectiveness of homotopy to find a global solution of the contingency-OPF problem is dependent on the homotopy path, and therefore, we characterize desirable homotopy paths. In doing so, we prove that the contingency-OPF generically has a unique global minimum. Furthermore, we prove that the complexity of implementing such homotopy scheme is on the order of solving $O(\log (1 / \epsilon))$ convex quadratic optimization problems.

The remainder of the paper is organized as follows. In Section 2, we provide a literature review on homotopy methods and explain how it relates to our approach. In Section 3, we present the formulation of the two-stage Security-constrained Optimal Power Flow that can be decomposed into the base-OPF and contingency-OPF. Next, in Section 4 , we introduce the homotopy method that connects contingency-OPF to base-OPF via parametrization. In Section 5 , we develop theoretical results to characterize cases when homotopy will lead to a global solution of the deformed problem. Finally, in Section 6 we implement the homotopy method on actual test cases and verify its effectiveness. The proofs and additional simulation results appear in the Appendix.

### 1.1 Notations

The symbol $\mathbb{R}^{N}$ denotes the space of $N$-dimensional real vectors and $(\cdot)^{T}$ denotes the transpose of a matrix. $\operatorname{Re}\{\cdot\}$ and $\operatorname{Im}\{\cdot\}$ denote the real and imaginary parts of a given scalar or matrix. The symbol $|\cdot|$ is the absolute value operator if the argument is a scalar, vector, or matrix; otherwise, it is the cardinality of a measurable set. Given a function $f(x, \cdot), \nabla_{x} f(x, \cdot)$ and $\nabla_{x}^{2} f(x, \cdot)$ denote the Jacobian and Hessian of $f$ with respect to $x$, respectively. The symbol $\odot$ denotes the elementwise multiplication between two vectors. Let $\mathbf{1}_{n}$ and $\mathbf{0}_{n}$ denote the $n$-dimensional vectors of ones and zeros, respectively. Furthermore, $\mathbf{1}_{n}^{k}$ denotes an $n$-dimensional vector of ones except for the $k$-th element that is zero. The imaginary unit is denoted by $\mathbf{j}=\sqrt{-1}$. Let the power network be defined by a graph $\mathcal{G}(\mathcal{V}, \mathcal{E})$, where $\mathcal{V}$ is the node set and $\mathcal{E}$ is the edge set. For notational simplicity, we assume that there is one generator at each node, but this formulation is easily generalizable to the case when there are multiple generators at each node (the case with no generator at a bus can be modeled by setting the upper and lower bounds on generation to zero). Each node $i \in \mathcal{V}$ has an associated complex voltage $v_{i}$, a fixed demand $P_{i}^{d}+\mathbf{j} Q_{i}^{d}$, and
an unknown generation $p_{i}^{g}+\mathbf{j} q_{i}^{g}$, and we assume that the nodal shunt admittance is zero. The complex voltage $v_{i}$ can be expressed in polar form, $v_{i}=\left|v_{i}\right| \mathrm{e}^{\mathbf{j} \theta_{i}}$, where $\left|v_{i}\right|$ and $\theta_{i}$ denote the voltage magnitude and phase angle at bus $i$, respectively. With a slight abuse of notation, $|v|$ denotes the vector of all voltage magnitudes. In addition, we define $\theta_{i j}=\theta_{i}-\theta_{j}$. The set of neighboring nodes of node $i$ is denoted by $\mathcal{N}(i)$. Each line connecting two nodes $i$ and $j$ is represented by a standard $\Pi$-model with a series admittance $y_{i j}=g_{i j}+\mathbf{j} b_{i j}$ and a shunt admittance $y_{i j}^{\text {sh }}=g_{i j}^{\text {sh }}+\mathbf{j} b_{i j}^{\text {sh }}$. Then, the nodal admittance matrix $Y$ is defined as

$$
Y_{i j}= \begin{cases}\sum_{k \in \mathcal{N}(i)} y_{i k}+\frac{1}{2} y_{i k}^{\text {sh }} & \text { for } j=i  \tag{88}\\ -y_{i j} & \text { for } j \in \mathcal{N}(i) \\ 0 & \text { otherwise }\end{cases}
$$

whose $(i, j)$ element is denoted as $Y_{i j}=G_{i j}+\mathbf{j} B_{i j}$. Finally, $p_{i j}$ and $q_{i j}$ are the real and reactive power flows from bus $i$ to $j$, respectively.

## 2 Homotopy for Optimization

Homotopy methods have been used to improve the convergence of optimization problems. The benefit of homotopy methods compared to other iterative methods is that homotopy methods may yield global rather than local convergence. These methods are most useful for problems where convergence to a global solution is heavily dependent on a good initial point, which can be hard to obtain. More recently, probability-one homotopy methods have been applied to solving optimization problems, such as optimal control [36, 34] and statistical learning [33]. Typically, the homotopy methods in optimization focus on parametrizing the first-order optimality conditions $[13,32]$ or the objective function ([17, 15]). Homotopy methods have also been applied in the field of power systems, primarily to solve the power flow (PF) problem for cases that do not converge [14, 31, 18, 16, 39].

While convergence to a global minimum with probability one is guaranteed for a convex optimization problem [17], this is generally not true for nonconvex problems. In order to understand when homotopy can be effective in finding a global solution for nonconvex optimization, we explore a minimization problem of the form: $\min _{x} f(x)$ where $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a nonconvex function of $x \in \mathbb{R}^{n}$. This problem is named $\left(P^{o}\right)$. Note that the function $f(\cdot)$ can incorporate exact/inexact penalty functions to enforce constraints on $x$, implying that this formulation is general for both unconstrained and constrained optimization [46]. We refer to $\left(P^{o}\right)$ as the "base-case" problem. A deformed version of the base-case, which is also a nonconvex minimization problem, is denoted by $\left(P^{f}\right)$ and defined as $\min _{x} \tilde{f}(x)$. For our application, $\left(P^{o}\right)$ corresponds to the base-OPF problem and ( $P^{f}$ ) corresponds to the contingency-OPF problem (the definition of these two problems are provided in the next section). We consider two possible methods for solving the deformed problem that are based on local search algorithms:


Figure 16: Evaluating the performance of homotopy on one-dimensional unconstrained minimization problems. The figure compares two different samples (1) and (2), with two different methods (a) and (b). The dotted lines show how the solution from the previous iteration is used in local search algorithms to solve the next problem. The red dots show the solution at each iteration using the position of the dotted lines as the initial point. For the one-shot method (a), the solution of $P^{o}$ is used as the initial point for $P^{f}$. For the homotopy method (b), the base problem $P^{o}$ is gradually transformed to $P^{f}$ over three iterations, updating the initial point as the solution to the previous problem.
a) One-shot method: Use the solution of $P^{o}$ as the initial point for any descent numerical algorithm to solve $P^{f}$.
b) Homotopy method: Generate a (discretized) homotopy map from $P^{o}$ to $P^{f}$. Use the solution of $P^{o}$ as the initial point, but update it at each step of the homotopy by solving an intermediate problem using local search that is initialized at the solution of the previous step. A linear (non-discretized) homotopy map can be defined as: $P(\lambda)=\min _{x}\{\lambda \tilde{f}(x)+(1-\lambda) f(x)\}, 0 \leq \lambda \leq 1$, with the property that $P(0)=$ $P^{o}$ and $P(1)=P^{f}$.

Depending on $f(x)$ and $\tilde{f}(x)$, homotopy may or may not lead to better results than solving the deformed problem in one shot. In Figure 16, we see an example where homotopy is effective in finding the global minimum of a deformed problem and another example where it leads to a non-global local minimum. Knowing when homotopy will be effective is highly dependent on understanding how the shape of the function changes from the base-case to the deformed problem. In the current literature, there is a lack of theoretical results to characterize the performance of homotopy in finding a global optimum. While [17] presents algorithms that make use of homotopy to solve nonconvex, unconstrained minimization problems, these algorithms are similar to other stochastic search methods in that they do not guarantee convergence to the global minimum.

## 3 Formulation of Two-stage Security-constrained Optimal Power Flow

In this section, we present the mathematical formulation of the two-stage security-constrained OPF which is decomposed into the base-OPF and the contingency-OPF. The base-OPF resembles the conventional SCOPF that finds a base-case operational point which is robust against potential contingencies. The contingency-OPF focuses on a single contingency and attempts to find an adjusted operating point that minimizes constraint violations.

### 3.1 Base-case Optimal Power Flow

Recall that the classic optimal power flow problem (without security considerations) minimizes operating costs subject to technical limits, such as the power flow equations and explicit bounds on variables. The decision variables $x=\left(|v|, \theta, p^{g}, q^{g}\right) \in \mathbb{R}^{4|\mathcal{V}|}$ represent the vector of voltage magnitudes, voltage phase angles, real power generations and reactive power generations, corresponding to the pre-contingency base-case configuration of the network.

Now, suppose that there is a set of possible contingencies, namely $\mathcal{K}$, where each contingency corresponds to a line or generator outage. Each contingency $k \in \mathcal{K}$ introduces a new set of variables $x^{k}$, and therefore, for a network with $|\mathcal{V}|$ buses and $|\mathcal{K}|$ contingencies, the SCOPF problem will involve optimizing over $4|\mathcal{V}|(|\mathcal{K}|+1)$ scalar variables. The contingencies also add operational constraints of their own. In addition, there are physical limitations on how the post-contingency network can adapt from the base-case, and these limits are added as constraints that are functions of the base-case variables.

Since this extremely high-dimensional problem is cumbersome to solve, in practice the contingency constraints are approximated via methods such as LODF and PTDF [43]. In essence, this approximates the contingency variable $x^{k}$ as a function of the base-case variable $x$. Therefore, post-contingency equality constraints for contingency $k$ are approximated by a composite function of the form $h_{k}(x) \triangleq t_{k}\left(a_{k}(x)\right)$, where $a_{k}(x)$ represents the control actions that are taken in the event of a contingency. The same goes for post-contingency inequality constraints, represented by $g_{k}(x)$.

Finally, another important consideration is how SCOPF performs when the problem is infeasible. Therefore, we model some operational limits using soft constraints with extra variables that capture the amount of violation. The objective function that is minimized is the sum of real power generation costs in the base-case as well as a weighted sum of equality constraint violation penalties in the contingencies. The standard optimization
form is presented below:

$$
\begin{array}{rll}
\text { [base-OPF ] } \quad \min _{x,\left\{\sigma_{k}\right\}} & f(x)+\sum_{k=1}^{|\mathcal{K}|} \phi_{k}\left(\sigma_{k}\right)  \tag{89}\\
\text { s.t. } & h(x)=0, \quad g(x) \leq 0 \\
& h_{k}(x)=\sigma_{k}, g_{k}(x) \leq 0, \quad \forall k \in\{1, \ldots,|\mathcal{K}|\}
\end{array}
$$

where $\phi_{k}(\cdot)$ represents the penalty functions for the violations. We denote this problem as the base-OPF.

### 3.2 Post-contingency Optimal Power Flow

The base-OPF solves for the base-case operating point by taking into account the possible failures in the network. In the process, it approximates the relationship between the contingency operation point $x^{k}$ and the base-case operating point $x$. However, it does not actually solve for the optimal $x^{k}$ 's. Therefore, for each contingency we propose to solve a contingency-OPF problem to find the best operating point for the specific contingency scenario, given the base solution.

We model a contingency, such as a line or generator outage, by changing the system parameters from their base values. For example, a line outage physically means that power cannot flow over that connection, which can be modeled by setting the resistance of the line to infinity or its conductance to zero. In the event of a line outage, the power is re-routed through other paths and therefore the amount of loss in the system changes. However, the difference in loss is small enough such that there is often no need for additional participation from other generators, unlike in the scenario of a generator outage. Therefore, we fix the real power generation to be equal to the base-case values and solve for the remaining variables such that the violations for the bus balance equations are small and spread out as much as possible (note that the proposed method can handle generator participation, if needed). This is because a large concentrated violation in a few buses can result in serious issues for the power network, whereas small power mismatches can be taken care of by real-time feedback controllers. Taking these into consideration,
each contingency-OPF under study is given as

$$
\begin{array}{cll}
\min _{|v|, \theta, q^{g}, \sigma^{p}, \sigma^{q}} & \phi\left(\sigma^{p}, \sigma^{q}\right) & \\
\text { s.t. } & P_{i}^{g}-\sum_{j=1}^{|\mathcal{V}|}\left|v_{i}\right|\left|v_{j}\right|\left(\widetilde{G}_{i j} \cos \theta_{i j}+\widetilde{B}_{i j} \sin \theta_{i j}\right)=P_{i}^{d}+\sigma_{i}^{p} & \forall i \in \mathcal{V} \\
& q_{i}^{g}-\sum_{j=1}^{|\mathcal{V}|}\left|v_{i}\right|\left|v_{j}\right|\left(\widetilde{G}_{i j} \sin \theta_{i j}-\widetilde{B}_{i j} \cos \theta_{i j}\right)=Q_{i}^{d}+\sigma_{i}^{q} & \forall i \in \mathcal{V}  \tag{90}\\
& \left|v_{i}\right|=\left|v_{i}\right|^{\text {base }} & \forall i \in \mathcal{V} \backslash \mathcal{V}^{q} \\
& Q_{i}^{\min } \leq q_{i}^{g} \leq Q_{i}^{\max } & \forall i \in \mathcal{V} \\
& V_{i}^{\min } \leq\left|v_{i}\right| \leq V_{i}^{\max } & \forall i \in \mathcal{V}^{q} \\
& \left|\theta_{i}-\theta_{j}\right| \leq \Theta_{i j}^{\max } & \forall(i, j) \in \mathcal{E}
\end{array}
$$

Here, $\mathcal{V}^{q}$ is the set of buses that hit their upper or lower reactive power generation bounds in the base-case, and $\left|v_{i}\right|^{\text {base }}$ is the voltage magnitude of bus $i$ in the base-case. The notations $\widetilde{G}_{i j}$ and $\widetilde{B}_{i j}$ reflect the potential change in the admittance matrix from the base-case values $Y_{i j}=G_{i j}+\mathbf{j} B_{i j}$. Note that real power generation is now a fixed parameter obtained from a solution of the base-OPF and therefore has been denoted by capital $P^{g}$. In the above formulation, constraints on the power flow over transmission lines are modeled as constraints on the angle differences between buses, which is a common practice [7]. However, the proposed method is general and can accommodate other types of line flow constraints.

For generator outage contingencies, there is an additional aspect to consider. A generator outage corresponds to setting the real power generation at that generator to zero. However, in order to compensate for the lost generation, the system operator needs to increase the power generation at other generators that participate in the outage response. The above framework is general enough to incorporate this difference: simply set $P^{g}=P^{g, f}$ and $\widetilde{G}_{i j}=G_{i j}, \widetilde{B}_{i j}=B_{i j}$ for all $(i, j) \in \mathcal{E}$, where $P^{g, f}$ is the new setpoint for the real power generation. Denoting $x=\left[|v|, \theta, q^{g}, \sigma^{p}, \sigma^{q}\right]$ as the combined variable, contingency-OPF in a standard optimization form would be:

$$
\begin{array}{ccl}
\text { [ contingency-OPF ] } & \min _{x} & f(x)  \tag{91}\\
& \text { s.t. } & h(x)=0, g(x) \leq 0
\end{array}
$$

Note that $f(\cdot)$ is not the same objective function used for the base-OPF but merely a simplified notation for $\phi\left(\sigma^{p}, \sigma^{q}\right)$. With no loss of generality, we focus on the case when $\phi\left(\sigma^{p}, \sigma^{q}\right)=\sum_{i}\left\{c_{i}^{p}\left(\sigma_{i}^{p}\right)^{2}+c_{i}^{q}\left(\sigma_{i}^{q}\right)^{2}\right\}$, where $c_{i}^{p}$ and $c_{i}^{p}$ are cost coefficients. Similarly, $h(\cdot)$ is the not the same as the constraint functions used for the base-OPF.

If the optimal objective value of the contingency-OPF is zero, it means that the solution of the base-case could be modified to stay feasible in case of the contingency. However,
the primary focus of this paper is on hard instances with a nonzero optimal cost, meaning that some of the constraints must be violated to accommodate the outage. In these cases, since taking corrective actions to deal with nodal power violations is expensive, it is essential to find a global solution.

## 4 Methods

In the following subsections, we present a homotopy method that parametrizes the contingencyOPF to model a gradual line or a generator outage.

### 4.1 Homotopy Method for a Line Outage

In order to solve the contingency-OPF problem, we propose a homotopy method that gradually changes certain parameters of the problem from the base-OPF, rather than abruptly changing the structure of the network. For a line outage contingency, we introduce an aggregate homotopy parameter $\lambda=\left[\gamma, \beta, \gamma^{\text {sh }}, \beta^{\text {sh }}\right]$ corresponding to the series admittance and the shunt admittance, where $\gamma, \beta, \gamma^{\text {sh }}, \beta^{\text {sh }} \in \mathbb{R}^{|\mathcal{E}|}$. To be more precise, we parametrize the admittance in the contingency-OPF as follows:

$$
\begin{array}{ll}
y_{i j}(\lambda)=g_{i j} \gamma_{i j}+\mathbf{j} b_{i j} \beta_{i j} & \forall(i, j) \in \mathcal{E} \\
y_{i j}^{\text {sh }}(\lambda)=g_{i j}^{\text {sh }} \gamma_{i j}^{\text {sh }}+\mathbf{j} b_{i j}^{\text {sh }} \beta_{i j}^{\text {sh }} & \forall(i, j) \in \mathcal{E} \tag{92b}
\end{array}
$$

which creates a family of OPF problems, named $H_{\lambda}$, written in the standard form of:

$$
\left[\begin{array}{cl}
\text { homotopy-OPF }  \tag{93}\\
H_{\lambda}
\end{array}\right] \quad \min _{x} \quad f(x, \lambda)
$$

Now, let $\ell \in \mathcal{E}$ be a line that connects buses $i$ and $j$, and consider a contingency scenario in which the line $\ell$ is out. Notice that $\lambda^{o}=\left[\mathbf{1}_{|\mathcal{E}|}, \mathbf{1}_{|\mathcal{E}|}, \mathbf{1}_{|\mathcal{E}|}, \mathbf{1}_{|\mathcal{E}|}\right]$ corresponds to the original network before the line outage, and $\lambda^{f}=\left[\mathbf{1}_{|\mathcal{E}|}^{\ell}, \mathbf{1}_{|\mathcal{E}|}^{\ell}, \mathbf{1}_{|\mathcal{E}|}^{\ell}, \mathbf{1}_{|\mathcal{E}|}^{\ell}\right]$ corresponds to the post-contingency network after the line outage. By varying $\lambda$ from $\lambda^{o}$ to $\lambda^{f}$, the homotopy map allows us to create fictitious power networks that constitute a series of intermediate OPF problems.

### 4.2 Homotopy Method for a Generator Outage

For a generator outage, our proposed homotopy map gradually decreases the real power generation at the generators that are out and gradually increases the real power generation at the generators participating in the contingency response. For the simplicity of presentation, consider contingencies associated with a single generator (generator $k$ ) outage. This is common practice in power systems and is referred to as the $N-1$ criterion. Yet,
note that the proposed method can easily be extended to multiple generator outages and is incorporated in Algorithm 7.

Let $P^{g, o} \in \mathbb{R}^{\mid \mathcal{V | |}}$ be the real power generated at all generators in the base-case. Using the participation factors of generators that are still active in the contingency, we can compute $P^{g, f} \in \mathbb{R}^{|\mathcal{V}|}$, the real power generated at all generators after the contingency. Since generator $k$ is down in this contingency scenario, $P_{k}^{g, f}=0$. One possible method to choose the participation factors that determine $P^{g, f}$ is provided in the Appendix. Similar to what we did for line outage contingencies, we introduce an aggregate homotopy parameter $\lambda=[\gamma, \beta]$ with $\gamma, \beta \in \mathbb{R}^{|\mathcal{V}|}$ to create the following homotopy map:

$$
\begin{align*}
& P^{g}(\gamma)=P^{g, o} \odot \gamma+P^{g, f} \odot\left(\mathbf{1}_{|\mathcal{V}|}-\gamma\right)  \tag{94a}\\
& Q^{d}(\beta)=Q^{d, o} \odot \beta+Q^{d, f} \odot\left(\mathbf{1}_{|\mathcal{V}|}-\beta\right) \tag{94b}
\end{align*}
$$

Focusing on the first equation where we parametrize the real power generation, notice that $\lambda^{o}=\left[\mathbf{1}_{|\mathcal{V}|}, \mathbf{1}_{|\mathcal{V}|}\right]$ corresponds to the original network before the generator outage, and $\lambda^{f}=\left[\mathbf{0}_{|\mathcal{V}|}, \mathbf{0}_{|\mathcal{V}|}\right]$ corresponds to the post-contingency network after the generator outage. By varying $\lambda$ from $\lambda^{o}$ to $\lambda^{f}$, the homotopy map allows us to trace a gradual generator outage. Equation (94b) parametrizes the reactive power demand, and we will set the value $Q^{d, f} \simeq Q^{d, o}$. Although the justification for this extra parametrization is not clear for the moment, we will explain later that the parametrization needs to be of high enough dimension in order for the homotopy method to be effective. The series of homotopy problems have the same form as those for the line outage, given by Equation (93).

### 4.3 Implementation of Homotopy-OPF

The global minimum of the base-OPF is also a global minimum of $H_{\lambda^{\circ}}$ because at $\lambda=\lambda^{o}$, the parameters of the homotopy-OPF corresponds to the pre-contingency network, for which the violations are zero. Starting with a solution to the base-OPF, we aim to iteratively solve a series of homotopy-OPF problems along a path of $\lambda$ to eventually arrive at the contingency-OPF. Our implementation of solving a series of homotopy-OPF, as presented in the previous section, can be viewed as a one-parametric optimization problem by defining $\widetilde{f}(x, t)=f(x, \lambda(t)), \widetilde{h}(x, t)=h(x, \lambda(t))$ and $\widetilde{g}(x, t)=g(x, \lambda(t))$, where $\lambda(t)$ is a continuous function in $t$ such that $\lambda(0)=\lambda^{o}$ and $\lambda(1)=\lambda^{f}$. The trajectory of $\lambda^{\prime}$ s tracing from $\lambda(0)$ to $\lambda(1)$ is called the homotopy path. Then, the problem reduces to solving the following problem for a suitable discretized partition of $t$ in the range $[0,1]$, namely $0=t^{1} \leq t^{2} \leq \cdots \leq t^{T}=1$ :

$$
\left[\begin{array}{cl}
\text { homotopy-OPF }  \tag{95}\\
H_{t}
\end{array}\right] \quad \min _{x} \quad \tilde{f}(x, t) .
$$

We make the following assumptions for the development of the results of this section:

```
Algorithm 6 Homotopy-OPF for Line Outages
    Given: Contingency set \(\mathcal{K}\) with line outages \(L_{k} \subset \mathcal{E}\) for each \(k \in \mathcal{K}\)
    Initialize: Solve base-OPF problem to find a globally optimal solution
    \(\left(|v|_{*}, \theta_{*}, p_{*}^{g}, q_{*}^{g},\left\{\sigma_{k *}\right\}\right)\).
    Formulate the contingency-OPF problem:
        1. Fix real power generation to base-case solution: \(P^{g}:=p_{*}^{g}\)
        2. Find \(\mathcal{V}^{q}\) based on \(q_{*}^{g}\).
    for \(k \in \mathcal{K}\) do
        Set up homotopy-OPF family \(H_{\Lambda}\) for given line outages \(L_{k}\).
        Initialize \(\left(|\tilde{v}|, \tilde{\theta}, \tilde{q}^{g}, \tilde{\sigma}^{p}, \tilde{\sigma}^{q}\right)\) as the solution of base-OPF.
        for \(i \in\{1, \ldots, T\}\) do
            Solve \(H_{\Lambda^{i}}\) using initial point \(\left(|\tilde{v}|, \tilde{\theta}, \tilde{q}^{g}, \tilde{\sigma}^{p}, \tilde{\sigma}^{q}\right)\), and obtain new solution
            \(\left(|v|, \theta, q^{g}, \sigma^{p}, \sigma^{q}\right)\).
            Update \(\left(|\tilde{v}|, \tilde{\theta}, \tilde{q}^{g}, \tilde{\sigma}^{p}, \tilde{\sigma}^{q}\right) \leftarrow\left(|v|, \theta, q^{g}, \sigma^{p}, \sigma^{q}\right)\)
        end for
        Return \(\left(|v|, \theta, q^{g}, \sigma^{p}, \sigma^{q}\right)\) and violation \(\operatorname{cost} \phi\left(\sigma^{p}, \sigma^{q}\right)\).
    end for
```

$\left(A_{1}\right)$ There exists a continuous function $x^{*}(t):[0,1] \rightarrow \mathbb{R}^{5|\mathcal{V}|}$ such that $x^{*}(t)$ is a global minimizer for $H_{t}$. Moreover, $x^{*}(0)$ is unique and known.
$\left(A_{2}\right)$ There exists a neighborhood $U$ of $\left\{\left(x^{*}(t), t\right)\right\} \subset \mathbb{R}^{5|\mathcal{V}|} \times[0,1]$ such that for all $(x, t) \in U$, the functions $\widetilde{f}$ and $\widetilde{h}$ are twice continuously differentiable with respect to $x$.
$\left(A_{3}\right)$ Linear independence constraint qualification (LICQ) and strong second-order sufficient conditions (SSOC) are satisfied at $x^{*}(t)$ for every $t \in[0,1]$.

Note that the discretization of homotopy path can also be represented by the set $\Lambda:=$ $\left\{\Lambda^{1}, \ldots, \Lambda^{T}\right\}$, where $\Lambda^{i}=\lambda\left(t^{i}\right)$ for $i=1, \ldots, T, \Lambda^{1}=\lambda\left(t^{1}\right)=\lambda^{o}$ and $\Lambda^{T}=\lambda\left(t^{T}\right)=\lambda^{f}$. In other words, $H_{t^{i}}=H_{\Lambda^{i}}$. The SSOC is similar to the second-order sufficient conditions for local optimality but with the addition of the strict complementary slackness condition and the linear independence of the active constraints [54]. Furthermore, Assumptions (A2) and (A3) together imply that the Lagrange multipliers associated with $x^{*}(t)$ are uniquely determined for every $t \in[0,1]$. We will later discuss that these assumptions are mild.

To begin, the first homotopy-OPF problem $H_{t^{1}}$ is initialized as the solution to the base-OPF problem. The series of homotopy-OPF problems are then solved sequentially, where the solution to the previous homotopy-OPF problem $H_{t^{i}}$ is utilized as the initial point for a local search algorithm solving $H_{t^{i+1}}$. Please refer to Algorithms 6 and 7 for complete details of the method.

```
Algorithm 7 Homotopy-OPF for Generator Outages
    Given: Contingency set \(\mathcal{K}\) with generator outages \(R_{k} \subset \mathcal{V}\) for each \(k \in \mathcal{K}\)
    Initialize: Solve base-OPF problem to find a globally optimal solution
    \(\left(|v|_{*}, \theta_{*}, p_{*}^{g}, q_{*}^{g},\left\{\sigma_{k *}\right\}\right)\).
    for \(k \in \mathcal{K}\) do
        Formulate the contingency-OPF problem:
        Define \(P_{r}^{g}\) as the fixed real power generation at \(r \in \mathcal{V}\)
        Define \(\Delta P_{k}^{g}\) as the total lost real power generation at \(k: \Delta P_{k}^{g}:=\sum_{r \in R_{k}} p_{*, r}^{g}\)
        1. Find \(\mathcal{V}^{q}\).
        2. Remove real power generation for generators in \(R_{k}\) : \(P_{r}^{g} \leftarrow 0 \quad \forall r \in R_{k}\)
        3. Compute participation factors \(\alpha_{r}^{g}\) for \(r \in \mathcal{V} \backslash R_{k}\) (see Algorithm 8 in the
        Appendix)
        4. Add real power generation for participating generators:
        for \(r \in \mathcal{V} \backslash R_{k}\) do
            if \(\alpha_{r}^{g}>0\) then
                \(P_{r}^{g} \leftarrow \max \left\{\alpha_{r}^{g} \Delta P_{k}^{g}, P_{r}^{\max }-p_{*, r}^{g}\right\}\)
            end if
        end for
        Set up homotopy-OPF family \(H_{\Lambda}\) for given generator outages \(R_{k}\).
        Let \(P^{g, o}:=p_{*}^{g}\) and \(P^{g, f}:=P^{g}\)
        Initialize \(\left(|\tilde{v}|, \tilde{\theta}, \tilde{q}^{g}, \tilde{\sigma}^{p}, \tilde{\sigma}^{q}\right)\) as the solution of base-OPF.
        for \(i \in\{1, \ldots, T\}\) do
            Solve \(H_{\Lambda^{i}}\) using initial point \(\left(|\tilde{v}|, \tilde{\theta}, \tilde{q}^{g}, \tilde{\sigma}^{p}, \tilde{\sigma}^{q}\right)\) and obtain new solution
            \(\left(|v|, \theta, q^{g}, \sigma^{p}, \sigma^{q}\right)\)
            Update \(\left(|\tilde{v}|, \tilde{\theta}, \tilde{q}^{g}, \tilde{\sigma}^{p}, \tilde{\sigma}^{q}\right) \leftarrow\left(|v|, \theta, q^{g}, \sigma^{p}, \sigma^{q}\right)\)
        end for
        Return \(\left(|v|, \theta, q^{g}, \sigma^{p}, \sigma^{q}\right)\) and violation \(\operatorname{cost} \phi\left(\sigma^{p}, \sigma^{q}\right)\)
    end for
```

In this paper, we assume that the base-OPF has a unique global minimum that is available (known). The availability of a global minimum is a reasonable assumption because a good initial point is usually provided for the base-OPF, and also because more time is allocated to solving it compared to a large number of contingency-OPF problems for different outages, allowing the use of various convex relaxation techniques for the base-OPF. If the optimal violation cost for $H_{\lambda^{\circ}}$ is nonzero, the global minimum will be unique with overwhelming probability. Furthermore, even if the violation cost is zero, it will immediately become nonzero during the next homotopy iteration if removing a line or generator introduces inflexibilities that the network cannot accommodate. In fact, these near-infeasible problems where a contingency will make the system "stressed" are the cases where homotopy can be useful and are the focus of this paper. Later in the paper, we will present a rigorous result showing that the uniqueness of the global minimum is a generic
property for $H_{\lambda}$.

## 5 Analysis of Homotopy Paths

In Section 2, we offered two examples of nonconvex optimization: one in which the homotopy method resulted in the global minimum and another in which the homotopy method resulted in a non-global local minimum (see Figure 16). In this section, we describe a theoretical framework that describes when homotopy can be used to obtain a global minimum. We apply this framework to analyze the performance of homotopy-OPF in finding the global solution of the contingency-OPF. The results developed in this section have implications for homotopy methods in a broad range of optimization problems.

Theorem 5.1. Let $\bar{x}\left(t^{i}, z\right)$ denote the stationary point of $H_{t^{i}}$ that a local search algorithm converges to when initialized at point $z$. Set $z^{1}=x^{*}\left(t^{1}\right):=x^{*}(0)$ and consider the sequence of points $\left\{x\left(t^{i}\right)\right\}_{i=1}^{T}$ generated by the following update rule:

$$
\begin{align*}
x\left(t^{i}\right) & =\bar{x}\left(t^{i}, z^{i}\right)  \tag{96}\\
z^{i+1} & =x\left(t^{i}\right) \tag{97}
\end{align*}
$$

Moreover, define $\Delta t:=\sup _{i=1, \ldots, T-1}\left(t^{i+1}-t^{i}\right)$. Under Assumptions (A1), (A2) and (A3), a sufficiently small $\Delta t$ will ensure that $x\left(t^{i}\right)$ is a global minimizer of $H_{t^{i}}$ for $i=1, \ldots, T$.

Theorem 5.1 states that if we can solve each $H_{t}$ exactly, then a sufficiently small stepsize in the parameter $t$ (or equivalently $\lambda$ ) can track the global minimizer from the base-OPF all the way to the contingency-OPF. However, an exact solution to each $H_{t}$ (or equivalently $H_{\lambda}$ ) is generally unattainable in practice. Furthermore, the interplay between the accuracy of solving each $H_{t}$ and the number of discretization contribute to the overall complexity of solving homotopy-OPF. We will show that it suffices to find an approximate solution with not a necessarily high accuracy. This will significantly reduce the complexity of solving the parametric homotopy-OPF.

### 5.1 Convergence and Complexity of Homotopy-OPF

In this subsection, we analyze the complexity of solving the contingency-OPF using the proposed homotopy method. The results here are based on a specific local search algorithm called Wilson's method. However, there are many other methods, such as Robinson's method, that can achieve the same results [71]. Let $\mu$ and $\zeta$ denote the Lagrange multipliers for the constraints $\widetilde{h}(x, t)=0$ and $\widetilde{g}(x, t) \leq 0$, respectively. For every instance of $H_{t}$, we determine a local minimizer and its Lagrange multipliers, $w(t)=(x(t), \mu(t), \zeta(t))$ by using the following Wilson's method: Start with an initial point $w^{0}$, and solve the optimization problem $W\left(w^{k}, t\right)$ in order to find the next iterate $w^{k+1}$ for $k \in\{0,1,2, \ldots\}$,
where the problem $W\left(w^{k}, t\right)$ is defined below.

$$
\begin{align*}
W\left(w^{k}, t\right): \min _{x} & \nabla_{x} \widetilde{f}\left(x^{k}, t\right)^{T}\left(x-x^{k}\right)+\frac{1}{2}\left(x-x^{k}\right)^{T} \nabla_{x}^{2} \widetilde{L}\left(w^{k}, t\right)\left(x-x^{k}\right)  \tag{98a}\\
\text { s.t. } & \widetilde{h}_{i}\left(x^{k}, t\right)+\nabla_{x} \widetilde{h}_{i}\left(x^{k}, t\right)^{T}\left(x-x^{k}\right)=0, \forall i \in \mathcal{I}  \tag{98b}\\
& \widetilde{g}_{j}\left(x^{k}, t\right)+\nabla_{x} \widetilde{g}_{j}\left(x^{k}, t\right)^{T}\left(x-x^{k}\right) \leq 0, \forall j \in \mathcal{J} \tag{98c}
\end{align*}
$$

where $\mathcal{I}$ and $\mathcal{J}$ denote the set of indices for the equality constraints and inequality constraints, respectively, and $\widetilde{L}\left(w^{k}, t\right)=\widetilde{f}\left(x^{k}, t\right)+\sum_{i} \mu_{i}^{k} \widetilde{h}_{i}\left(x^{k}, t\right)+\sum_{i} \zeta_{i}^{k} \widetilde{g}_{i}\left(x^{k}, t\right)$. Furthermore, let a global minimizer of $H_{t}$ and its corresponding Lagrange multipliers be denoted by $w^{*}(t)=\left(x^{*}(t), \mu^{*}(t), \zeta^{*}(t)\right)$. In this problem, we solve for the optimization variable $x$ and the Lagrange multipliers associated with (98b) and (98c) to be able to find a primal-dual solution. Let us define the function $\hat{w}\left(w^{k}, t\right)$ as the exact solution to $W\left(w^{k}, t\right)$. Then, $w^{k+1}$ numerically approximates $\hat{w}\left(w^{k}, t\right)$. The process is repeated for increasing values of $k$ until a predefined criteria is met, and the final iterate of $\left\{w^{k}\right\}$ is returned as an approximate solution to $w(t)$.

Theorem 5.2. Suppose that Assumptions (A1), (A2) and (A3) hold. Consider the following algorithm for a constant number $M$ : Given $w_{0}=w^{*}\left(t^{1}\right):=\left(x^{*}\left(t^{1}\right), \mu^{*}\left(t^{1}\right), \zeta^{*}\left(t^{1}\right)\right)$, compute $w_{i}$ as the solution to $H_{t^{i}}$ using $M$ Wilson's iterations starting at $w_{i-1}$ for $i=1, \ldots, T$. There exist positive constants $\hat{r}$ and $\Delta t$ such that for every sufficiently small $\epsilon>0$, the algorithm generates points $\left\{w_{i}^{\prime}\right\}_{i=1}^{T}$ with $\left\|w_{i}^{\prime}-w^{*}\left(t^{i}\right)\right\|<\epsilon$ whenever $t^{i+1}-t^{i} \leq \Delta t$ for $i=1,2, \ldots, T$, provided that $M$ is chosen to be larger than $\log (\hat{r} / \epsilon)$. In particular, the Wilson complexity (total number of Wilson steps) of finding an almost globally optimal solution with $\epsilon$ error for $H_{t^{T}}$ is $O(\log (1 / \epsilon))$.

The above theorem implies that given a global minimizer for the initial problem $H_{t^{1}}$, we can simply solve a small number of convex quadratic programs for each $H_{t^{i}}$ and keep track of its global minimizers. In particular, the quadratic program (98) is convex because the SSOC holds at the global minimizers. Furthermore, the number of parameter discretizations needed is upper bounded by a constant for small values of $\epsilon$. This result is aligned with the complexity analysis of interior-point methods [72]. More insight is provided in the proof.

Remark 3. Our assumptions imply that $H_{t}$ along $\lambda(t)$ has a unique global solution satisfying SSOC. In the next subsection, we argue that this is a reasonable assumption to make. In addition, this assumption on the global solution can be replaced by the "connectivity" of the set of all global solutions (this allows having infinitely many possible solutions for post-contingency OPF with zero violation cost). In what follows, we show that the uniqueness of the global minimum is a generic property for $H_{t}$.

### 5.2 Genericity of Unique Global Minimizer with SSOC

Recall that a set $\mathbb{S} \subset \mathbb{R}^{n}$ has (Lebesgue) measure zero if for every $\epsilon>0$, $\mathbb{S}$ can be covered by a countable union of $n$-cubes, the sum of whose measures is less than $\epsilon$. A property that holds except on a subset whose Lebesgue measure is zero is said to be satisfied generically or hold for almost all. In this subsection, we will show that the homotopy-OPF generically has a unique global minimizer that satisfies SSOC .

Consider the following family of problems, which adds a linear perturbation to the objective of the homotopy-OPF:

$$
\left[H_{\lambda, \omega}\right] \quad \min _{x \in \Psi} f(x, \lambda)+\omega^{T} x, ~ \begin{array}{ll}
\text { s.t. } & h(x, \lambda)=0 \tag{99}
\end{array}
$$

where $f: \mathbb{R}^{5|\mathcal{V}|} \times \mathbb{R}^{\ell} \rightarrow \mathbb{R}, h: \mathbb{R}^{5|\mathcal{V}|} \times \mathbb{R}^{\ell} \rightarrow \mathbb{R}^{2|\mathcal{V}|}$ are smooth functions and the parameters $(\lambda, \omega)$ belong to an open set $\mathbb{U} \subset \mathbb{R}^{\ell} \times \mathbb{R}^{5|\mathcal{V}|}$. The set $\Psi \subset \mathbb{R}^{5|\mathcal{V}|}$ is defined as below:

$$
\Psi=\left\{\begin{array}{l|l|l}
\left(|v|, \theta, q^{g}, \sigma^{p}, \sigma^{q}\right) & \begin{array}{cc}
Q_{i}^{\text {min }} \leq q_{i}^{g} \leq Q_{i}^{\max } & \forall i \in \mathcal{V} \\
V_{i n}^{\text {min }} \leq v_{i} \mid \leq V_{i}^{\max } & \forall i \in \mathcal{V}^{q} \\
\left|\theta_{i}-\theta_{j}\right| \leq \Theta_{j a x}^{\text {max }} & \forall(i, j) \in \mathcal{E} \\
\left|v_{i}\right|=\left|v_{i}\right|^{\text {base }} & \forall i \in \mathcal{V} \backslash \mathcal{V}^{q}
\end{array} \tag{100}
\end{array}\right\}
$$

This formulation is possible by noticing that the inequality constraints of homotopy-OPF are independent of the parameter $\lambda$. We call this problem the extended homotopy-OPF. Here, $\ell$ represents the dimension of the parameter $\lambda$, which can be equal to either $4|\mathcal{E}|$ (for line contingencies) or $2|\mathcal{V}|$ (for generator contingencies). Then, using the results from [54], we can easily derive the following lemma:

Lemma 5.3. Suppose that the following two conditions are satisfied:

1. The function $\lambda \rightarrow h(x, \lambda)$ is of full rank $2|\mathcal{V}|$ for all $x \in \Psi$ at every $\lambda^{5}$
2. The set $\Psi$ is a cyrtohedron and the set $\mathbb{U}$ is an open set.

Then, for almost all $(\lambda, \omega)$ except those in a set $\mathbb{U}^{\prime} \subset \mathbb{U}$ of measure zero, $H_{\lambda, \omega}$ has a unique global minimizer satisfying SSOC. In fact, for every $(\lambda, \omega) \in \mathbb{U} \backslash \mathbb{U}^{\prime}, H_{\lambda, \omega}$ cannot achieve the same objective value at any two distinct critical points.

The concept of a cyrtohedra was first introduced in [51] and it captures a class of sets whose boundaries are a union of countably many smooth manifolds pieced together. A few main examples of cyrtohedra include polyhedral convex sets, submanifolds, submanifolds with boundaries, and manifolds with corners. In our case, the set $\Psi$ is naturally a cyrtohedra and therefore we only have to verify the first condition. The next lemma proves that the condition can be easily verified for the line outage contingency.

[^4]Lemma 5.4. Define the matrix $J=\left[\begin{array}{c|c}J^{1} & 0 \\ \hline 0 & J^{2}\end{array}\right] \in \mathbb{R}^{2|\mathcal{E}| \times 2|\mathcal{V}|}$ as

$$
\begin{aligned}
J_{(i, j), k}^{1} & = \begin{cases}-\frac{1}{2} g_{i j}^{s h}\left|v_{k}\right|^{2} & \text { for } k=i \text { or } j, j \in \mathcal{N}(i) \\
0 & \text { otherwise }\end{cases} \\
J_{(i, j), k}^{2} & = \begin{cases}\frac{1}{2} b_{i j}^{s h}\left|v_{k}\right|^{2} & \text { for } k=i \text { or } j, j \in \mathcal{N}(i) \\
0 & \text { otherwise }\end{cases}
\end{aligned}
$$

where the column and row indices represent the lines and the nodes of the power system, respectively. If $J$ has full column rank, then the function $\lambda \rightarrow h(x, \lambda)$ associated with the line outage homotopy method is of full rank $2|\mathcal{V}|$.

A similar result holds for generator outage contingencies, as shown below.
Lemma 5.5. Define the matrix $M=\left[\begin{array}{c|c}M^{1} & 0 \\ \hline 0 & M^{2}\end{array}\right] \in \mathbb{R}^{2|\mathcal{V}| \times 2|\mathcal{V}|}$ as

$$
\begin{aligned}
& M_{i, j}^{1}= \begin{cases}P_{i}^{g, o}-P_{i}^{g, f} & \text { for } j=i \\
0 & \text { otherwise }\end{cases} \\
& M_{i, j}^{2}= \begin{cases}Q_{i}^{d, o}-Q_{i}^{d, f} & \text { for } j=i \\
0 & \text { otherwise }\end{cases}
\end{aligned}
$$

where both the column and row indices represent the nodes of the power system network. If $M$ has full rank, then the function $\lambda \rightarrow h(x, \lambda)$ associated with the generator outage homotopy method is of full rank $2|\mathcal{V}|$.

The result implies that the first condition of Lemma 5.3 is satisfied if: (i) the precontingency real power generations and the post-contingency real power generations are different and (ii) the pre-contingency reactive power demands and the post-contingency reactive power demands are different. Note that this does not necessarily hold true because some real power generations are supposed to be fixed even after the contingency (same for reactive power demand). However, we can address this issue by allowing $P_{i}^{g, f}\left(Q_{i}^{d, f}\right)$ to take on a value within a small interval around $P_{i}^{g, o}\left(Q_{i}^{d, o}\right)$ whenever we want the two values to be close to each other.

Note that the linear perturbation term in $H_{\lambda, \omega}$ is a mathematically necessary device that allows us to prove generic uniqueness of a family of nonlinear optimization problems. Ultimately, we will only consider very small perturbations so that $H_{\lambda, \omega}$ closely resembles $H_{\lambda}$. Using the lemmas above, we arrive at the following corollary:

Corollary 5.6. Let $\mathbb{U}(\delta)=\{(\lambda, \omega) \mid \lambda \in \mathbb{S}, \omega \in \mathcal{B}(\delta)\}$, where $\mathbb{S}$ is an open set such that $[0,1]^{m} \subset \mathbb{S}$ and $\mathcal{B}(\delta)$ is an open $n$-dimensional ball around the origin with radius $\delta$. Suppose that $J$ and $M$ have full column rank. Then, for every $\delta>0, H_{\lambda, \omega}$ has a unique


Figure 17: An example of the set $\mathbb{U}^{\prime}$ (blue) and an effective homotopy path (red) that can reach the origin without passing through a point in $\mathbb{U}^{\prime}$.
global minimizer satisfying SSOC for all $(\lambda, \omega) \in \mathbb{U}(\delta) \backslash \mathbb{U}^{\prime}(\delta)$, where $\mathbb{U}^{\prime}(\delta) \subset \mathbb{U}(\delta)$ is of measure zero.

In other words, the uniqueness of a global minimizer satisfying SSOC is a generic property of $H_{\lambda}$, and thus supporting the assumptions made in this paper (specifically Assumptions (A1) and (A3)).

### 5.3 Geometry of the homotopy path: Two-bus example

In order to illustrate the previous ideas, we consider a simple homotopy-OPF example on a two-bus system. The line connecting the two buses has the admittance $y=G \gamma-\mathbf{j} B \beta$, and there is a lower bound $Q^{\min }$ on the reactive power injections at both buses. In this two-bus example, we consider the objective function $\left(\sigma_{1}^{p}\right)^{2}+c\left(\sigma_{2}^{p}\right)^{2}$. Furthermore, assume that:

1. $\left|v_{1}\right|=\left|v_{2}\right|=1$
2. $-\Delta^{\prime} \leq \theta_{1}-\theta_{2} \leq \Delta^{\prime}$
3. $0<Q^{\min }<q\left(\Delta^{\prime}\right)$
where $\Delta^{\prime}=\tan ^{-1}(B \beta / G \gamma)$ and $q(\cdot)$ denotes the reactive power injection as a function of solely the angle difference, which is due to the fact that voltage magnitudes are fixed. Note that the second constraint on the angle difference is reasonable for the secure operation of power systems and is also used in [8] in order to restrict the two-bus real power injection region to be the Pareto front of the original feasible region. Geometrically, the feasible set of the two-bus injection region is the Pareto front of an ellipse, which is partially removed due to the reactive power constraints (the details can be found in [8]). Let $P_{i}^{\mathrm{g}, \mathrm{b}}$ denote the real power generation at bus $i$ obtained from the base-OPF solution. The following
lemma characterizes the set of homotopy parameters for which there are at least two global solutions.

Lemma 5.7. Denote $\alpha=\cos ^{-1}\left(\frac{-Q^{m i n}+B \beta}{|y|}\right)$, and define two polynomial functions of $\lambda=(\gamma, \beta)$ as follows:

$$
\begin{align*}
& \Omega_{1}(\gamma, \beta)=\frac{2 B \beta}{|y|}(B \beta \cdot \sin \alpha+\alpha \cdot G \gamma)  \tag{101}\\
& \Omega_{2}(\gamma, \beta)=2 G \gamma-\frac{2 G \gamma}{|y|}(-G \gamma \cdot \sin \alpha+\alpha \cdot B \beta) \tag{102}
\end{align*}
$$

Then, the set of parameters leading to multiple global minimizers, $\mathbb{U}^{\prime}$, can be characterized as:

$$
\begin{align*}
& \mathbb{U}^{\prime}=\left\{\lambda \in \mathbb{R}^{2} \mid(1-c) \cdot \Omega_{1}(\gamma, \beta) \cdot \Omega_{2}(\gamma, \beta)\right. \\
& \left.-2\left(P_{1}^{\mathrm{g}, b}-P_{1}^{d}\right) \cdot \Omega_{1}(\gamma, \beta)+2 c\left(P_{2}^{\mathrm{g}, b}-P_{2}^{d}\right) \cdot \Omega_{1}(\gamma, \beta)=0\right\} \tag{103}
\end{align*}
$$

The set $\mathbb{U}^{\prime}$ in Lemma 5.7 for a particular instance of the example is depicted in Figure 17. As we can observe, $\mathbb{U}^{\prime}$ is a measure zero set in the two-dimensional parameter space, and it is possible to design an effective homotopy path. Note that the linear perturbation term in $H_{\lambda, \omega}$ is a mathematical device used to prove generic uniqueness of the global minimizer for a family of problems. The characterization of $\mathbb{U}^{\prime}$ in Lemma 5.7 did not require the linear perturbation. However, this means that particular instances of the example may not lead to the result that we desire. For instance, if $c=1$ and $P_{1}^{\mathrm{g}, \mathrm{b}}-P_{1}^{d}=P_{2}^{\mathrm{g}, \mathrm{b}}-P_{2}^{d}$ in the above example, $\mathbb{U}^{\prime}$ is no longer a measure-zero set.

## 6 Simulations

In this section, we illustrate the success of the homotopy method in finding the global solution of the contingency-OPF. In doing so, we present simulations of different line and generator outage scenarios on various networks. We also evaluate the performance using different homotopy paths and discretizations, and verify our earlier theoretical results.

In these simulations, we consider $N-1$ contingencies wherein there is one line or generator out as well as $N-2$ and $N-3$ contingencies wherein there are multiple outages. Although $N-1$ contingencies occur more frequently in practice, $N-2$ and $N-3$ contingencies are catastrophic events that are worth considering as they are harder to correct. Extreme weather events, attacks, or component aging could cause these $N-k$ (where $k \geq 2$ ) contingency scenarios to occur [82]. Adding uncertain renewable energy sources such as wind energy to power networks increases the probability of correlated faults and thus the possibility of $N-2$ and $N-3$ contingencies [81]. Additionally, these multi-contingency scenarios can capture cascading failures that occur in a short window where corrective action is not possible between contingencies [81].

In order to implement the contingency-OPF within the MATPOWER format [59], we introduce virtual generators that model the violations of real and reactive power balance equations ( $\sigma^{p}$ and $\sigma^{q}$ ). Virtual generators are modelled so that they only generate or consume (virtual) power when there is a nonzero violation in the respective power balance equation. Therefore, by penalizing the virtual generation in the modified objective function, we fully implement the contingency-OPF as formulated in Section III.B. To solve each of the homotopy simulations, we use the MATPOWER Interior Point Solver (MIPS) [60].

For both line and generator outages, we solve the corresponding contingency-OPF problems via both homotopy and the one-shot method. The one-shot method uses the solution for the base-OPF as the initial point for directly solving the contingency-OPF. We compare various homotopy discretization schemes to the one-shot method. Note that the one-shot method is equivalent to solving the contingency-OPF problem via interior point methods and thus represents the current state-of-the-art.

For the line outages, we consider three different homotopy paths. If we take the line connecting buses $i$ and $j$ to be out, then the three homotopy paths are given by:

- Scheme 1: Uniformly decrease $\left(\gamma_{i j}, \beta_{i j}\right)$ from $(1,1) \rightarrow(0,0)$
- Scheme 2: Decrease $\gamma_{i j}$ from $1 \rightarrow 0$, then $\beta_{i j}$ from $1 \rightarrow 0$
- Scheme 3: Decrease $\beta_{i j}$ from $1 \rightarrow 0$, then $\gamma_{i j}$ from $1 \rightarrow 0$

These schemes can be applied to multiple line outages by simultaneously modifying $\gamma_{i j}$ and $\beta_{i j}$ for each line $(i, j) \in \mathcal{E}$ that is out. For line outage scenarios on the 3375bus and 3120 -bus Polish networks, Figures 18 and 19 show the evolution of the violation cost over these homotopy schemes (with a 10-iteration discretization) compared to the violation cost of the one-shot method [59]. Next, we consider changing the discretization of homotopy scheme 1 in a line outage scenario. Figure 20 shows line outage scenarios on the 3375 -bus and 3120 -bus Polish networks using homotopy scheme 1 with a varying number of iterations [59].

For generator outages, we implement a homotopy path that decreases $\lambda$ from $\left[\mathbf{1}_{|\mathcal{V}|}, \mathbf{1}_{|\mathcal{V}|}\right]$ to $\left[\mathbf{0}_{|\mathcal{V}|}, \mathbf{0}_{|\mathcal{V}|}\right]$ uniformly throughout the iterations. For this homotopy path, we also consider varying the discretization of the path. Figure 21 shows generator outage scenarios on the 89 -bus and 1354-bus PEGASE networks [61, 62]. From these figures, we can see that the final violation cost obtained using the given homotopy paths can vary significantly depending on the number of iterations (i.e. $\Delta \lambda$ ) of homotopy-OPF.

In some of the examples from Figures 18, 20, and 22, we can see that solving the contingency-OPF problems with our homotopy method results in a lower violation cost than solving the same problems via the one-shot method. We also considered how far the bus voltages in the contingency-OPF problem were from the base-case voltages when we solved the problem with homotopy versus one-shot methods, as shown in Figure 23 and 24 . The results show that with homotopy we can obtain a solution that is relatively close to


Figure 18: Performance of proposed homotopy method on the 3375-bus Polish network (case3375wp with real and reactive power demand scaled up by $10 \%$ ) with single line outages. Homotopy schemes 1 through 3 are tested with 10 iterations. In the top figure (line out ID: 3596), we have a case where all three homotopy schemes outperform the one-shot method, and in the middle figure (line out ID: 3551), we have a case where only homotopy schemes 1 and 3 significantly outperform the one-shot method. In the bottom figure (line out ID: 268), we have a case where the one-shot method performs the same as all three homotopy methods. This was the most common case for our experiments on the 3375 -bus network, representing about $95 \%$ of 4161 tested single line outages. While homotopy in general yielded the same solution as the one-shot method, in cases where it outperformed the one-shot method, the results were often better by a factor of $10^{5}$, as seen in the top two figures. Note that all solutions shown here are convergent, compared to the cases for the 3120-bus Polish network shown in Figure 19 which have some nonconvergent solutions.


Figure 19: Performance of proposed homotopy method on the 3120-bus Polish network (case3120sp with real and reactive power demand scaled up by 10\%) with a multiple line outages. Homotopy schemes 1 through 3 are tested with 10 iterations. By introducing multiple line outages, we make the contingency-OPF problem more difficult to solve, which makes it a good candidate for the proposed homotopy method. In both of these cases, homotopy schemes 1 and 2 find a convergent solution while the one-shot method does not. In the top figure, the IDs of the outed lines are 438, 439, and 3150, and in the bottom figure, the IDs of the outed lines are 2056 and 3082.
that of the base-case, while the solution obtained without homotopy can be unnecessarily far away from that of the base-case.

In other cases from Figures 19, 20, and 21, solving the contingency-OPF problems via the one-shot method results in non-convergence while the homotopy method can find a convergent solution.

In order to formally compare the performance of homotopy versus the one-shot method, we say that homotopy "outperforms" the one-shot method if either of the following are true:

1. If the homotopy scheme converges and the one-shot method does not converge.
2. If the homotopy scheme converges to a value that is better than that of the one-shot method by at least $0.01 \%$ of the optimal base-OPF cost.

For the 1354-bus PEGASE network, we tested 1, 2, and 3 line and generator outages, testing 100 simulations of each type of outage. The homotopy paths for these line and generator outages are the same as those described for the simulations in Figures 20, 21


Figure 20: Performance of proposed homotopy scheme 1 tested with a varying number of iterations. The top figure shows the 3375-bus Polish network (case3375wp with real and reactive power demand scaled up by $10 \%$ ) with a single line outage (line out ID: 3551). In this case, we see that the 2,5 , and 10 -iteration homotopy methods converge to a solution that is much better than that obtained by the one-shot method. The bottom figure shows the 3012-bus Polish network (case3012wp with real and reactive power demand scaled up by $8 \%$ ) with a single line outage (line out ID: 1604). In this case, we see that the 2 , 5 , and 10 -iteration homotopy methods result in a convergent solution while the one-shot method does not. For both scenarios, by introducing even a 2 -iteration homotopy scheme, we outperform the one-shot method.
and 22. The percent of simulations where homotopy outperformed the one-shot method is given in Table 5 for the network with base-level demand and with demand scaled up by $10 \%$. It can be observed that for the line outage contingencies, the homotopy methods appear to be more useful when the demand is higher. This is likely because the increased demand makes the problem harder, and thus homotopy is more useful. However, the inverse appears true for the generator outage scenarios, i.e. the homotopy methods appear to be more useful when demand is at the base-level. This could be because the removal of a generator could lead to many possibilities for operating the post-contingency network in a lower demand scenario, which may introduce bad local minima.

Although the percent of simulations where homotopy outperforms the one-shot method is less than $20 \%$ for the considered cases, it is important to note that in these cases the homotopy method can lead to a significant reduction in the violation cost during a contingency scenario or to a convergent solution when the one-shot method fails to


Figure 21: Performance of proposed homotopy method for generator outages. The top figure shows a 2 generator outage (generator out IDs: 4 and 7) in the 89-bus PEGASE network (case89pegase). The bottom figure shows a 1 generator outage (generator out ID: 30) in the 1354-bus PEGASE network (case1354pegase). In these cases, the homotopy method can be used to find a convergent solution when the one-shot method fails to find one.


Figure 22: Performance of proposed homotopy method on the 3375-bus Polish network (case3375wp with real and reactive power demand scaled up by 10\%) with a single generator outage. The figure (generator out ID: 100) shows a case where all homotopy discretization schemes result in a violation cost much lower than that obtained by the one-shot method.
converge. For the cases where the proposed homotopy method does not outperform the one-shot method, the homotopy method typically is at least as good as the one-shot method.

## 7 Conclusions

This paper studies the contingency-OPF problem, which is used to find an optimal operating point in the case of a line or generator outage. Unlike the base-OPF problem that is a single optimization problem, there are many contingency-OPF problems that should all be


Figure 23: Comparison of solution for homotopy and one-shot methods for the 3375-bus Polish network (case3375wp with real and reactive power demand scaled up by $10 \%$ ) with a single generator outage (generator out ID: 100). The twenty generator buses with the largest variation from the base-case voltage magnitude are shown here. In this case, all three homotopy methods converge to the same solution, as shown in Figure (22), so we only compare the solution from the 3-iteration method to that obtained by the one-shot method. For this test case, the homotopy method gradually deforms the base-case to yield a solution that is much closer to the base-case while the one-shot method yields a solution that is far from the base-case.

Table 5: Percent of simulations where 5-iteration homotopy scheme outperformed one-shot method for 1354-bus PEGASE network

| Type of <br> contingency | Base-level <br> power demand | $10 \%$ greater <br> power demand |
| :---: | :---: | :---: |
| 1 line outage | $10 \%$ | $12 \%$ |
| 2 line outage | $7 \%$ | $12 \%$ |
| 3 line outage | $12 \%$ | $15 \%$ |
| 1 generator outage | $9 \%$ | $7 \%$ |
| 2 generator outage | $10 \%$ | $9 \%$ |
| 3 generator outage | $17 \%$ | $12 \%$ |

solved in a short period of time. Recognizing that the contingency-OPF problem is a challenging variant of the classical OPF problem, we introduce a new homotopy method to find the best solution of the contingency-OPF problem. This method involves solving a series of intermediate homotopy-OPF problems using simple local search methods, and we study


Figure 24: Comparison of solution for homotopy and one-shot methods for the 3375-bus Polish network (case3375wp with real and reactive power demand scaled up by 10\%) with a single generator outage (generator out ID: 100). The twenty load buses with the largest variation from the base-case voltage magnitude are shown here. See Figures (22) and (23) for more details on this case.
conditions that guarantee convergence to a global solution of the contingency-OPF. We perform simulations on real-world networks and show that the proposed homotopy method can result in a lower value of the objective.

## 8 Appendix

### 8.1 Proof of Theorem 5.1

Due to the continuity of $\lambda(t)$, we can equivalently prove that a sufficiently small $\Delta \lambda$ will ensure the desired result, where $\Delta \lambda:=\sup _{i=1, \ldots, T-1}\left(\Lambda^{i+1}-\Lambda^{i}\right)$. Let $x_{1}^{*}$ denote the unique global solution satisfying SSOC for the problem $H_{\Lambda^{1}}$. Using an argument relying on the implicit function theorem [55], it follows that for each $\left(x_{1}^{*}, \Lambda^{1}\right)$ pair, there exist a neighborhood $\mathbb{U}_{1}$ around $\Lambda^{1}$ and a neighborhood $\mathbb{X}_{1}$ around $x_{1}^{*}$, and there is a differentiable function $x_{1}(\lambda)$ defined for $\lambda \in \mathbb{U}_{1}$ such that

1. $x_{1}\left(\Lambda^{1}\right)=x_{1}^{*}$
2. For each $\lambda \in \mathbb{U}_{1}, x_{1}(\lambda)$ is the unique point in $\mathbb{X}_{1}$ satisfying the SSOC for $H_{\lambda}$.

Now, suppose that $\Delta \lambda$ is small enough so that $\Lambda^{2} \in \mathbb{U}_{1}$. Then, since $x_{1}(\lambda)$ is a continuous function and there is no $\lambda$ on the path $\lambda(t)=0$ such that $H_{\lambda}$ has more than one global minimizer, $x_{1}\left(\Lambda^{2}\right)$ becomes the unique global minimizer satisfying SSOC for the next OPF problem, $H_{\Lambda^{2}}$. The same logic can be applied for all $\Lambda^{i}$, and by induction we have proved the result.

### 8.2 Proof of Theorem 5.2

We begin by defining the radius of convergence for Wilson's method for solving $H_{t}$ in a neighborhood of a local minimizer $w(t)$.

## Definition 8.1.

$r(t, w(t))=\sup \left\{r \mid\right.$ for all $w^{0}$ satisfying $\left\|w^{0}-w(t)\right\| \leq r$, starting Wilson's method with $w^{0}$ provides a sequence $\left\{w^{i}\right\}$ converging to $\left.w(t)\right\}$.

The following lemma is a natural corollary of Theorem 3.2.1 in [71]. We do not state the proof of this lemma here but the derivation uses properties of the Wilson's method.

Lemma 8.1. Suppose that Assumptions $(A 1),(A 2)$ and $(A 3)$ hold. Then, there exists a real number $\hat{r}>0$ such that

$$
\begin{equation*}
r(t, w(t)) \geq \hat{r} \text { for all } w(t), t \in[0,1] \tag{105}
\end{equation*}
$$

Let us consider the sequence $\left\{w_{i}^{\prime}\right\}_{i=1}^{T}$ such that

$$
\begin{align*}
& \left\|w_{1}^{\prime}-w^{*}\left(t^{1}\right)\right\|<\epsilon,  \tag{106}\\
& \left\|w_{i}^{\prime}-\hat{w}^{M}\left(w_{i-1}^{\prime}, t\right)\right\|<\epsilon^{\prime}, \quad i=2, \ldots, T, \tag{107}
\end{align*}
$$

where $0<\epsilon^{\prime} \ll \epsilon$ and $\hat{w}^{M}\left(w_{k}^{\prime}, t\right)$ denotes the true (or exact) KKT point after applying $M$ Wilson's steps starting from $w_{k}^{\prime}$. The choice of $w_{1}^{\prime}$ satisfying (106) is possible because of the known initial global minimizer assumption in $\left(A_{1}\right)$. From the proof of Theorem 3.2.1 in [71], we also know that there is a constant $\hat{r}>0$ such that $\left\|\hat{w}(w, t)-w^{*}\left(t^{i}\right)\right\| \leq$ $\frac{1}{2}\left\|w-w^{*}\left(t^{i}\right)\right\|$ whenever $\left\|w-w^{*}\left(t^{i}\right)\right\| \leq \hat{r}$. Now, we choose $\epsilon>0$ and $\eta>0$ such that the following condition is satisfied:

$$
\begin{equation*}
\epsilon+\eta<\hat{r} \tag{108}
\end{equation*}
$$

Due to the assumption on the continuity of the global minimizers $\left(A_{1}\right)$, there is a $\Delta t>0$ such that

$$
\begin{equation*}
\left\|w^{*}(\tilde{t})-w^{*}(t)\right\|<\eta, \quad \text { for all } \tilde{t}, t \in[0,1] \text { with }\|\tilde{t}-t\| \leq \Delta t \tag{109}
\end{equation*}
$$

Given $t^{k}$ and $w_{k}^{\prime}$ with $\left\|w_{k}^{\prime}-w^{*}\left(t^{k}\right)\right\|<\epsilon$ for some $k \in\{1, \ldots, T-1\}$, we obtain

$$
\begin{equation*}
\left\|w_{k}^{\prime}-w^{*}\left(t^{k+1}\right)\right\| \leq\left\|w_{k}^{\prime}-w^{*}\left(t^{k}\right)\right\|+\left\|w^{*}\left(t^{k}\right)-w^{*}\left(t^{k+1}\right)\right\|<\epsilon+\eta<\hat{r} \tag{110}
\end{equation*}
$$

Hence, the point $w_{k}^{\prime}$ is in the region of convergence and therefore,

$$
\begin{equation*}
\left\|\hat{w}^{M}\left(w_{k}^{\prime}, t\right)-w^{*}\left(t^{k+1}\right)\right\| \leq\left(\frac{1}{2}\right)^{M}(\epsilon+\eta) \tag{111}
\end{equation*}
$$

Furthermore, we obtain

$$
\begin{equation*}
\left\|w_{k+1}^{\prime}-w^{*}\left(t^{k+1}\right)\right\| \leq\left\|w_{k+1}^{\prime}-\hat{w}^{M}\left(w_{k}^{\prime}, t\right)\right\|+\left\|\hat{w}^{M}\left(w_{k}^{\prime}, t\right)-w^{*}\left(t^{k+1}\right)\right\| \leq \epsilon^{\prime}+\left(\frac{1}{2}\right)^{M}(\epsilon+\eta) \tag{112}
\end{equation*}
$$

To find $M$, we need to ensure that the equation (112) can be upper bounded by $\epsilon$ :

$$
\begin{equation*}
\epsilon^{\prime}+\left(\frac{1}{2}\right)^{M}(\epsilon+\eta) \leq \epsilon \tag{113}
\end{equation*}
$$

Solving for $M$, we obtain the condition

$$
\begin{equation*}
M \geq \log _{2} \frac{\epsilon+\eta}{\epsilon-\epsilon^{\prime}} \tag{114}
\end{equation*}
$$

Noting that $\hat{r}>\epsilon+\eta$ from equation (108) and $\epsilon^{\prime} \ll \epsilon$, we observe that $M$ satisfies the condition (114) if $M \geq \log _{2} \frac{\hat{r}}{\epsilon}$. We can continue this logic until $k=T-1$ and arrive at the conclusion that the number of Wilson's method that will enable the algorithm to keep track of the global minimizers is on the order of $O(\log (\hat{r} / \epsilon)) \cdot \frac{1}{\Delta t}$. Finally, we claim that $1 / \Delta t$ is upper bounded by a constant for sufficiently small $\epsilon$. This is because $\Delta t$ only needs to be small enough so that $\eta$ satisfies equation (108). Therefore, if we have a constant $\overline{\Delta t}$ corresponding to some value $\bar{\eta}$ satisfying the condition for a given $\bar{\epsilon}$, the same $\overline{\Delta t}$ (and equivalently $\bar{\eta}$ ) will satisfy the condition for any $\epsilon$ smaller than $\bar{\epsilon}$. This concludes that the overall complexity of solving homotopy-OPF is $O(\log (\hat{r} / \epsilon))$, which is
equivalent to $O(\log (1 / \epsilon))$

### 8.3 Proof of Lemma 5.3

By Proposition 4 of [54], the family of optimization problems

$$
\begin{array}{cl}
\min _{x \in \Psi} & \bar{f}(x, \lambda, \omega) \\
\text { s.t. } & h(x, \lambda)=0
\end{array}
$$

has a unique global minimizer satisfying SSOC for all parameters $(\lambda, \omega) \in \mathbb{U}$ except on a set of measure zero if (i) for all $x_{1} \neq x_{2}$, and for all $\omega$, the function $\omega \rightarrow \bar{f}\left(x_{1}, \lambda, \omega\right)$ $\bar{f}\left(x_{2}, \lambda, \omega\right)$ is of rank one at all $\lambda$, (ii) the function $\lambda \rightarrow h(x, \lambda)$ is of full rank $2|\mathcal{V}|$ for all $x$ at every $\omega$, and (iii) the fixed set $\Psi$ is a cyrtohedron and $\mathbb{U}$ is an open set. It is straightforward to check that if $\bar{f}(x, \lambda, \omega)=f(x, \lambda)+\omega^{T} x$, condition (i) is satisfied. Conditions (ii) and (iii) are given as assumptions, which completes the proof.

### 8.4 Proof of Lemma 5.4

The rank of the function $\lambda \rightarrow h(x, \lambda)$ is the rank of its Jacobian (w.r.t. $\lambda$ ). Therefore, we analyze the Jacobian of $h(x, \lambda)=h\left(x,\left[\gamma, \beta, \gamma^{\text {sh }}, \beta^{\text {sh }}\right]\right)$ with respect to $\left[\gamma, \beta, \gamma^{\text {sh }}, \beta^{\text {sh }}\right]$. From Section 3.2 and 4.1, we know that $h$ consists of two types of functions, $h^{1}$ and $h^{2}$ (corresponding to the real power flow equations and the reactive power flow equations, respectively), whose $i$-th elements are defined by:

$$
\begin{aligned}
h_{i}^{1}\left(x,\left[\gamma, \beta, \gamma^{\text {sh }}, \beta^{\text {sh }}\right]\right) & =P_{i}^{g}-P_{i}^{d}-\sigma_{i}^{p}-\sum_{j \in \mathcal{N}(i)} \frac{g_{i j}^{\text {sh }} \gamma_{i j}^{\text {sh }}}{2}\left|v_{i}\right|^{2} \\
& -\sum_{j \in \mathcal{N}(i)} g_{i j} \gamma_{i j}\left(\left|v_{i}\right|^{2}-\left|v_{i}\right|\left|v_{j}\right| \cos \theta_{i j}\right)-b_{i j} \beta_{i j}\left|v_{i}\right|\left|v_{j}\right| \sin \theta_{i j} \\
h_{i}^{2}\left(x,\left[\gamma, \beta, \gamma^{\text {sh }}, \beta^{\text {sh }}\right]\right) & =q_{i}^{g}-Q_{i}^{d}-\sigma_{i}^{q}+\sum_{j \in \mathcal{N}(i)} \frac{b_{i j}^{\text {sh }} \beta_{i j}^{\text {sh }}}{2}\left|v_{i}\right|^{2} \\
& +\sum_{j \in \mathcal{N}(i)} b_{i j} \beta_{i j}\left(\left|v_{i}\right|^{2}-\left|v_{i}\right|\left|v_{j}\right| \cos \theta_{i j}\right)-g_{i j} \gamma_{i j}\left|v_{i}\right|\left|v_{j}\right| \sin \theta_{i j}
\end{aligned}
$$

We focus on the submatrix of the Jacobian that consists only of the derivatives of $h_{i}^{1}$ and $h_{i}^{2}$ with respect to $\gamma^{\text {sh }}$ and $\beta^{\text {sh }}$ (denote this as $J$ ). This is because if this submatrix has full column rank, then the full Jacobian also has full column rank. First, we notice that the Jacobian of $h^{1}$ with respect to $\beta^{\text {sh }}$ and the Jacobian of $h^{2}$ with respect to $\gamma^{\text {sh }}$ are equal to zero. Therefore, $J$ can be expressed as a $2 \times 2$ block matrix of the form
$J=\left[\begin{array}{c|c}J^{1} & 0 \\ \hline 0 & J^{2}\end{array}\right] \in \mathbb{R}^{2|\mathcal{E}| \times 2|\mathcal{V}|}$, where $J^{1}$ corresponds to the Jacobian of $h^{1}$ with respect to $\gamma^{\text {sh }}$ and $J^{2}$ corresponds to the Jacobian of $h^{2}$ with respect to $\beta^{\text {sh }}$.

For line outage contingencies, $\gamma^{\text {sh }}$ and $\beta^{\text {sh }}$ are parameters indexed by the line number. Hereby, let $J_{((i, j), k)}^{1}$ refer to the element of $J^{1}$ that is located at the $(i, j)$-th row and the $k$-th column (the row index representing the line and the column index representing the bus number). For example, $J_{((i, j), k)}^{1}$ denotes the partial derivative of the real power flow equation at bus $k$ with respect to the shunt susceptance parameter at line $(i, j)$. The same goes for $J^{2}$.

Then, directly from basic calculus, we can derive the following form for the matrix $J$ :

$$
\begin{aligned}
J_{(i, j), k}^{1} & = \begin{cases}-\frac{1}{2} g_{i j}^{\mathrm{sh}}\left|v_{k}\right|^{2} & \text { for } k=i \text { or } j, j \in \mathcal{N}(i) \\
0 & \text { otherwise }\end{cases} \\
J_{(i, j), k}^{2} & = \begin{cases}\frac{1}{2} 2_{i j}^{\mathrm{sh}}\left|v_{k}\right|^{2} & \text { for } k=i \text { or } j, j \in \mathcal{N}(i) \\
0 & \text { otherwise }\end{cases}
\end{aligned}
$$

Therefore, if $J$ has full column rank, so will the Jacobian of the function $\lambda \rightarrow h(x, \lambda)$, which completes the proof.

### 8.5 Proof of Lemma 5.5

Similar to the proof of Lemma 5.4, we analyze the Jacobian of $h(x, \lambda)=h(x,[\gamma, \beta])$ with respect to $[\gamma, \beta]$. From Section 3.2 and 4.1, we know that $h$ consists of two types of functions, $h^{1}$ and $h^{2}$ (corresponding to the real power flow equations and the reactive power flow equations, respectively), whose $i$-th elements are defined by:

$$
\begin{aligned}
h_{i}^{1}(x,[\gamma, \beta]) & =P_{i}^{g, o} \gamma_{i}+P_{i}^{g, f}\left(1-\gamma_{i}\right)-P_{i}^{d}-\sigma_{i}^{p} \\
& -\sum_{j \in \mathcal{N}(i)} g_{i j} \gamma_{i j}\left(\left|v_{i}\right|^{2}-\left|v_{i}\right|\left|v_{j}\right| \cos \theta_{i j}\right)-b_{i j} \beta_{i j}\left|v_{i}\right|\left|v_{j}\right| \sin \theta_{i j} \\
& -\sum_{j \in \mathcal{N}(i)} \frac{g_{i j}^{\mathrm{sh}} \gamma_{i j}^{\mathrm{sh}}}{2}\left|v_{i}\right|^{2} \\
h_{i}^{2}(x,[\gamma, \beta]) & =q_{i}^{g}-Q_{i}^{d, o} \beta_{i}-Q_{i}^{d, f}\left(1-\beta_{i}\right)-\sigma_{i}^{q} \\
& +\sum_{j \in \mathcal{N}(i)} b_{i j} \beta_{i j}\left(\left|v_{i}\right|^{2}-\left|v_{i}\right|\left|v_{j}\right| \cos \theta_{i j}\right)-g_{i j} \gamma_{i j}\left|v_{i}\right|\left|v_{j}\right| \sin \theta_{i j} \\
& +\sum_{j \in \mathcal{N}(i)} \frac{b_{i j}^{\text {sh }} \beta_{i j}^{\mathrm{sh}}}{2}\left|v_{i}\right|^{2}
\end{aligned}
$$

First, we notice that the Jacobian of $h^{1}$ with respect to $\beta$ and the Jacobian of $h^{2}$ with respect to $\gamma$ are equal to zero. Therefore, $M$ can be expressed as a $2 \times 2$ block matrix of the form $M=\left[\begin{array}{c|c}M^{1} & 0 \\ \hline 0 & M^{2}\end{array}\right] \in \mathbb{R}^{2|\mathcal{V}| \times 2|\mathcal{V}|}$ where $M^{1}$ corresponds to the Jacobian of $h^{1}$ with respect to $\gamma$ and $M^{2}$ corresponds to the Jacobian of $h^{2}$ with respect to $\beta$.

For generator outage contingencies, $\gamma$ and $\beta$ are parameters indexed by the bus number (because we assume each bus has exactly one generator). Hereby, let $M_{i, j}^{1}$ refer to the element of $M^{1}$ that is located at the $i$-th row and the $j$-th column. In other words, $M_{i, j}^{1}$ denotes the partial derivative of the real power flow equation at bus $i$ with respect to the $\gamma$ parameter at bus $j$. The same goes for $M^{2}$.

Then, directly from basic calculus, we can derive the following form for the matrix $M$ :

$$
\begin{aligned}
& M_{i, j}^{1}= \begin{cases}P_{i}^{g, o}-P_{i}^{g, f} & \text { for } j=i \\
0 & \text { otherwise }\end{cases} \\
& M_{i, j}^{2}= \begin{cases}Q_{i}^{d, o}-Q_{i}^{d, f} & \text { for } j=i \\
0 & \text { otherwise }\end{cases}
\end{aligned}
$$

Therefore, if $M$ has full column rank, so will the Jacobian of the function $\lambda \rightarrow h(x, \lambda)$, which completes the proof.

### 8.6 Proof of Corollary 5.6

The first statement on $H_{\lambda, \omega}$ having a unique global minimizer satisfying SSOC follows directly from applying Lemma 5.3. The functions $\lambda \rightarrow h(x, \lambda)$ is of full rank $2|\mathcal{V}|$ due to Lemmas 5.4 and 5.5, and this in turn satisfies the first condition of Lemma 5.3. As discussed in Section 55 the set $\Psi$ is a cyrtohedron, and the set $\mathbb{U}$ is defined to be an open set for any $\epsilon>0$ by the assumptions of this theorem. In other words, the second condition of Lemma 5.3 is also satisfied. Therefore, we can conclude that for any value of $\epsilon>0, H_{\lambda, \omega}$ has a unique global minimizer satisfying SSOC for every $(\lambda, \omega) \in \mathbb{U} \backslash \mathbb{U}^{\prime}$ where $\mathbb{U}^{\prime} \subset \mathbb{U}$ is of measure zero.

### 8.7 Proof of Lemma 5.7

Let us start with the equation for the reactive power injections. Let $\theta_{1}$ and $\theta_{2}$ denote the voltage phasor angles at buses 1 and 2, respectively. Let the real and reactive power injections at bus $i$ be denoted by $p_{i}^{\mathrm{inj}}$ and $q_{i}^{\mathrm{inj}}$, respectively. In this two-bus example, we consider the objective function: $\left(\sigma_{1}^{p}\right)^{2}+c\left(\sigma_{2}^{p}\right)^{2}$. Then after denoting $\theta=\theta_{1}-\theta_{2}$, we have the following:

$$
\begin{aligned}
& q_{1}^{\text {inj }}=B \beta-G \gamma \cdot \sin \theta-B \beta \cdot \cos \theta \\
& q_{2}^{\text {inj }}=B \beta+G \gamma \cdot \sin \theta-B \beta \cdot \cos \theta
\end{aligned}
$$

A lower bound of $Q^{\text {min }}$ on $q_{1}^{\text {inj }}$ results in the following:

$$
Q^{\min } \leq B \beta-G \gamma \cdot \sin \theta-B \beta \cdot \cos \theta
$$

Then, after rearranging and using trigonometry, we arrive at

$$
\begin{aligned}
-Q^{\min }+B \beta & \geq G \gamma \cdot \sin \theta+B \beta \cdot \cos \theta \\
& =\sqrt{(G \gamma)^{2}+(B \beta)^{2}} \cdot \cos (\theta-\Delta) \quad \text { where } \Delta=\tan ^{-1}\left(\frac{G \gamma}{B \beta}\right)
\end{aligned}
$$

After dividing both sides by $\sqrt{(G \gamma)^{2}+(B \beta)^{2}}$, we have

$$
\cos (\theta-\Delta) \leq \frac{-Q^{\min }+B \beta}{\sqrt{(G \gamma)^{2}+(B \beta)^{2}}}
$$

which implies

$$
\begin{equation*}
\theta \geq \cos ^{-1}\left(\frac{-Q^{\min }+B \beta}{\sqrt{(G \gamma)^{2}+(B \beta)^{2}}}\right)+\Delta \quad \text { or } \quad \theta \leq-\cos ^{-1}\left(\frac{-Q^{\min }+B \beta}{\sqrt{(G \gamma)^{2}+(B \beta)^{2}}}\right)+\Delta \tag{115}
\end{equation*}
$$

From the lower bound on $q_{2}^{\text {inj }}$, we can perform a similar derivation and arrive at

$$
\begin{equation*}
\theta \geq \cos ^{-1}\left(\frac{-Q^{\min }+B \beta}{\sqrt{(G \gamma)^{2}+(B \beta)^{2}}}\right)-\Delta \quad \text { or } \quad \theta \leq-\cos ^{-1}\left(\frac{-Q^{\min }+B \beta}{\sqrt{(G \gamma)^{2}+(B \beta)^{2}}}\right)-\Delta . \tag{116}
\end{equation*}
$$

Therefore, combining inequalities (115) and (116) leads to

$$
\begin{equation*}
\theta \geq \cos ^{-1}\left(\frac{-Q^{\min }+B \beta}{\sqrt{(G \gamma)^{2}+(B \beta)^{2}}}\right)+\Delta \quad \text { or } \quad \theta \leq-\cos ^{-1}\left(\frac{-Q^{\min }+B \beta}{\sqrt{(G \gamma)^{2}+(B \beta)^{2}}}\right)-\Delta . \tag{117}
\end{equation*}
$$

Furthermore, we assume that

$$
-\tan ^{-1}\left(\frac{B \beta}{G \gamma}\right) \leq \theta \leq \tan ^{-1}\left(\frac{B \beta}{G \gamma}\right)
$$

which is equivalent to

$$
\begin{equation*}
-\left(\frac{\pi}{2}-\Delta\right) \leq \theta \leq\left(\frac{\pi}{2}-\Delta\right) \tag{118}
\end{equation*}
$$



Figure 25: An example of two-bus network for which there are two global solutions to an instance of the homotopy-OPF.

Combining (117) and (118) and using the definition of $\alpha$ yields the final constraint on $\theta$ :

$$
\begin{equation*}
\alpha+\Delta \leq \theta \leq\left(\frac{\pi}{2}-\Delta\right) \quad \text { or } \quad-\left(\frac{\pi}{2}-\Delta\right) \leq \theta \leq-\alpha-\Delta \tag{119}
\end{equation*}
$$

This feasible region of $\theta$ is reflected in the feasible region of the real power injections, as shown in the bolded part of the ellipse in Figure 25. As illustrated in the figure, the two red points are real power injections, corresponding to $\theta=\alpha+\Delta$ and $\theta=-\alpha-\Delta$. Let the first red point, $\left(p_{1}^{\mathrm{inj}}, p_{2}^{\text {inj }}\right)$, be generated by $\theta=\alpha+\Delta$. Then, one can write:

$$
\begin{aligned}
p_{1}^{\mathrm{inj}} & =G \gamma+B \beta \cdot \sin \theta-G \gamma \cdot \cos \theta \\
& =G \gamma+B \beta \cdot \sin (\alpha+\Delta)-G \gamma \cdot \cos (\alpha+\Delta) \\
& =G \gamma+B \beta \cdot(\sin \alpha \cdot \cos \Delta+\alpha \sin \Delta)-G \gamma \cdot(\alpha \cos \Delta-\sin \alpha \cdot \sin \Delta) \\
& =G \gamma+\frac{B \beta}{|y|}(B \beta \cdot \sin \alpha+\alpha \cdot G \gamma)-\frac{G \gamma}{|y|}(\alpha \cdot B \beta-G \gamma \cdot \sin \alpha)
\end{aligned}
$$

Similarly, if we let the second red point $\left(\bar{p}_{1}^{\text {inj }}, \bar{p}_{2}^{\text {inj }}\right)$, be generated by $\theta=-\alpha-\Delta$, we have

$$
\bar{p}_{1}^{\mathrm{inj}}=G \gamma-\frac{B \beta}{|y|}(B \beta \cdot \sin \alpha+\alpha \cdot G \gamma)-\frac{G \gamma}{|y|}(\alpha \cdot B \beta-G \gamma \cdot \sin \alpha)
$$

Moreover, note that due to symmetry, $p_{2}^{\mathrm{inj}}=\bar{p}_{1}^{\mathrm{inj}}$ and $\bar{p}_{2}^{\mathrm{inj}}=p_{1}^{\mathrm{inj}}$. Define the following two functions:

$$
\begin{aligned}
& \Omega_{1}(\gamma, \beta) \equiv p_{1}^{\mathrm{inj}}-\bar{p}_{1}^{\mathrm{inj}}=\frac{2 B \beta}{|y|}(B \beta \cdot \sin \alpha+\alpha \cdot G \gamma) \\
& \Omega_{2}(\gamma, \beta) \equiv p_{1}^{\mathrm{inj}}+\bar{p}_{1}^{\mathrm{inj}}=2 G \gamma-\frac{2 G \gamma}{|y|}(-G \gamma \cdot \sin \alpha+\alpha \cdot B \beta)
\end{aligned}
$$

Recall that $P_{i}^{\mathrm{g}, \mathrm{b}}$ denotes the real power generation at bus $i$ obtained from the baseOPF solution. If the two points $\left(p_{1}^{\text {inj }}, p_{2}^{\text {inj }}\right)$ and $\left(\bar{p}_{1}^{\mathrm{inj}}, \bar{p}_{2}^{\mathrm{inj}}\right)$ are both globally optimal, their objective values must be equal. In other words,

$$
\left(p_{1}^{\mathrm{inj}}-\left(P_{1}^{\mathrm{g}, \mathrm{~b}}-P_{1}^{d}\right)\right)^{2}+c\left(p_{2}^{\mathrm{inj}}-\left(P_{2}^{\mathrm{g}, \mathrm{~b}}-P_{2}^{d}\right)\right)^{2}=\left(\bar{p}_{1}^{\mathrm{inj}}-\left(P_{1}^{\mathrm{g}, \mathrm{~b}}-P_{1}^{d}\right)\right)^{2}+c\left(\bar{p}_{2}^{\mathrm{inj}}-\left(P_{2}^{\mathrm{g}, \mathrm{~b}}-P_{2}^{d}\right)\right)^{2} .
$$

Rearranging the terms leads to

$$
(1-c)\left\{\left(p_{1}^{\mathrm{inj}}\right)^{2}-\left(\bar{p}_{1}^{\mathrm{inj}}\right)^{2}\right\}-2\left(P_{1}^{\mathrm{g}, \mathrm{~b}}-P_{1}^{d}\right)\left(p_{1}^{\mathrm{inj}}-\bar{p}_{1}^{\mathrm{inj}}\right)+2 c\left(P_{2}^{\mathrm{g}, \mathrm{~b}}-P_{2}^{d}\right)\left(p_{1}^{\mathrm{inj}}-\bar{p}_{1}^{\mathrm{inj}}\right)=0
$$

Finally, substituting the definition of $\Omega_{1}$ and $\Omega_{2}$, we arrive at

$$
(1-c) \cdot \Omega_{1}(\gamma, \beta) \cdot \Omega_{2}(\gamma, \beta)-2\left(P_{1}^{\mathrm{g}, \mathrm{~b}}-P_{1}^{d}\right) \cdot \Omega_{1}(\gamma, \beta)+2 c\left(P_{2}^{\mathrm{g}, \mathrm{~b}}-P_{2}^{d}\right) \cdot \Omega_{1}(\gamma, \beta)=0
$$

This completes the proof.

### 8.8 Computation of Participation Factors for Generator Outage

During the outage of one or more generators, a collection of other generators will increase their power generation in order to respond to the outage and meet power demand. The "participation factor" of a generator determines the portion of the generation response that is assigned to that generator. There are a variety of ways to compute participation factors, including scaling the participation factors based on the remaining power capacity. In Algorithm 8, we present one method for computing participation factors which is based on the topology of the network, i.e. it redirects generation from the outed generators to generators that supply the same set of buses as the outed generators in the base-OPF. This method is based on the work [48]. In our simulations of generator outages, we use this method for computing participation factors with Algorithm 7 .

## $\overline{\text { Algorithm } 8 \text { Calculation of Participation Factors for Power Redistribution at Contingency }}$ k

Given: (i) solution to base-OPF problem $\left(|v|, \theta, p^{g}, q^{g},\left\{\sigma_{k}\right\}\right)$
(ii) generators out in contingency $k: R_{k} \subset \mathcal{V}$

Compute real power flow for all $(i, j) \in \mathcal{E}$ in the base-case:

$$
p_{i j}=G_{i j}|v|_{i}^{2}-G_{i j}|v|_{i}|v|_{j} \cos \left(\theta_{i j}\right)+B_{i j}|v|_{i}|v|_{j} \sin \left(\theta_{i j}\right)
$$

Generate a directed graph $\mathcal{D}(\mathcal{V}, \mathcal{A})$ based on direction of power flow: $(i, j) \in \mathcal{A}$ if $p_{i j} \geq 0$
Use shortest path algorithm to compute the domain of each generator
Group the buses supplied by the same set of generators into commons $\mathcal{C}$ (see [48])
Use algorithm in [48] to determine the contribution $C_{r j}$ of each generator $r$ to common $j$
Remove contribution of generators that are out:
$C_{r j} \leftarrow 0 \quad \forall r \in R_{k}, \quad \forall j \in \mathcal{C}$
Distribute lost generation over generations that supply the same common:
for $j \in \mathcal{C}$ do
Define $C_{j}=\sum_{r} C_{r j}$
if $C_{j} \neq 0$ then
for $r \in \mathcal{V}$ do
$C_{r j} \leftarrow C_{r j} / C_{j}$
end for
end if
end for
Initialize participation factors: $\alpha_{r}^{g}=0$ for all $r \in \mathcal{V}$
Define participation factors based on contribution to common:
for $r \in R_{k}$ do
for $j \in \mathcal{C}$ do
$\alpha_{t}^{g} \leftarrow \alpha_{t}^{g}+C_{t j}$ for all generators $t$ in common $j$
end for
end for
Normalize the participation factors $\alpha^{g}$ so that $\sum_{r \in \mathcal{V}} \alpha_{r}^{g}=1$
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[^0]:    ${ }^{1}$ This dissertation includes materials from [2], [3], [4] and [5] that are previously published.

[^1]:    ${ }^{2}$ Note that, by definition, the edge set of an induced subgraph of $\mathcal{G}=(\mathcal{V}, \mathcal{E})$ consists of all edges in $\mathcal{E}$ that have both endpoints in the node set of the induced graph [37].

[^2]:    ${ }^{3} \mathrm{~A}$ graph is called 2-vertex-connected if it is connected after the deletion of any single vertex.

[^3]:    ${ }^{4} \mathrm{~A}$ directed tree is called a trinomial tree if there is a root node and each non-leaf node has exactly three descendant nodes.

[^4]:    ${ }^{5}$ The rank of a differentiable mapping is the rank of its Jacobian.

