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Abstract

Subclinical leaflet thrombosis (SLT) is a potentially serious complication of aortic

valve replacement with a bioprosthetic valve in which blood clots form on the

replacement valve. SLT is associated with increased risk of transient ischemic

attacks and strokes and can progress to clinical leaflet thrombosis. SLT following

aortic valve replacement also may be related to subsequent structural valve deteri-

oration, which can impair the durability of the valve replacement. Because of the

difficulty in clinical imaging of SLT, models are needed to determine the mecha-

nisms of SLT and could eventually predict which patients will develop SLT. To

this end, we develop methods to simulate leaflet thrombosis that combine fluid–
structure interaction and a simplified thrombosis model that allows for deposition

along the moving leaflets. Additionally, this model can be adapted to model depo-

sition or absorption along other moving boundaries. We present convergence

results and quantify the model's ability to realize changes in valve opening and

pressures. These new approaches are an important advancement in our tools for

modeling thrombosis because they incorporate both adhesion to the surface of the

moving leaflets and feedback to the fluid–structure interaction.
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1 | INTRODUCTION

Subclinical leaflet thrombosis is a potentially serious complication of bioprosthetic aortic valve replacement and may
occur following either surgical or transcatheter aortic valve replacement. Although bioprosthetic heart valves (BHVs)
are remarkably less thrombogenic than mechanical heart valves (MHVs), clinical valve thrombosis can occur as a
life-threatening complication. Recent studies1–3 have suggested that the rate of subclinical leaflet thrombosis (SLT) is
as high as 13%–38%.4 SLT is associated with increased risk of transient ischemic attacks and strokes, acute myocar-
dial infarction, and accelerated valve deterioration.5 Further, if left untreated, SLT can progress to clinical valve
thrombosis. While a cardiac computed tomography (CT) scan can detect SLT, predicting which patients will develop
SLT is currently not possible. Accordingly, there is a need for computational tools to model the fluid–structure and
biochemical interactions that predispose a particular patient to develop SLT.

Prior work to model leaflet thrombosis has focused on computational fluid dynamics (CFD) simulations of blood
flow through the valve. Plitman Mayo et al6 performed CFD experiments of deployed transcatheter aortic valve replace-
ments to determine areas of stagnated blood flow, suggesting possible sites of thrombosis formation. Vahidkhah et al7

compared blood residence times behind the coronary and non-coronary leaflets after a transcatheter aortic valve
replacement (TAVR) procedure and determined similar residence times for all the leaflets. Kivi et al8 performed two
dimensional fluid–structure interaction (FSI) simulations with leaflets of varying stiffness. A common finding in CFD
and FSI simulations is the presence of stagnant regions in the aortic sinus, where blood clots are thought to form.
Hatoum et al9 combined a CFD model of flow through patient specific geometry post-TAVR with a reduced order
model that predicted thrombus growth based on the wall shear stress and percent stasis volume measurements. While
they were able to determine a correlation between circulation and amount of thrombosis, they concluded that finer flow
metrics or FSI analysis are needed to fully predict thrombosis.

Mathematical and computational models of thrombosis have also been developed, but methods suitable for
modeling thrombosis on dynamic flexible structures, which is critical for describing leaflet thrombosis, are lacking.
Fogelson et al10,11 developed a model of intravascular platelet deposition and determined the sensitivity of thrombus
formation due to various chemical and platelet factors. Du and Fogelson12 developed a multiphase model of platelet
aggregation in which the thrombus is modeled as a viscoelastic fluid. This model can be seen as an extension of
models by Fogelson and Guy13 that were created to study thrombus formation in a moving fluid. Models describing
flowing platelets and platelet deposition onto a stationary vessel wall have been developed using a variety of multi-
scale modeling and computational approaches.14–17 These models describe both fluid-phase transport of platelets and
the influence of platelet deposits on the hemodynamics through and near the deposits. In these models, the platelets
deposit over stationary surfaces. However, to our knowledge, no thrombosis model has yet been developed that
allows for thrombus growth on a surface whose motion is determined by solving an FSI problem, for example, a heart
valve leaflet.

There are several models that couple the advection and diffusion of chemical species and their sources from
immersed boundaries.18–20 Typically, these models use sources that are then spread from the immersed boundary
to the surrounding fluid using the regularized delta function. Restricting species from diffusing across the interface
remains a challenge. While many different methods have been proposed to restrict diffusion and enforce Robin
boundary conditions across a moving interface,21–25 there are far fewer that have tested the method in the context
of an immersed boundary model. Chen and Lai26 used a diffuse domain approach to model absorption of surfac-
tants on a surface. Their approach is based on the methods introduced by Li et al27 who demonstrated that this
method enforces the boundary condition at first order accuracy. In the methods used herein, we enforce a bound-
ary condition without smoothing the interface, leading to second order accuracy up to and including the
boundary.28

The present study introduces new numerical methods to simulate the deposition of material onto thin moving leaf-
lets. The leaflet and fluid motion are determined through an FSI calculation and the material deposition feeds back
onto the FSI calculation by modifying the leaflet's mechanical properties. While we refer to the fluid as blood and the
deposited material as platelets, the current paper deals only with a prototype of a situation that would arise in modeling
leaflet thrombosis. In a complete model of leaflet thrombosis, the deposited material would consist of platelets, fibrin,
and potentially other inflammatory cells. The model would include mechanisms for activating platelets through contact
with the leaflet surface, exposure to high shear stress, or encounter of soluble platelet agonists.12,29,30 It would also
include treatment of coagulation biochemistry11,31–33 coupled with fibrin polymerization.34,35 The current work is a
major step towards simulating the dynamics of such a model.
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2 | CONTINUOUS EQUATIONS

We consider an FSI model of thrombus formation on the aortic valve leaflets. The valve geometry is created via slicing
a three-dimensional reconstruction of a typical trileaflet aortic valve, as will be discussed further in section 3.1. In this
simplified model, fluid phase platelets can bind to the leaflet surface while the surface-bound platelets stiffen the leaf-
lets and can also dissociate back into the fluid.

2.1 | Fluid–structure interaction

The fluid–structure system is modeled using the immersed finite element/finite difference method.36 In this approach,
a fixed computational domain Ω is partitioned into a time-dependent fluid subdomain Ωf

t and a time-dependent solid
subdomain Ωs

t , so that Ω¼Ωf
t [Ωs

t . The fluid domain is further subdivided into the lumen Ωf�
t (i.e., the space occupied

by the blood, in which platelets are free to advect and diffuse) and the space outside the aortic root Ωfþ
t , with

Ωf
t ¼Ωf�

t \Ωfþ
t ; see Figure 1. We denote Eulerian physical coordinates with x. The solid domain is tracked using

Lagrangian material coordinates X, and the mapping between the reference and current coordinates is χ X, tð Þ. The
motion of the fluid–structure system is described by

ρ
∂u x, tð Þ

∂t
þu x, tð Þ �ru x, tð Þ

� �
¼�rp x, tð Þþμr2u x, tð Þþ f x, tð Þ, ð1aÞ

r �u x, tð Þ¼ 0, ð1bÞ

f x, tð Þ¼
Z
Ωs

0

F X, tð Þδ x�χ X, tð Þð ÞdX, ð1cÞ

FIGURE 1 The domain is decomposed into a solid subdomain Ωs
t (denoted in the black and tan curves) and a fluid subdomain Ωf

t ,

which itself is partitioned into interior subregion Ωf�
t , which corresponds to the lumen, and an exterior subregion Ωfþ

t , which corresponds to

the space outside the vessel. The lumen boundary Γf�
t ¼ ∂Ωf�

t is composed of regions where platelet binding can occur (shown in blue) and

no penetration conditions for the platelets (shown in red). The inlet to the domain is the left ventricle outflow tract (LVOT) and the outlet is

the ascending aorta. Boundary conditions at the inlet are determined using a time-dependent elastance based model of the heart, including

the left ventricle (LV), mitral valve (MV), and the left atrium (LA). The outlet boundary conditions are determined using a three element

Windkessel model37,38
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∂χ
∂t

X, tð Þ¼
Z
Ω
u x, tð Þδ x�χ X, tð Þð Þdx¼u χ X, tð Þ, tð Þ, ð1dÞ

in which u x, tð Þ and p x, tð Þ are the Eulerian velocity and pressure, respectively, f x, tð Þ is the Eulerian force density,
F X, tð Þ is the Lagrangian force density, which is determined in a manner specfied below, and δ xð Þ is the Dirac delta
function. The fluid density ρ and viscosity μ are assumed to be constant. Equations (1a) and (1b) are the well-known
Navier–Stokes equations and hold across the entire computational domain Ω. Equations (1c) and (1d) couple the
Lagrangian and Eulerian variables. The integral in Equation (1c) is over the reference configuration of the solid sub-
domain while that in Equation (1d) is over the entire computational domain.

For the current study, the aortic walls are treated as approximately rigid while the valve leaflets are elastic and
deformable. For rigid structures, we use a penalty formulation that is intended to tether the structure in place using the
force

F X, tð Þ¼ κ X�χ X, tð Þð Þ, ð2Þ

in which κ is the stiffness parameter.39 In practice, we choose κ to be the largest stable value permitted by the numerical
scheme so that the structure's motion is minimized.

For elastic structures which in this study are the valve leaflets, the response is given by the first Piola-Kirchhoff
stress P, which is determined from a strain-energy function Ψ ð Þ via P¼ ∂Ψ

∂ , in which ¼ ∂χ
∂X is the deformation gradi-

ent tensor. Following the immersed finte element/difference approach of Vadala-Roth et al,40 we split the strain energy
functional into deviatoric and dilational parts, Ψ ð Þ¼W 

� �
þU Jð Þ, in which J ¼ det is the Jacobian of the deforma-

tion tensor and ¼ J�1=3. In what follows, we choose the dilational part of the energy to be

U Jð Þ¼ κstab
2

logJð Þ2, ð3Þ

in which κstab is the numerical bulk modulus. The Lagrangian force density is then computed by requiring

Z
Ωs

0

F X, tð Þ �V Xð ÞdX¼�
Z
Ωs

0

P X, tð Þ :rXV Xð ÞdX, ð4Þ

for all smooth test functions V Xð Þ.
The leaflets are modeled as a hyperelastic material that follows an exponential neo-Hookean model.41,42 The

deviatoric strain energy functional for this model is given by

W 
� �

¼C10 eC01 I1�3ð Þ �1
� �

, ð5Þ

in which C10 and C01 are material constants and I1 is the first deviatoric strain invariant of the modified right Cauchy-
Green tensor, I1 ¼ tr C

� �
, which is defined in terms of the modified deformation tensor, C¼

T
. The material parame-

ter C10 is set to be a function of the bound platelet concentration, as described in section 2.3.

2.2 | Boundary conditions

We use reduced order models to determine pressure-flow relationships in the ascending aorta and left ventricular out-
flow tract (LVOT); see Figure 1. These reduced order models are connected to the FSI model through boundary condi-
tions imposed on the fluid.37,38 We use a coupling scheme in which the net flow rate through each of the boundary
surfaces serves as an input to the corresponding reduced order model. In turn, each reduced order model determines a
pressure that is prescribed on the corresponding boundary surface. The net flow rate through the LVOT boundary is
the integral of the vertical component of the velocity over the portion of the bottom boundary of the computation
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domain between the vessel walls. The net flow rate for the aortic boundary is defined in a similar way. On the remain-
der of the computational domain's boundary, we use zero velocity boundary conditions.

We use a three-element Windkessel model43 for the downstream reduced order model that models the aortic
outflow,

C
dPWk

dt
¼QAo�

PWk

Rp
, ð6Þ

PAo ¼ PWkþQAoRc, ð7Þ

in which C is the compliance, Rc is the characteristic resistance, Rp is the peripheral resistance, PWk is the Windkessel
pressure, QAo is the computed volumetric flow rate at the outlet of the ascending aorta, and PAo is pressure at the outlet
of the ascending aorta which is then prescribed as a boundary condition for the fluid.

For the upstream model to model the inflow from the heart, we employ a time-dependent elastance-based left heart
model,43

d CLAPLAð Þ
dt

¼Qvein�QMV, ð8Þ

d CLVPLVð Þ
dt

¼QMV�QLVOT, ð9Þ

PLVOT ¼ PLV�QLVOTRLVOT, ð10Þ

QMV ¼
0, if PLA ≤PLV,
PLA�PLV

RMV
, if PLA >PLV,

8<
: ð11Þ

in which CLA and CLV are the time-dependent compliances of the left atrium and left ventricle, respectively. RLVOT and
RMV are the resistances of the LVOT and mitral valve, the latter of which is modeled as a diode. PLA, PLV, and PLVOT are
the left atrial, left ventricular, and the LVOT pressures, and Qvein, QMV, and QLVOT are the volumetric flow rates of the
pulmonary veins, mitral valve, and LVOT. In this model, Qvein is prescribed as a constant inflow rate into the left
atrium. QLVOT is the computed flow rate at the inlet of the computational domain. PLVOT is then prescribed as a bound-
ary condition for the momentum Equation (1a). We determine the time-dependent compliances C tð Þ from specified
elastance functions E tð Þ via C tð Þ¼ 1=E tð Þ. We use the “two-Hill” elastance waveform given by Mynard et al44

E tð Þ¼ Emax �Eminð Þα tð ÞþEmin , ð12Þ

α tð Þ¼
k g1
1þg1

1
1þg2

max g1
1þg1

, 1
1þg2

� � , ð13Þ

gi ¼
t
τi

� �mi

: ð14Þ

We use the elastance parameters in E tð Þ for the left atrium from Mynard et al.44 The remaining parameters are fit to
experimental measurements of human aortic pressures PAo and aortic flow rates QAo from Murgo et al45 by taking the
experimental measurements of QAo as input to the Windkessel model, and comparing the resulting values of PAo to its
experimental values. We calculate the best-fit parameters to data from Murgo et al45 for a “Type A” beat for the
upstream model. The downstream model is fit using the corresponding downstream data from Murgo et al.45 The fits
were created using MATLAB's fmincon, a nonlinear optimization tool.
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2.3 | Mass deposition model

We couple the FSI model to a mass deposition model that includes a fluid-phase cf x, tð Þ concentration measured per
unit volume and a surface-bound Cb X, tð Þ concentration field measured per unit reference area. Although this model
does not include the cellular and biochemical interactions describing thrombosis, it does include fields which we view
as platelet populations, and the conversion of fluid-phase platelets in cf to surface-bound platelets in Cb as platelet
adhesion. The fluid-phase species diffuses and advects with the local fluid velocity in the interior fluid domain Ωf�

t and
can be converted into the surface-bound species along the boundary Γt �Γf�

t ¼ ∂Ωf�
t . In the results presented in sec-

tion 4, Γt is the downstream side of one or both of the leaflets. The surface-bound species moves with the structure and
can dissociate to become the fluid-phase species. The model equations are

∂cf x, tð Þ
∂t

þu x, tð Þ �rcf x, tð Þ¼Dr2cf x, tð Þ, x�Ωf�

t , ð15aÞ

∂cf x, tð Þ
∂n

¼ 0, x�Γf�

t nΓt, ð15bÞ

�D
∂cf x, tð Þ

∂n
¼ kon Cmax

b �Cb χ X, tð Þ, tð Þ
� �

Jscf x, tð Þ

�koffCb χ X, tð Þ, tð ÞJs, x�Γt, ð15cÞ

∂Cb X, tð Þ
∂t

¼ kon Cmax
b �Cb X, tð Þ

� �
cf χ X, tð Þ, tð Þ

�koffCb X, tð Þ, X�Γ0, ð15dÞ

in which D is the diffusion coefficient, kon and koff are the reaction rates for adhesion and dissociation, respectively,
Cmax
b is the carrying capacity of Cb per unit undeformed area along the boundary Γ0, and Js ¼ da

dA is the surface Jacobian,
which is the ratio of reference and current areas. The first term on the right hand side of Equation (15c) gives the rate
of binding of fluid-phase platelets with concentration cf to the valve leaflet where the available binding sites have sur-
face density Cmax

b �Cb χ X, tð Þ, tð Þ
� �

Js with respect to the current leaflet configuration. The second term gives the rate at
which absorbed platelets with surface density Cb χ X, tð Þ, tð ÞJs detach from the leaflet.

To model the effect of thrombosis on the valve leaflets, we set the stiffness coefficient of the leaflets C10 to be a func-
tion of the surface concentration Cb X, tð Þ. Because Cb X, tð Þ is defined only on the surface of the leaflet, we use a har-
monic interpolation procedure to extend the surface concentration into the interior of the leaflet, where the Lagrangian
forces are calculated. Specifically, we solve Laplace's equation

r2Cin
b X, tð Þ¼ 0, X�Ωleaf

0 , ð16Þ

Cin
b X, tð Þ¼

Cb X, tð Þ, if X�Γ0,

0, otherwise,

�
ð17Þ

in which Ωleaf
0 is the leaflet domain in the initial configuration. Having found Cin

b X, tð Þ, we then set the stiffness of the
leaflet to be

C10 X, tð Þ¼Cbase
10

βþ1
2

�β�1
2

cos
πCin

b X, tð Þ
Cmax
b

� �� �
, ð18Þ

in which Cbase
10 is the stiffness with no accumulation and βCbase

10 is the maximum stiffness.
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The parameters of the mass deposition model are chosen so that the reactions occur on a similar time scale as the
fluid–structure interactions. These values are several orders of magnitude larger than those used in a similar thrombosis
model described previously.13,32 Use of physiologically relevant reaction rates would require performing simulations
over thousands of computational cycles, which is currently not feasible. We are actively working on a temporal multi-
scale method to meet this challenge and allow use of realistic reaction rates.

3 | COMPUTATIONAL MODELS AND NUMERICAL METHODS

The model is implemented in IBAMR, which provides implementations of the immersed boundary method and several
of its extensions along with support for adaptive mesh refinement.46 IBAMR utilizes libMesh for the finite element rep-
resentation of the structural deformations47 and PETSc for linear solvers.48–50 Support for structured adaptive mesh
refinement is provided by SAMRAI.51 While the model can be naturally extended to three spatial dimensions, we
describe the numerical implementation and results in two spatial dimensions.

3.1 | Imaged model and mesh generation

Our two-dimensional aortic root geometry is informed by a three-dimensional patient-specific aortic root model based on pre-
procedural computed tomography (CT) image data of a female patient preparing for aortic valve replacement at UNC Medical
Center. The images used in this study were obtained under a protocol approved by the UNC Institutional Review Board (study
number 18-0202). The CT scan was performed using a Siemens SOMATOM Definition CT Scanner with an image resolution
of 512�512�226 and a voxel size of 0:441mm�0:441mm�0:6mm. The patient images are segmented by a semi-
automated method in ITK-SNAP,52 which implements an active contour model that minimizes an energy functional of
voxel intensities.52 The aortic root measures 28mm in diameter and 7:68 cm in length, and the thickness of the aortic
wall is 1:0mm. The inflow boundary of the model is truncated at the LVOT, and the outflow boundary of the model is
truncated downstream of the aortic valve before the first arterial bifurcation. Artificial circular extensions in the three
dimensional model are added at both boundaries using SOLIDWORKS (Dassault Systèmes SOLIDWORKS Corporation,
Waltham, MA, USA) to simplify the application of boundary conditions to the computational model. The radius of the
vessel at both truncations is 21mm. Idealized BHV leaflets with a thickness of 0:7mm are created based on the mea-
surements from Sahasakul et al53 and trimmed to fit within the reconstructed aortic root in SOLIDWORKS. To derive
our two-dimensional aortic root geometry from the three-dimensional model, we extract a slice through the diameter of
the aorta using Coreform Cubit (Computational Simulation Software, LLC, American Fork, UT, USA), which is a soft-
ware application based on CUBIT from Sandia National Laboratory. We then use Cubit to smooth the angles in both
the aortic root and leaflet surfaces and to generate structural meshes consisting of triangular elements.

3.2 | Fluid–structure interaction

The fluid Equations (1a) and (1b) are solved using a second-order Cartesian staggered-grid finite difference method.
The nonlinear term is approximated using a piecewise parabolic method.54 The resulting saddle point system is solved
using GMRES with a projection method as a preconditioner.55

The solid subdomain Ωs
t is discretized using C0 finite elements. A triangulation T h of the structure is constructed.

The size of each element in the triangulation is chosen so that there is approximately one node per Cartesian grid cell.
On T h, we define Lagrangian basis functions ϕl Xð Þf gml¼1, in which m is the total number of nodes in the triangulation.
We approximate the structural deformation and force using the basis functions via

χ X, tð Þ¼
Xm
l¼1

χl tð Þϕl Xð Þ, ð19Þ

F X, tð Þ¼
Xm
l¼1

Fl tð Þϕl Xð Þ: ð20Þ
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Coupling between the fluid and structure is mediated using regularized delta functions in Equations (1c) and (1d).
Recently, Lee and Griffith39 suggested using delta functions with smaller support for structures in shear driven regimes.
Therefore, in this work, we use the three-point B-spline kernel for the flexible valve leaflets, and a two-point piecewise
linear kernel for the nearly rigid walls of the aortic root.

3.3 | Mass deposition model

The fluid phase concentration field is approximated using a hybrid semi-Lagrangian cut-cell method.28 For brevity, we
omit the details and only highlight the changes of the discretization. To summarize, we split Equation (15) into an
advection step,

∂cf x, tð Þ
∂t

þu x, tð Þ �rcf x, tð Þ¼ 0, x�Ωf�

t , ð21Þ

and a diffusion step,

∂cf x, tð Þ
∂t

¼Dr2cf x, tð Þ, x�Ωf�

t , ð22Þ

along with the boundary conditions Equations (15b) and (15c) and the surface concentration Equation (15d). During
the diffusion step, the domain Ωf�

t is assumed to be fixed. The advective step is treated with a semi-Lagrangian method
using polyharmonic splines to reconstruct the function cf x, tð Þ. The diffusion step is treated with a cut-cell finite volume
method. The surface concentration Cb X, tð Þ is solved for by extrapolating the fluid-phase field cf x, tð Þ to the boundary
and approximating the ODE in Equation (15d).

3.3.1 | Diffusion

To approximate the diffusion step in Equation (22), we employ a cut-cell finite volume method in which the domain
Ωf�

t is considered fixed for the duration of this step. Integrating Equation (22) over a grid cell ci,j that is entirely or par-
tially interior to Ωf�

t and dividing by that cell's volume, we obtain

1

jci,j\Ωf�
t j

Z
ci,j \Ωf�

t

∂cf x, tð Þ
∂t

dx¼ 1

jci,j\Ωf�
t j

Z
ci,j \Ωf�

t

DΔcf x, tð Þdx: ð23Þ

We define Cf,i,j as the cell average of cf x, tð Þ in the cell ci,j\Ωf�
t . Replacing the cell average in the left hand side of

Equation (23) and employing the divergence theorem on the right hand side, we obtain

dCf ,i,j

dt
¼ 1

jci,j\Ωf�
t j

Z
∂ ci,j \Ωf�

tð Þ
D
∂cf x, tð Þ

∂n
dA: ð24Þ

The integral in Equation (24) consists of two parts, an integral over the boundary Γf�
t that is interior to cell ci,j and

an integral over the portion of the boundary of the cell ci,j that is interior to Ωf�
t . The first type consists of an integral

over the physical boundary and using the provided boundary conditions in Equations (15b) and (15c), can be computed
using techniques described in the next section. The second integral is discretized using second order finite differences.
This discretization requires the computation of the cut cell volume jci,j\Ωf�

t j, which is described in section 3.3.4.
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3.3.2 | Surface reactions

Along part of the surface Γf�
t , we allow for binding of the fluid-phase species to the boundary and for unbinding of the

surface-bound species into the fluid, as described by Equations (15c) and (15d). We extract a boundary mesh represen-
ted by C0 elements from the volumetric leaflet mesh as described in section 3.2. We maintain a representation of both
the surface concentration Cb X, tð Þ per unit reference area and the fluid concentration cf,b X, tð Þ per unit volume
restricted to the boundary. These values are represented using Lagrangian basis functions ψ l Xð Þf gnbdl¼1 in which nbd is
the number of nodes of the boundary mesh. We note these are the same basis functions used for the structural deforma-
tion, but restricted to the surface. The concentrations along the boundary are accordingly

Cb X, tð Þ¼
Xnbd
l¼1

Cl
b tð Þψ l Xð Þ, ð25Þ

cf ,b X, tð Þ¼
Xnbd
l¼1

clf ,b tð Þψ l Xð Þ: ð26Þ

The values clf ,b are found by using a radial basis function (RBF) interpolant as described in section 3.3.3 to extrapo-
late the values of cf x, tð Þ to the surface nodes. The nodal values Cl

b are found by solving the ODE in Equation (15d)
using a two stage Runge Kutta method.

This finite element representation allows for easy evaluations of the flux defined in Equation (15c) from the bound-
ary to the fluid. To evaluate this flux, we require the value of the Jacobian Js¼ da

dA that converts areas in the reference
configuration to areas in the current configuration. Because we are using a C0 representation of the surface, the Jaco-
bian is discontinuous at nodes. To obtain a continuous representation, we project Js onto the finite element basis.56 In
practice, this amounts to computing the Jacobian at quadrature points along the surface.

3.3.3 | Reconstructions

Both the semi-Lagrangian step and the surface reactions involve reconstructing cf x, tð Þ at various points bx in the compu-
tational domain. The details of the reconstruction procedure depend on where the reconstruction is being performed
within this domain. Away from the boundary, we use the four closest grid points to bx to form a bilinear interpolant. If
there are too few points to form the bilinear interpolant (e.g., near cut-cells), we use an RBF interpolant.57,58 The RBF
interpolant is constructed via a polyharmonic spline

q xð Þ¼
Xk
j¼1

λj k x�xjkmþ
Xs

j¼1

βjpj xð Þ, ð27Þ

in which m is an odd integer and pj xð Þ form a set of s polynomial basis functions. The total number of points in the
stencil k is chosen so that k¼ 2mþ1. The points xj are the k closest points to the location bx. We find the coefficients λj
and βj by requiring

q xj
� �

¼ f j for j¼ 1,…,k, ð28aÞ

Xs

i¼1

λipi xj
� �

¼ 0 for j¼ 1,…,k: ð28bÞ

Equation (28a) are the interpolation conditions, and Equation (28b) are the orthogonality conditions to ensure a
unique interpolant. This results in a linear system for the coefficients, which is solved using a QR algorithm. In our
computations, we set the integer m¼ 3 and use up to quadratic polynomials.
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3.3.4 | Cut cell geometries

In the cut-cell finite volume discretization of Equation (22), we require the computation of the geometries of cells cut by the
boundary Γf� . We denote the node of a Carteisan grid cell by xiþ1

2,jþ1
2
. To find cut cell volumes, we first calculate the

signed distance function to the surface at each node xiþ1
2,jþ1

2
. To do this, we first find intersections of the C0 representa-

tion of the immersed structure with the background Eulerian grid, and for each element of the immersed structure, we
calculate outward facing normals. We note that this requires a consistent traversal (e.g., counter-clockwise) of the struc-
ture to ensure a consistent facing normal. Then, for each cell node xiþ1

2,jþ1
2
of the background grid, we find the projection

of the point onto each element and compute its distance from xiþ1
2,jþ1

2
. If multiple minimal distance projections exist, we

use the angle weighted average of the projections.59 The sign of the distance is computed using the previously computed
structure normal. Once we have the signed distances at each cell node, we can compute partial cell volumes. Following
Min and Gibou,60 we compute cell volumes by decomposing the cell into simplices, for which analytic formulas for the
volume exist.

3.4 | Time stepping

In summary, the steps to advance the solution from time tn to time tnþ1 are:

1. Compute the cut cell geometries.
2. Perform a half step of the diffusion solve, evolving both the fluid-phase and the structure-bound concentration

fields.
3. Solve the Navier–Stokes equations and update the position of the immersed structure.
4. Update the cut cell geometries using the new position of the immersed structure.
5. Perform a full step of the semi-Lagrangian method, using the velocities from the Navier–Stokes solve.
6. Perform a half step of the diffusion step, evolving the fluid-phase and surface-bound concentrations.

Our use of an explicit time stepping scheme for several of these steps limits our time step size to resolve the fastest
time scale. In this case, the fastest time scale is that of the leaflet elasticity. We determine an empirical scaling relation-
ship between the time step size and the stiffness of the leaflet that maintains numerical stability under increasing leaflet
stiffness. Specifically, we choose the time step such that

Δt¼ Ctsffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
max C10ð Þ

p , ð29Þ

in which Cts is chosen to be as large as possible.

4 | RESULTS

Table 1 provides the values of all relevant physical and numerical parameters. At t¼ 0 s, the initial fluid phase concen-
tration cf is set to be 1 throughout the domain Ωf�

t . During the first two cycles, the binding and unbinding coefficients,
kon and koff , are set to zero; afterward they are reset to their non-zero values. We emphasize that the binding and
unbinding coefficients and the diffusion coefficient are artificially increased by several orders of magnitude compared
to other clotting models13,32 to ensure that sufficient binding can occur within the duration of the simulation.

4.1 | Convergence study

The flow regime during peak systole is turbulent, with the largest Reynolds number being approximately 5000. Because
of the chaotic nature of the simulation, convergence of the numerical method is not well defined. Small changes in the
simulations (e.g., grid spacing and time step size) can lead to large changes in the flow velocities. Further, the fluid-
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phase and surface concentrations and hence the stiffness of the leaflets is directly affected by the turbulent flow. There-
fore, to assess the accuracy of the simulation, we compare the average fluid velocity near peak systole across grid sizes.
We modify the model to use a parabolic velocity profile which corresponds to three-quarters systole. We generate three
different resolutions of meshes with maximum element edge lengths of 0.32, 0.24, and 0.18 mm, which correspond to
2, 3, and 4 elements across the width of the leaflets, respectively. The background Cartesian grid is refined such that
there is approximately one structural mesh node per grid cell. The modified model is then run without accumulation.
Figure 2 shows the average fluid velocity from time t¼ 0:5 s to a final time T¼ 3:5 s. We observe consistent values
across all grid resolutions tested. While convergence is not clear, we expect the average flow velocity to show conver-
gence in the limit as T!∞. In the full model, we do observe grid independence of the surface concentration field.
Figure 3 shows the total normalized bound concentration

R
Γ0
Cb X, tð Þ=Cmax

b dX for all three grid resolutions. For the
results presented below, we use the coarse mesh, consisting of two elements across the leaflet.

4.2 | Leaflet deposition

Figure 4 shows normalized fluid-phase concentrations cf=cmax
f and velocity magnitude snapshots from the last cycle of

a simulation with deposition only on the right leaflet. At the times of these plots, the right leaflet is substantially stiffer
than the left, and the predominant flow through the valve is shifted towards the left leaflet. Figure 5 shows normalized
fluid-phase concentrations cf=cmax

f and velocity magnitude snapshots with deposition on both leaflets. Here, both leaf-
lets become stiff and open less over time. We observe higher velocity magnitudes when deposition occurs on both leaf-
lets as opposed to a single leaflet.

To assess the opening of the valve, we project the leaflets onto the valve ring, as shown in Figure 6A. The opening
area is then normalized by the area of the fully open valve. Figure 6B shows the normalized open valve area over each
cycle for deposition on both leaflets, as we increase the maximum stiffness factor β. For lower maximal stiffnesses, we
observe similar normalized open valve areas compared to a simulation with no deposition. For larger maximum stiff-
ness, we observe a smaller normalized open valve area as more deposition occurs. Figure 6C compares the normalized
open valve area for deposition on both leaflets versus on only the right leaflet for the same maximum stiffness. When

TABLE 1 Values of the parameters used in the simulation

Structure parameters
Deposition and fluid
parameters

κ 20.17 GPa
cm2 kon 0.03321 cm3

s platelet

kstab 58.4 MPa koff 0.01 1
s

C01 3.25 D 0.1 cm2

s

Cmin
10

2.264 MPa Cmax
b 1:41�107 plateletcm2

β Varies between 1�600 cmax
f 1:5�105 plateletcm3

ρ 1 g
cm3

μ 0.035 g
cm s

Boundary model
parameters

Rp 0.9046 mmHg s
mL τ1,LA 0.09789 s

C 1.950 mL
mmHg τ1,LV 0.0887 s

Rc 0.042 mmHg s
mL m1,LA 1.32

Qvein 6.2 L
min m1,LV 2.404

QLVOT 0.015 mmHg s
mL τ2,LA 0.1602 s

RMV 0.005 mmHg s
mL τ2,LV 0.4461 s

Emax,LA 0.17 mmHg
mL m2,LA 13.1

Emin,LA 0.08 mmHg
mL m2,LV 20.952

Emin,LV 0.0265 mmHg
mL Emax,LV 0.16 mmHg

mL
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deposition occurs on only the right leaflet, the normalized open valve area still decreases compared to no accumulation,
but does not realize as dramatic reductions as when deposition on both leaflets is allowed. The left leaflet, which has a
constant stiffness over time, compensates and opens more as the right leaflet stiffens.

Figure 7 shows the maximum and minimum normalized accumulations CbJs=Cmax
b across the leaflet. Because the

diffusion coefficient is large compared to the reaction rates, there is always sufficient fluid-phase platelets to bind to the
leaflets, and accordingly, a consistent rate of binding to the surface and an increasing surface concentration as the simu-
lation progresses. By the end of the simulation, bound platelets occupy approximately 23% of the carrying capacity. The
minimum concentration periodically jumps while the maximum concentration is monotonically increasing. The peri-
odic jumps are due to the physical location of the minimum and maximum which affects the amount of platelets per

(A)

(B) (C)

(D) (E)

FIGURE 2 To assess convergence, we perform simulations at approximately three-quarters systole, and we compute the average

velocity from time T¼ 0:5 s to time T¼ 3:5 s. Panel (A) shows the average fluid velocity magnitude across the time interval. Panels (B–E)
show slices of the average fluid velocity magnitude for three different grid resolutions. The coarsest grid is shown in light blue, the medium

grid is shown in blue, and the finest grid is shown in black. We observe consistent values across all grid resolutions tested

FIGURE 3 The total normalized accumulation
R
Γ0
Cb X, tð Þ=Cmax

b dX over time for three different mesh sizes. Although we do not expect

pointwise convergence of the fluids phase concentration and velocity fields for the turbulent flow regime considered in this study, we do

observe grid independence of the bound concentration field
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FIGURE 4 For a simulation in which deposition happens only on the right leaflet, snapshots during (A) middle of diastole, (B) peak

systole, (C), end systole, and (D) middle of diastole the last cycle showing (top) the normalized fluid-phase concentration cf=cmax
f and surface

concentration CbJs=Cmax
b and (bottom) the fluid velocity magnitude. This simulation uses β¼ 600. Notice that the right leaflet is

considerably stiffer than the left one and that the fluid concentration cf is depleted in and downstream of the aortic sinus. See supplementary

movie S1

FIGURE 5 For a simulation in which deposition happens on both leaflets, snapshots during (A) middle of diastole, (B) peak systole, (C),

end systole, and (D) middle of diastole in the last cycle showing (top) the normalized fluid-phase concentration cf=cmax
f and normalized

surface concentration CbJs=Cmax
b and (bottom) the fluid velocity magnitude. This simulation uses β¼ 600. Notice that both leaflets stiffen in

this simulation and that the peak velocity magnitudes are larger than those in Figure 4. See supplementary movie S2
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current area. The minimum occurs near the position where the leaflet attaches to the aortic wall. This location sees the
largest changes in area as the valve opens. The maximum concentration is found on the tips of the leaflet, which move
through regions of high fluid-phase concentration. The tip of the leaflets deform less than the rest of the leaflet upon
opening and closing of the valve, leading to a steadily increasing surface bound concentration field. While the fluid-
phase concentration cf is not completely depleted, we do observe reductions in the concentration than initially.

Figure 8 shows the velocity magnitude during the final cycle near peak systole. We observe a vortex in the sinus
region that grows in strength as we increase the maximum stiffness. This vortex is not present when accumulation
occurs exclusively on the right leaflet, but is present when there is no accumulation.

4.3 | Pressures and flow rates

Here, we quantify the valve's resistance to the flow at different maximum stiffnesses. We measure the pressures at loca-
tions just upstream and downstream of the valve. We use a Gaussian filter to smooth the curves in both space and time,
yielding the results shown in Figures 9 and 10. Table 2 gives the pointwise pressures upstream and downstream of the
leaflets. We observe marginal increases in the pressures upstream of the valve of about 1�4mmHg; however, there are
sharp decreases of about 5�15mmHg in the aortic pressures downstream of the leaflets as we increase stiffness. A sim-
ilar trend is observed with deposition on only the right leaflet, although the differences are not as pronounced.

We additionally compute the effective orifice area (EOA). The EOA AAV is computed using conservation of mass in
Equation (1b) by assuming the relation VLVOTALVOT ¼VAVAAV, in which VLVOT is the average time integral flow rate
through the left ventricle outflow tract during each cycle when the valve is open, ALVOT is the area of the left ventricle
outflow tract, and VAV is the average time integral flow rate through the aortic valve. VLVOT is computed from the
boundary condition model described in section 2.2. To compute VAV, we interpolate the velocity to the midpoint
between the two points on each leaflet that are closest during systole. VAV is then computed as the time integral of the
component of this interpolated velocity normal to the valve ring. Figure 11 plots the EOA for each cycle. We observe a
general decrease in EOA as the total surface concentration Cb increases. This indicates that the fluid velocity increases

(A)
(B)

(C)

FIGURE 6 The computed normalized open valve area over time. Panel (A) depicts the computation of the normalized open valve area. The

open area of the valve is projected onto the valve ring, and then normalized by the area of the fully opened valve. Panel (B) depicts the normalized

open valve area over time for accumulation on both leaflets as β increases during the entire simulation (top) and during only the last cycle

(bottom). Notice that as the leaflets get stiffer, the normalized open valve area decreases. Panel (C) depicts the normalized open valve area

over time for accumulation on the right leaflet or both leaflets during all the cycles (top) and during only the last cycle (bottom). Notice that

if accumulation occurs on both leaflets, the normalized open valve area decreases more than if accumulation occurs on a single leaflet
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(A) (B)

(C) (D)

FIGURE 7 (A) The normalized surface concentration CbJs=Cmax
b along the leaflets at the end of the simulation with β¼ 600. (B) The

minimum and maximum normalized surface concentration CbJs=Cmax
b on the leaflets. Panel (C) highlights the accumulation over the last

three cycles for accumulation on both leaflets for three values of β. In panel (D), the accumulation is shown for accumulation only on the

right leaflet versus both leaflets with β¼ 600. The vertical lines denote the beginning of systole. There is a consistent accumulation of

material on the leaflets. The jumps in the minimum concentration are due to the the change in Js, which changes most where the leaflets

attach to the aortic wall

FIGURE 8 The magnitude of the velocity field at peak systole during the last cycle for (A) no accumulation, (B) β¼ 100 with

accumulation on both leaflets, (C) β¼ 300 with accumulation on both leaflets, (D) β¼ 600 with accumulation on both leaflets, and (E)

β¼ 600 with accumulation on only the right leaflet, see supplementary movie S3. Notice the presence of a vortex in the right sinus that is

absent if accumulation occurs only on the right leaflet. The choice of colorbar is intended to highlight vortex formation in the sinus region.

We observe peak flow rates through the valve of 170 cm
s for β¼ 1 and 275 cm

s for β¼ 600
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to compensate for the stiffening of the valve. The EOA decreases more when accumulation occurs on both leaflets when
compared to accumulation on only the right leaflet. Because the left leaflet remains at a constant stiffness, the left leaf-
let opens more to compensate for the stiffening of the right leaflet. This causes the jet to shift towards the left leaflet, as
shown in Figure 4.

5 | CONCLUSIONS

This study presents new numerical methods incorporating both deposition and fluid–structure interaction to simulate
leaflet thrombosis. The simplified thrombosis model demonstrates the capabilities of our simulation approach that
includes concentration fields describing fluid-phase platelets and structure-bound platelets. Platelets can deposit onto
the leaflet surface, and bound platelets can dissociate into the fluid. In our model, the stiffness of the leaflet is a func-
tion of the bound platelet concentration. We have shown that our model is capable of realizing drops in pressure and

(A) (B)

FIGURE 9 The pressures just upstream and downstream of the valve. Panel (A) compares the pressures for no accumulation and

accumulation on both leaflets with β¼ 600. Panel (B) compares pressures for accumulation on only the right leaflet and both leaflets, with

β¼ 600. While the upstream pressure increases mildly, the downstream pressures decrease by between 5 and 10 mmHg

(A) (B)

FIGURE 10 The pressures during the last three cycles for accumulation on both leaflets with β¼ 1, 100, 300, and 600. Note that β¼ 1

corresponds to a baseline where the leaflet stiffness is constant. The aortic side pressures are shown in panel (A). The left ventricle side

pressures are shown in panel (B). While the upstream pressure increases by less than 5 mmHg, the downstream pressures decrease by

between 5 and 15 mmHg

TABLE 2 Pressures just upstream of the leaflets (LVOT) and downstream of the leaflets (aorta) during peak systole. While we observe

increases of 12 in the pressure upstream of the valve, there are greater decreases of 1015 in the pressure downstream of the valve

Base

Both leaflets Right leaflet

β=100 β=300 β=600 β=600

LVOT 117 mmHg 117 mmHg 118 mmHg 119 mmHg 117 mmHg

Aorta 111 mmHg 105 mmHg 101 mmHg 94 mmHg 104 mmHg
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decreases in EOA, without fully occluding the aortic valve. The results also show that the stiffness of the valve can lead
to a variety of flow features in the sinus of Valsalva region. These flow features affect the amount of material that is
locally present to deposit over the leaflets.

Extensions of this model to three dimensions require an efficient method for solving the advection–diffusion equation
in complex, time-evolving domains. The method utilized here requires the computation of cut-cell volumes and intersec-
tions, which remain challenging in three spatial dimensions. Recent approaches to this class of problems include mesh-
free RBF-FD methods58 and volume penalization methods.23 The implementation of a more physiological model of
thrombosis remains important future work. A primary roadblock is the disparate time scales present in thrombosis. While
the heart beats on the order of seconds, blood clots can form in hours to days. The use of conditionally stable time
stepping limits the numerical methods to time steps that resolve the fastest timescale, which in this model is that of the
fluid–structure interaction. Recent work in multiscale time stepping algorithms61,62 could enable extensions of our model-
ing framework to enable such long-time simulations. Further, with multiscale time stepping algorithms, this model could
be extended to study the effect of saturation of the bound concentration field. While platelet deposition is important and
the beginning step of thrombus formation, a significant portion of the clot may be from coagulation and fibrin mesh for-
mation. However, a complete model of thrombosis will require a computational model in which the blood clot on the
moving valve leaflets grows into the fluid.13,32 The development of such a model that incorporates FSI is ongoing.

The new approaches described herein should be considered an important steppingstone for thrombosis models in many
different contexts. This model is the first of its kind to incorporate both adhesion of a surface concentration to the surface of
the leaflets and feedback into the fluid–structure interaction. Further, this model can be adapted to model deposition or
absorption along other moving boundaries, such as for particulate flow in the lungs or drug absorption in the gut.
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