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ABSTRACT 

 

Imaging Channel Connectivity in Proton and Hydroxide Conducting Membranes for Fuel 

Cells  

 

by 

 

Austin Michael Barnes 

 

 

Proton exchange membrane (PEM) fuel cells offer an alternative as an efficient power 

source with low environmental impact. The heart of the fuel cell is the membrane, which 

conducts protons through an aqueous channel network. Proton transport is critically tied to 

the channel connectivity – disconnected channels do not participate in the overall 

electrochemical activity of the cell. Nafion, the current benchmark PEM, is a random 

statistical copolymer, characterized by a percolating network of cylindrical channels. In 

previous work, conductive-probe atomic force microscopy (cp-AFM) was used to image the 

conductance of Nafion. Although cp-AFM provides relevant information on which channels 

are connected, it provides no information on the disconnected “dead-end” channels at the 

surface. Electrostatic Force Microscopy (EFM) was used to analyze the structure and 

frequency of the “dead-end” channels. Applying a simple parallel plate model allowed us to 

assign differences in the EFM signal to particular channel shapes: connected cylindrical 

channels, “dead-end” cylinder channels, and bottle-neck channels.     
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Anion exchange membranes (AEMs), which conduct hydroxide, have attracted recent 

interest due to improved reaction kinetics in alkaline media, yet suffer from low 

conductivity and easily degrade. To this end, our AFM methodology was applied to analyze 

the channel connectivity of a commercial FumaTech AEM was investigated in its hydroxide 

form over a wide range of relative humidity (RH) by combining phase imaging and cp-

AFM. At high RH, our AFM data indicates significant surface swelling. Lastly, we 

investigated a class of phosphonium-containing diblock copolymer AEMs that formed 

ordered morphologies. Although channels were observed to be well-connected in the bulk 

by TEM, channels aligned parallel at the surface leading to many “dead-end” channels 

shown by EFM. Correlating these findings with bulk measurements could offer insight 

toward AEMs with improved conductivity and chemical stability.  
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I. Introduction 

A. PEM Fuel Cells and Current Challenges  

Fuel cells are an electrochemical energy conversion device that convert chemical energy 

from fuel into electricity with high efficiency and little to no greenhouse gas emission. Fuel 

cells are composed of a cathode, anode, and electrolyte. They differ from batteries as they 

require a constant supply of reactant fuel. Although several types of fuel cells exist – 

varying in electrolyte, reactant, electrode structure, and operating temperature – this thesis 

work focuses on polymer electrolyte membrane (or proton exchange membrane) fuel cells.  

The proton exchange membrane (PEM) fuel cell (PEMFC) depicted in the schematic of 

Fig. 1.1 consists of hydrogen and oxygen gas that is supplied to the anode and cathode, 

respectively. The carbon electrodes are a carbon cloth gas diffusion layer with a thin catalyst 

layer decorated by nanometer-size platinum particles. The catalyst facilitates the half 

reactions: the standard hydrogen reaction at the anode and the oxygen reduction reaction 

(ORR) at the cathode.  The membrane conducts protons through an aqueous channel 

network while insulating electrons and separating the reactants. Protons react with electrons 

and oxygen at the cathode to produce water.  
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Although great progress has been made over the past few decades from improving the 

cell performance, durability, and cost efficiency, these facets have still impeded 

commercialization. A significant research effort has focused on the cathode where the ORR 

kinetics are typically slow.1 For this reason, the cathode requires higher platinum loadings 

than the anode. Platinum raises the cost of production, which accounts for ~25% of the total 

cost.2 Several strategies have aimed at reducing the platinum loading while increasing its 

utilization, such as electro-spraying and pulse potential deposition techniques;3,4  however 

with its susceptibility to CO poisoning, alternatives such as non-precious metals as well as 

Platinum group metal-free catalysts have garnered interest.5–7   

 

Figure 1.1: Schematic of a PEMFC in which the PEM conducts protons through a 
random aqueous channel network. Red highlighted channels depict channels that are 
connected and contribute to the activity of the cell.   
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The sluggishness of the ORR can be overcome by operating the fuel cell at higher 

temperatures; however, this is limited by the membrane’s glass transition temperature and its 

ability to retain water at higher temperatures. DuPont’s Nafion has been the benchmark 

PEM due its high proton conductivity with high chemical and mechanical stability at high 

temperatures with a glass transition temperature of ~130 °C.8 Nafion is a random statistical 

copolymer that consists of a Teflon-

like fluorocarbon backbone and a 

sulfonic acid side-chain. The 

chemical structure of Nafion is 

shown in Fig. 1.2. When cast into a 

film, these components phase 

separate into hydrophilic proton 

conducting channels surrounded by a semi-crystalline hydrophobic matrix with channel size 

5-10 nm in width. At extremely high temperatures, the membrane becomes dehydrated, 

which causes the channels to shrink in size and become less connected, thus lowering the 

conductivity.9 For this reason, it is crucial to understand the morphology of the membrane 

and how it impacts the conductance.  

B. Morphology of Nafion 

Nafion’s ability to conduct protons from the anode to the cathode requires that channels 

connect from one side to the other. It is well-established that proton conduction occurs 

predominantly by the Grotthuss “hopping” mechanism in which excess protons are passed 

along by a series of hydrogen bonds.9 However, other transport mechanisms such as surface-

site hopping10,11 and diffusion12 are also involved. With either mechanism, a favorable 

 

Figure 1.2: Chemical structure of Nafion. 
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morphology for conduction is critical. It has been heavily debated how the hydrophilic 

domains are arranged to support long-range charge transport. The primary technique to 

characterize Nafion’s bulk morphology has been small angle x-ray scattering (SAXS). In 

SAXS, a monochromatic x-ray beam hits the sample at a small incident angle, and the 

scattered x-rays are detected. According to Bragg’s law, the angle of the incident beam (0.1-

10°) is inversely related to the distance between two scattering objects (1-100 nm).  In 

crystalline periodic materials, the scattering profile consists of sharp well-defined peaks 

providing precise information on the lattice spacing and structure. However, in random 

statistical copolymers like Nafion, interpretations of the morphology from the scattering 

profile is difficult - consisting only of a power law dependence and a broad ionomer peak. 

Interpretations are further complicated by differences in membrane water content. 

  Several models have been proposed to describe the membrane morphology and 

conductance that are consistent with the x-ray scattering data, but the accuracy of these 

models is limited due to the lack of experimental data on the relevant length scale.13–17 The 

simplest structural model is the cluster model in which charge can percolate from different 

sites.15 Although the percolation model supports conductivity measurements,16 this model 

ignores large scattering lengths and is limited to low water content.18  The parallel water 

cylinders model proposed by Schmidt-Rohr and Chen argues that the low angle scattering 

features are due to aqueous domains arranged as cylinders.19 This model, however, relies on 

numerical Fourier transform methods and an assumed image of real space is required. 

Furthermore, this model does not account for structural reorganization with increased 

hydration. The bicontinuous network model derived from Maximum Entropy (MaxEnt) 

reconstructions of the scattering data, which suggests a random network of hydrophobic and 
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hydrophilic components, does not require a priori assumptions of the morphology.17 This 

model, however, does not predict the existence of fluorocarbon crystallites; a primary 

scattering feature in the parallel cylinder model.  In order to achieve a more detailed 

understanding of how the membrane morphology influences proton conductance more 

experimental data is required.   

As opposed to SAXS, which provides a picture of the morphology in Fourier space, 

microscopy provides a picture in real space. Cryogenic transmission electron microscopy 

(TEM) images the 3D morphology of the membrane through 2D projections.20 Typically, 

the membrane is hydrated, stained by a heavy metal, and the morphology is frozen in place 

by liquid N2. However, interpretation of these results are often affected by larger domain 

size than that inferred from SAXS as a result of staining.21 To this end, atomic force 

microscopy (AFM) is used to provide detailed information of the surface morphology and 

conductive channels while also probing the relevant length scales in PEMs.22–24  

Tapping mode AFM requires sinusoidally driving the cantilever tip near its resonant 

frequency. While the topographic height images are almost featureless, the phase images 

provide a chemical map of the hydrophilic and hydrophobic domains, which is resolved by 

differences in power dissipation between the tip and sample. This dissipation is measured as 

a phase in the deflection signal relative to the drive frequency.25 

                                           𝑃()*+,-.*/0 =
1
234
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6
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𝑆𝑖𝑛𝜙 − 5

58
]                            (1.1) 

where P is the power dissipation, 𝜙 is the phase angle, k is the spring constant, A is the 

cantilever’s oscillation amplitude when the tip is touching the surface (engaged), A0 is the 

free air amplitude (not engaged), Q is the quality factor of the cantilever, 𝜔 is the drive 

frequency,  𝜔@ is the resonant frequency of the cantilever. When the amplitude of the 
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cantilever is 80-90% of the free space amplitude, the net force between the tip and the 

Nafion surface becomes attractive (𝜙 ≥ 90°). This amplitude regime is known as attractive-

mode. Further decrease in the amplitude results in a repulsive force between the tip and 

sample. In repulsive-mode 𝜙 ≤ 90°. According to Eqn. 1.1, phase angles approaching 90° 

maximizes the power dissipation. Therefore, the hydrophilic domains correspond to dark 

contrast in attractive-mode while bright contrast in repulsive-mode.  

 

O’Dea et al. has compared attractive mode with repulsive mode (𝜙 ≤ 90°) noting 

smaller domain sizes in attractive-mode that more closely match the domain size in the 

bulk.24 In Fig. 1.3, an attractive-mode phase image is compared with a TEM image and a 

MaxEnt reconstruction from SAXS of Nafion at ambient conditions.17 In all three images, 

qualitative similarities can be seen. In 1.3A-C, dark contrast represents the hydrophilic 

domains. The average channel diameter of domains from attractive-mode phase was 11 ± 4 

 

Figure 1.3: (A) 272 nm x 272 nm attractive mode AFM phase of Nafion 
membrane at ambient RH.12 Dark regions (~90°) indicate hydrophilic domains 
and brighter regions (~ 97°) indicate hydrophobic fluorocarbon domains. (B) 
TEM image of cross section of Nafion stained with silver nanoparticles.27 (C) 
MaxEnt reconstructions from Elliot et. al.17 Dark and bright regions correspond 
to hydrophilic and hydrophobic domains, respectively.  
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nm. While the average diameter from TEM and SAXS reconstructions was 13 ± 2 nm and 6 

± 2 nm, respectively. 

While the phase images map the size and location of hydrophilic channels on the 

surface, current images from conductive probe AFM (cp-AFM) map which channels 

produces current.26,27 Typically, a platinum-coated cantilever is in constant contact with a 

half membrane electrode assembly (MEA). A schematic illustrating in the experiment is 

 

Figure 1.4: (A) Schematic of the cp-AFM experiment showing how current is 
measured of a Nafion-based half MEA. (B) Attractive-mode phase image of Nafion 
and (C) cp-AFM current image. The domains highlighted by red circles indicate 
electrochemically-active channels while black circles indicate un-active channels.  
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shown in Fig. 1.4. Hydrogen gas is supplied underneath the sample, while humidified 

oxygen is supplied over the membrane. The experiments are conducted in a customized 

closed fluid cell to control the RH.  By combining these two techniques, the hydrophilic 

domains are spatially correlated with regions showing appreciable proton conductance, 

indicating regions of high electrochemical activity under hydrated and dehydrated 

conditions.23,26,28 Attractive-mode phase and current images are shown in 1.4B and 1.4C, 

respectively. The red highlighted circles indicate the electrochemically-active channels 

while black circles indicate the un-active channels. Channels that contribute to the 

electrochemical activity of the cell requires that channels are connected throughout the 

membrane. However, it is unclear whether channels that provide no current is due to a lack 

of connectivity or inactive catalyst at the membrane-electrode interface. Hence, more 

information is needed regarding the connectivity of channels at the membrane surface. It is 

this question that I address in this thesis.  

C. AEM Fuel Cells and Current Challenges  

Anion exchange membrane (AEM) fuel cells (AEMFCs) have attracted recent interest 

because alkaline conditions offer a less corrosive environment and improved ORR kinetics 

compared to acidic conditions.29–31 This allows for reduced loading of expensive platinum 

catalyst or replacement by nickel, silver, or gold.7  
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 AEMFCs and PEMFCs operate very similarly to one another in terms of the fuel 

used and the electrode components. The key difference between AEMs and PEMs is that 

AEMs conduct hydroxide from the cathode to the anode. A schematic of an AEM fuel cell 

(AEMFC) is shown in Fig. 1.5.  

 Similar to proton conduction, the Grotthuss mechanism is also responsible for the 

transport of hydroxide. It is important to note that the mechanism involved in hydroxide 

(OH-) conduction is similar in both AEMs and PEMs.9–11,32 While PEMs involve the 

conduction of an excess proton along adjacent hydrogen bonds, AEMs can be viewed as 

mirror image in which a proton vacancy, or hole, is transported along hydrogen bonds, with 

some differences related to the coordination structure of water surrounding the ion.33 Again, 

a favorable morphology is critical to hydroxide transport. AEMs typically are random 

copolymers consisting of a hydrocarbon backbone with a quaternary ammonium side-chain, 

 

Figure 1.5: Schematic of AEM fuel cell. 
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which phase separates into hydrophilic and hydrophobic domains on the nanometer 

scale.31,34  Therefore, the knowledge and insight gained from studying PEMs like Nafion can 

be applied toward AEMs.  

Low conductivity has posed a roadblock in the development and implementation of 

AEMFCs. The problem is 3-fold: (1) OH- is more massive than H+ and hence less mobile. 

(2) OH- can react with atmospheric CO2, forming heavier HCO3
- ions.35 (3) Hydroxyl attack 

can cause degradation of the backbone and/or the cationic pendant group, which results in 

reduced ion exchange capacity (IEC).36,37 In pursuit of higher conductivity and more stable 

AEMs, the above issues must be addressed in order to achieve a favorable environment for 

ion transport.38–41 Chemical degradation of AEMs can be mitigated by implementing 

quaternary phosphonium (QP) containing polymers.38,42 The large functional groups provide 

the necessary steric hindrance to prevent hydroxyl attack and has so far been an important 

facet of membrane design rationale. At early stage in AEM development, it is imperative 

that the morphology-conductance properties are well understood to improve hydroxide 

conductivity and avoid degradation.   

D. Overview of Thesis  

In this thesis work, we first employ phase-contrast tapping mode and cp-AFM as tools to 

investigate the nanoscale morphology and proton conductance of a 3M perfluoro-imide acid 

membrane (625 EW) over a large range of relative humidity (3-95% RH). As a point of 

comparison, we also investigate 3M PFSA (825 EW) and Nafion. In the phase images, we 

assess the membrane’s water retention and mechanical stability at low and high RH, 

respectively. Cp-AFM allows us to spatially resolve the hydrophilic and electrochemically 
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active domains under a similar set of conditions and observe directly the ties between 

membrane morphology and proton conductance.  

We next employ EFM to analyze the structure and frequency of disconnected “dead-

end” channels at the Nafion surface. As a tapping-mode AFM based technique, EFM utilizes 

a Pt-coated tip that probes the electrostatic force gradient based on two-pass interleave scan. 

In the first pass, the phase image is collected to map the hydrophilic and hydrophobic 

domains. In the second pass, the tip is lifted off the surface by 20 – 100 nm and phase 

deviations of the cantilever are influenced by the electrostatic force gradient, which is 

attributed to surface charge, dielectric permittivity, and film capacitance. The EFM phase of 

a single scan area was measured at several voltage biases between the tip and the sample, 

which allows us to analyze the quadratic behavior of individual channels. Comparing our 

results to previous models provide an explanation for how variation in channel length leads 

to heterogeneity in the quadratic fitting parameters.  

We next focus on the using cp-AFM to measure the hydroxide conductance through the 

plane of a well-characterized commercial AEM by FumaTech (Fumapem FAA-3).  The 

manufacturers have not disclosed the chemical structure of FumaTech, but it consists of a 

poly(phenylene oxide) (PPO) backbone with quaternary ammonium (QA) functionality.34 

The morphology of FAA-3 was observed in the bromide (FAA-3-Br-) and hydroxide form 

(FAA-3-OH-) in dehydrated and hydrated conditions. Under dehydrated conditions, both 

membranes showed no phase contrast indicating the absence of phase-separated hydrophilic 

domains at the surface. At hydrated conditions, FAA-3-Br- shows randomly dispersed 

isolated clusters while FAA-3-OH- shows elongated fibrillar structures extending microns in 

length. Cp-AFM of hydrated FAA-3-OH- revealed elongated regions were insulating 
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suggesting the structure of these regions have a QA-rich interior with a PPO shell. These 

results provide morphological evidence for the conduction of hydroxide at the surface as a 

function of hydration level, as well as the effect of excessive swelling by the membrane.   

The last chapter focuses on the morphology of QP block copolymer AEMs under 

hydrated and dehydrated conditions in collaboration with Prof. Coughlin and his graduate 

student, Yifeng Du in the Department of Polymer Science and Engineering at University of 

Massachussets, Amherst. Unlike Nafion, block copolymers form well-ordered phases that 

can be tuned depending on the volume fraction of the ionic block. Our EFM methodology 

was also applied to study the channel connectivity of two types of QP block copolymer 

membranes in which one membrane formed cylindrical channels parallel to the surface 

while the other formed channels perpendicular. From all of the above, these findings will aid 

the design of future AEMs with improved channel connectivity and chemical stability.  
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II. Humidity-dependent Surface Morphology and Proton Conduction in 

Multi-Acid Side Chain Membranes by Conductive-Probe Atomic Force 

Microscopy 

 
Portions of this chapter are reproduced from: 

Nicholas J. Economou, Austin M. Barnes, Andrew J. Wheat, Mark S. Schaberg, Steven J. 
Hamrock and Steven K. Buratto. Investigation of Humidity Dependent Surface Morphology 
and Proton Conductivity in Multi Acid Side Chain Membranes by Conductive Probe Atomic 
Force Microscopy. J. Phys. Chem. B. 2015, 119, 14280–14287. doi: 
10.1021/acs.jpcb.5b07255    

 

A. Introduction 

Proton exchange membrane fuel cells (PEM-FC’s) are a promising power source that 

is under development for automotive and stationary applications.43–45 Currently these 

devices suffer from high system cost and poor durability relative to internal combustion 

engines, which have impeded commercialization. One route to addressing these factors is to 

create cells that can operate at higher temperatures (>100 °C). This would mitigate several 

problems inherent to fuel cells, such as slow oxygen reduction reaction kinetics at the 

cathode46 and the propensity for carbon monoxide poisoning to occur at both electrodes.47 

The challenge to accomplishing this goal lies in the PEM itself. These membranes consist of 

phase-separated polymers with a hydrophilic proton-conducting phase inside of a 

hydrophobic polymer matrix. The most well-known membrane is Nafion™, a 

perfluorosulfonic acid (PFSA) membrane. While Nafion™ shows good performance, it has 



 

 14 

several drawbacks particularly at high temperature operation. At high temperatures (low 

RH), water is lost from the hydrophilic phase and proton conductance from anode to cathode 

drastically decreases.48 Additionally, high temperatures put Nafion close to its glass 

transition temperature (~110 °C) which causes a loss of mechanical strength.49,50  

Water retention and proton conductance can be increased by using lower equivalent 

weight (EW) membranes, but this in turn reduces size of the crystalline domains of the 

fluorocarbon backbone, which decreases the mechanical strength of the membrane. 

Excessive swelling at very low EW can cause dimensional stress leading to accelerated 

degradation of the membrane electrode interface.48,51,52 Recent efforts have focused on 

improving the mechanical strength of low EW membranes through organic/inorganic 

composite membranes,53,54 crosslinked ionomers,55–58 and porous polymer supported 

ionomers,57,59 with the latter becoming increasingly popular for fuel cell applications. 

However, despite the ability to create mechanically robust materials, proton conductance is 

still lower than in an unsupported material,58 which necessitates the synthesis of new 

ionomers with higher proton conductivity. 

3M Energy Components Program has developed a new approach to this problem 

where a PFSA precursor is imparted with a new sidechain functionality that contains two 

acidic protons per side-chain instead of one.60 This allows for a membrane with a higher 

acid content (lower EW) without sacrificing the crystallinity of the resulting membrane. 

Hamrock and coworkers have shown that these perfluoro-imide acid (PFIA) membranes 

yield excellent mechanical stability compared to PFSA membranes of a similar equivalent 

weight.60  
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Bulk conductivity measurements have already shown that a PFIA membrane has higher 

proton conductivity than a PFSA membrane made from the same polymer precursor due to 

an increased concentration of protons. It has also been shown that this leads to increased 

performance at elevated temperatures.61 Modeling studies have also suggested a distinct 

dissociation behavior and hydrogen bond connectivity between the two acid groups.62 What 

remains to be understood is how these bulk observations are tied to membrane morphology, 

swelling behavior, and spatial distribution of proton current coming through the membrane. 

We have shown previously that the features observed at the surface relate to the bulk 

structure models inferred from SAXS.23 At ambient conditions we observe agreement with 

the parallel cylinder19 and bi-continuous network models.63 While at hydrated conditions, we 

observe features that are in agreement with Rubatat and co-workers’ fibrillar model.13  It 

   

 

Figure 2.1: Chemical structures of (A) a long side-chain PFSA (NafionTM 212), (B) a 
3M PFSA ionomer 825 EW and (C) a 3M PFIA ionomer 625 EW. 
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also remains to be seen if the membrane morphology is stable across the wide range of water 

contents that occur during fuel cell operation. Understanding the correlation between the 

bulk conductance properties and the nanoscale morphology will help to determine to what 

degree the multi-acid sidechain architecture meets the desired design goals of increased 

proton conductivity without a loss in mechanical stability under fuel cell operating 

conditions.  

Here we employ tapping mode and conductive probe atomic force microscopy (cp-

AFM) as tools to investigate the nanoscale morphology and proton conductivity of a 3M 

PFIA (625 EW) membrane as a function of relative humidity. Previous AFM work using 

similar techniques on PEM’s has largely focused on Nafion™, with a limited extension to 

new membrane materials.23,24,26,64–70 As a point of comparison, we also investigate a PFSA 

(825 EW) made from an identical polymer precursor (see Fig. 2.1) to directly see the effect 

of the additional acid group and longer sidechain on the properties of interest. Since it has 

been shown that there was no observed crystalline backbone for a range of 25-95% RH of 

the 625 EW PFSA,71 we used the 825 EW to make this comparison. One advantage, 

however, is that the side chain spacing of the 825 PFSA is equal to the 625 PFIA, which is 

an important parameter as Paddison and Elliot have shown that the number of water 

molecules required to effect proton dissociation decreases when sulfonic acid groups are 

brought closer to each other.72  

Because of the large range of relative humidity (RH) that can be present in a fuel cell, 

we employ a closed fluid cell and investigate morphology over the range 3-95% RH with a 

specific focus on the extremes of this range. Imaging at extensively dehydrated conditions 

allows us to assess the membrane’s water retention by observing how the size of the 
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hydrophilic domains changes under low RH (3% RH). Conversely at very high RH (95% 

RH), we evaluate the mechanical stability of the membranes when subjected to various 

forms of swelling. Cp-AFM spatially resolves the current through the membrane under a 

similar set of conditions observing the direct ties between membrane morphology and 

proton conductance. Through this we are able to see evidence of the improved water 

retention and proton conductance in the PFIA at low RH and elevated temperatures, but at 

high RH, conditions see evidence of a nearly continuous hydrophilic phase, indicating a high 

degree of swelling.  

B. Experimental 

All topography and phase images were acquired simultaneously with an atomic force 

microscope (Asylum Research MFP-3D-SA). Nafion™ 212 was purchased from Fuel Cells 

Etc. and all 3M membranes were obtained directly from 3M. Membranes were pretreated by 

boiling in 0.5 M H2SO4 for 1 hour, followed by boiling in de-ionized (DI) water for 1 hour. 

All membrane samples were mounted on double sided tape on a glass slide for phase 

imaging. Membranes imaged under dry conditions were then heated in a vacuum oven for 3 

days at 80 °C. Membranes under humidified conditions were equilibrated in liquid water at 

room temperature for 5 days prior to imaging.  

Tapping mode images were taken using a standard silicon probe (XSC11, MikroMasch, 

2nd lever) with typical resonant frequencies of 140 kHz and spring constants of 5 N/m. A 

closed fluid cell (modified PolyHeater, Asylum research) was used to achieve varying 

relative humidity; either dry or humidified nitrogen was supplied at 400mL/minute resulting 

in a 3% and 95% RH atmosphere in the cell, respectively. Humidity was measured using an 

external humidity sensor (Honeywell). Membranes were allowed to equilibrate in the cell for 
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at least 1 hour prior to imaging during which time the humidity of the cell remained 

constant. Hydrophilic surface area and hydrophilic domain analysis were determined using 

Igor Pro software by applying a threshold to the sample using the iterative method.73  

Conductive images were taken using a standard ORCA module with 500MΩ sensitivity 

using a platinum coated tip (MikroMasch DPER-XSC11) with a nominal spring constant of 

0.2 N/m. Images were acquired in contact mode with typical contact forces of ~20 nN.  

Membrane samples for conductive imaging were hot pressed at 130 °C onto a small patch of 

a commercial gas diffusion electrode with a Nafion™ post-coating (60% Pt/C, 0.5mg/cm2 

Pt, on carbon cloth, FuelCellsEtc.) which served as the anode.  Humidified hydrogen was 

supplied via a gas flow channel under the electrode at 50 mL/minute and humidified air was 

supplied over the membrane surface at 100 mL/minute while scanning. Using a humidity 

sensor, we found that the humidity in the chamber was 80% at room temperature and 

decayed to ~3% at 160 °C. For experiments using dry gas feeds, both flow channels were 

passed through a dessicator column yielding a relative humidity of 6% at room temperature. 

At each temperature interval, the sample was allowed to equilibrate with the atmosphere for 

30 minutes prior to imaging which was observed to coincide with stable RH values.   A 

positive bias of 1 V was applied to the sample for all images and data reported here, but a 

linear relationship between current and bias voltage was observed at positive bias. 
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C. Results and Discussion 

Our first goal was to evaluate the morphology of the 3M PFIA ionomer compared to its 

PFSA counterpart. Since both polymer membranes are made from the same sulfonyl fluoride 

precursor, one important question to answer is whether the additional acid group on the 

PFIA has a significant effect on the resulting membrane morphology.   For this we 

employed tapping mode AFM imaging under a wide range of relative humidity as we have 

used previously to characterize other PFSA polymers.23,24,26,74 At ambient conditions  

 

we already notice both polymers showing slightly different morphology seen in Figure 2.2.  

Both polymers show a similar degree of phase contrast, implying similar mechanical 

 

Figure 2.2: (a-f) Attractive mode phase images (z scale range of 99-90º) of a 625 EW PFIA 
membrane (a-c) and 825 EW PFSA under dehydrated 3% RH (a,d), ambient 50% RH 
(b,e), and hydrated conditions 95% RH (c,f). Dark regions correspond to the hydrophilic 
domains where the brighter regions correspond to the hydrophobic domains. 
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properties of both the hydrophilic and hydrophobic domains. We see a well-defined 

hydrophilic pore structure in both polymers with each showing a similar fraction of 

hydrophilic surface area – 22% for the PFIA and 21% for the PFSA. This is an interesting 

result as the slightly lower equivalent weight and higher water uptake observed in the PFIA 

polymer might be expected to confer a higher hydrophilic surface area, but they are almost 

identical. Despite having a similar amount of hydrophilic surface area, we notice a 

significant difference in the size of individual hydrophilic domains. Analysis of phase 

images of Figure 2.2 showed that the average radius for hydrophilic domains in the PFIA 

membrane was 8.2 nm versus 7.7 nm for the PFSA. Structural models of PEMs including 

the cluster network model and parallel cylinder model both predict that cluster size should 

increase as equivalent weight decreases, which is consistent with our experimental 

data.19,75,76 In addition to domain size, we also measured the density of domains, which is 

quantified by number of domains per square micron. The domain density is an important 

metric in addition to domain size as they are both related to the correlation length inferred 

from SAXS. Under ambient conditions, the PFIA has roughly twice the domain density 

(1276 domains per square micron) as the PFSA (697 domains per square micron).  

Approximating the domains as circles the average interspacing between domain centers is 

22.3 nm for PFIA and 30.2 nm for PFSA.  

Our results are also consistent with previous work by our group on other, higher EW 

PFSA’s, which both showed smaller average domain sizes.23,74 It is worth noting, however, 

that the domain size nor interspacing in AFM is not correlated with information inferred 

from X-ray scattering. The domains we observe on the surface (10-15 nm in diameter) are 

larger than those observed in bulk (3-4 nm). This has been explained by various models by 
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the coalescence of individual clusters to form a larger hydrophilic phase, and by a slightly 

different morphology at the membrane surface than in the bulk material.63,77  

Since the PFIA is designed to perform under low relative humidity and high 

temperature, we next evaluated the water retention ability of the PFIA polymer by 

conducting imaging under heavily dehydrated conditions and comparing to the PFSA 

membrane.  Water uptake, which is often measured through changes in the mass of the 

membrane by varying the RH at constant temperature, allows evaluation of the membrane’s 

water retention relative to control PFSAs such as Nafion. Here, rather than measuring the 

change in mass, we measure the coverage of hydrophilic domains on the surface by 

measuring the area percent, average domain size, and domain frequency. Hamrock and co-

workers have shown that the water content, defined as [mol H2O]/[mol SO3
-], of the 625 

multi-acid PFIA is similar to the 825 PFSA across a range of 20-80% RH.  However, at 80-

95% RH, they showed the PFIA swells more than the PFSA.61  We were interested in 

comparing our AFM techniques to the results of these materials. 

Our previous experience with PFSA polymers has shown that imaging under these 

conditions requires moving from the attractive imaging regime (phase > 90) to the repulsive 

imaging regime (phase < 90) in order to observe phase contrast between hydrophilic and 

hydrophobic domains without coupling strongly to topography. This is likely related to the 

fact that in attractive mode, only the first atomic layer is being probed mechanically, 

whereas in repulsive mode the probe depth increases to a few nm.24,78 In short this implies 

that other PFSA’s such as Nafion™ have essentially no water at the surface and that the 

phase contrast we see is due to water in subsurface domains in the first few nanometers. This 

is consistent with work by Kreuer which suggests a fluorine-rich skin on the surface of 
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Nafion™ at low water contents,79  and work by Weber and co-workers which shows directly 

that at low water contents the hydrophilic phase in Nafion consists of isolated spherical 

clusters.80  In the case of both the 3M PFSA and PFIA, however, we were able to achieve 

stable attractive mode phase imaging under dehydrated conditions. This implies that both 

membranes exhibit better surface water retention, and could indicate that the random 

network morphology of the hydrophilic phase is more stable to dehydration than was 

observed in other membranes.24,74 At dehydrated conditions, the PFIA still exhibits 9% 

hydrophilic surface area under attractive conditions, whereas the PFSA exhibits 3.9% 

hydrophilic surface area. The average domain size in the PFSA decreases considerably to 

3.7 nm radius, while the PFIA undergoes less of a decrease to 6.7nm. The occurrence of 

domains in the PFSA is also markedly lower than the PFIA at 195 domains per square 

micron versus 390. We attribute these results to better surface water retention and a 

hydrophilic phase which is stable under dehydrated conditions, this effect was most 

pronounced in the PFIA but seen in both polymers. (Figures 2.2a and 2.2b).  

One advantage of the PFIA polymer is that despite being able to effectively retain 

water, it should exhibit sufficient crystallinity due to polymer backbone packing so that it 

does not swell excessively at high water contents. This enables the use of lower EW PFIA 

polymers while maintaining sufficient mechanical strength. Hamrock and coworkers have 

already shown that these polymers exhibit higher crystallinity than a PFSA of equal 

equivalent weight.61 In order to evaluate performance at high water contents, we equilibrated 

both membranes in water and imaged them in a high (95%) RH atmosphere.  In both cases, 

we see an increase in hydrophilic surface area, consistent with a dilation of ionic clusters. 

Previous SAXS experiments on 3M PFSA polymers and other PFSA membranes have 



 

 23 

shown that the size of ionic clusters increases, or decrease in the structural correlation 

length, with increasing water content, as is the case for many phase separated systems.71,75,76  

By AFM, we notice an increase in hydrophilic surface area in the PFIA to 36% and 

in the PFSA to 33%.  Particle analysis shows that the average size of hydrophilic domains 

greatly increases. The PFIA increases to 13.6 nm in diameter while the PFSA increases to 

14.1 nm. Furthermore, because the domains are increasing in size through coalescence, the 

domain density of the PFIA (739 domains per square micron) drastically decreases while the 

PFSA (1194 domains per square micron) continues to increase in domain density with 

increasing RH, implying better domain dispersity with increased water uptake. This is in 

agreement with what has been previously shown with water sorption isotherm measurements 

(T = 80 °C) indicating PFIA with a hydration number of 21 mol H20/mol SO3
- swells more 

than PFSA, a hydration number of 16 mol H20/mol SO3
-.61 We also see a movement towards 

a near-continuous hydrophilic phase at the surface, which is more pronounced in the PFIA, 

in contrast to the isolated hydrophilic domains at ambient and dehydrated conditions.  

While this continuous hydrophilic phase has the potential to cause problems at the 

interface. Swelling induced mechanical strain or water accumulation inside the electrodes 

can cause the membrane to delaminate from the surface,81,82 but can be remediated through 

use of reformulating inks in the catalyst layer.83 It appears that while the PFIA retains 

similar mechanical properties to the corresponding PFSA, the additional acid group causes a 

small degree of additional swelling.  

We have already shown that qualitatively, both membranes follow a similar change 

in morphology but with a quantitative difference in hydrophilic surface area.23,24,74 To more 
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directly visualize the proton conductance of these membranes under fuel cell operating 

conditions, we employed conductive probe AFM as described in our previous work. At 

room temperature and 80% RH we noticed a substantially higher current in the PFIA as 

compared to the PFSA, likely due to the increased concentration of protons in the 

membrane. We also noticed the formation of large, non-conductive fibrils features in both 

membranes, similar to those observed in Nafion™ 212. This is likely caused by the sample 

construction method where samples are hot-pressed at 130 °C, close to their glass transition 

temperature, which leads to structural rearrangement. As can be seen in Figure 2.4, these 

features are non-conductive indicating that they do not contribute to through-plane 

conductivity and thus fuel cell performance.  

In order to evaluate the performance of these polymers at the designed operating 

conditions, we conducted cp-AFM imaging at elevated temperature and reduced humidity. 

Figure 2.3 shows a schematic of our closed flow cell. The ½ MEA is hot-pressed to a steel 

puck, which is then screwed into the cell. The puck has two holes in the middle to allow for 

H2 to reach underneath the sample. In our current measurements of PFSA membranes, 

humidified air was supplied over the top of the surface of the membrane. A bias wire 

connects from the conductive cantilever to the sample to complete the circuit and measure 

current. Figure 2.3B shows a disassembled cell that shows how the ½ MEA is mounted onto 

the stage. Figure 2.3C shows the chip holder used for conductive imaging (ORCA holder) 

and how the chip holder is screwed onto the imaging cell as it is important to create a tight 

seal to maintain constant RH and temperature.  
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We could not find a practical way to increase the temperature of our gas streams 

without introducing substantial electrical noise into the cp-AFM measurements. For this 

reason, we used room temperature gas feeds and raised the temperature of the fluid cell, 

which increased temperature and simultaneously decreased relative humidity. We found that 

at the flow rates used in this study, we achieved a relative humidity of 80% at 25 °C which 

decays to ~25% at 100 °C. Figure 2.4 shows the relationship between temperature and 

relative humidity at the conditions used in this study.  

 

 

Figure 2.3: (A) Fully assembled flow cell with ½ MEA loaded into the 
heating cell (beige) used for measuring current at the surface of PEMs and 
AEMs. The heating element is located below the stage. (B) Fully 
disassembled flow cell showing how the ½ MEA is mounted onto the cell. (C) 
Cp-AFM chip holder (ORCA holder) with gasket, which is secured to the 
heating stage with 3 screws. This creates a sealed environment to control the 
RH and temperature.  
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Not surprisingly, in this temperature range, both membranes lost conductivity 

quickly as temperature was raised and did so at a rate consistent with bulk ionic conductivity 

observed in previous measurements by the 3M group.61 Above 100 °C, the decrease in 

conductivity was more rapid likely due to additional evaporation of the surface from being 

above the boiling point of water. 

Figure 2.5 below shows spatially resolved current images for each membrane at 25, 

100 and 140 °C. The bright red regions indicate proton current through the membrane to the 

cantilever tip indicative of the hydrophilic and electrochemically active domains. The green 

and blue regions indicate little to no proton current indicative of the hydrophilic regions. The 

 

Figure 2.4: Relative humidity versus temperature relationship for our sample 
chamber with membrane sample and flow rates of 50 mL per minute 
humidified H2 (g) and 100 mL per minute humidified N2(g) at anode and 
cathode respectively. 
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images qualitatively show that as temperature is increased, the proton current gradually 

decays in both membrane systems. We observed that the PFIA maintained a small amount of 

proton current up to 160 °C whereas the PFSA we observed no current above 130 °C. This 

result appears to be in line with our previous observations about the more hydrophilic 

character of the PFIA surface, and suggests that the bulk hydrophilic phase may retain a 

higher degree of connectivity between hydrophilic clusters.  

 

As is readily apparent, the PFIA shows higher current values across all of the 

conditions explored in this study. This is not surprising, as the lower equivalent weight is 

expected to yield a higher density of proton charge carriers and thus a higher proton 

conductivity. Interestingly, the PFIA shows much broader current distributions as well. This 

 

Figure 2.5: Cp-AFM current images of PFIA (a-c) and PFSA (d-f) at 25 °C (a,d) 
100 °C (b,e) and 140 °C (c,f). The red from the color map indicates strongest 
current showing proton flow through the membrane to the tip. Green indicates 
low current and light blue indicates zero current.  
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often was manifested as “hot spots” in the current images, which were in the hundreds of 

nanometers to micron size range, and was most pronounced at high relative humidity. A 

possible interpretation of these results is that there is a distinct morphology causing a non-

uniform concentration of sulfonic acid groups near the surface. Figure 2.6 shows an 

illustration of our cp-AFM data. At dry and ambient conditions, a random distribution of 

hydrophilic clusters was observed in the phase images. At hydrated conditions, we observed 

non-conductive fibrils at the surface, suggesting significant structural rearrangement at the 

surface.   

 

 Figure 2.7 shows a series of histograms displaying the average currents from a 20 x 

20 um conductive AFM image at a range of temperature and RH conditions. Figure 2.8 

shows a plot of the log of average current in these experiments versus RH at each 

temperature and shows how each of the membranes has a near linear decrease in current in 

the 80 – 20% RH range and then a more drastic decrease in current at very low relative 

humidity. The lower humidity range also corresponds to areas above the boiling point of 

water, thus it is likely that under these conditions loss of water from the membrane surface is 

 

Figure 2.6: Cartoon illustrating the change in morphology between dry 
conditions and hydrated conditions of a PFSA or PFIA membrane supported by 
our AFM data. 
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a large factor, even if some water is maintained in the bulk. As can be seen in figure 2.7 and 

2.8d, both the PFSA and PFIA show substantially higher average currents than Nafion™ 

212 and all membranes showed an exponential decay in average current as a function of 

decreasing RH (R2 > 0.93). By carefully monitoring the relative humidity inside of the 

sample chamber at each temperature value, we were able to accurately relate each 

temperature to a relative humidity.  

 

 

It has been found in previous studies on Nafion™ that despite a theoretical increase 

in proton conductance at elevated temperatures,84,85 values at different temperatures but 

constant RH showed very little change.81 For this reason we assumed that temperature was 

    

 

Figure 2.7: Current histograms at various temperatures for 625 EW 3M 
PFIA (left) and 825 EW PFSA (right). From Figure 2.3, RH decreases 
linearly with increase in temperature. Broad current distributions were 
observed at low temperature and high RH, while narrow distributions were 
observed at high temperature (>100 °C). Larger currents were measured 
for PFIA over the PFSA at similar EW.  
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not a factor in these experiments in order to plot our data as a function of relative humidity. 

Additionally, the PFIA was able to reach higher temperatures and maintain measurable 

proton conductance. Looking at the normalized proton current we can see that in the 

extremely low RH and high temperature regime, both membranes lose a similar percentage 

of proton current. The largest differences occurred at 100 °C and 120 °C (15% and 27% RH) 

where the PFIA shows about double the normalized proton current implying the biggest 

improvement in performance in this temperature regime. This is generally regarded as a 

target range for higher temperature PEMFC’s.  
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If we compare our AFM conductivity values to those acquired by Schaberg et al. 

during bulk conductivity measurements, we see good quantitative agreement.60 This is 

impressive given the differences in the techniques being employed, bulk measurements are 

made in the in-plane direction using a high frequency AC bias, while our AFM 

measurements are conducted in the through-plane direction under a constant DC bias. Figure 

2.8b shows a plot of our conductive AFM data alongside theoretical currents based on bulk 

conductivity values and assuming a fixed tip-sample contact area (20 nm radius half-sphere) 

Figure 2.8: Average current values versus RH (a,c,d) for PFIA, PFSA, and Nafion 
212 membranes on a log-linear scale. Normalized average current vs. RH (b) shows 
the current expressed as a fraction of the maximum current at 80% RH on a linear 
scale. Logarithmic fits for each series are shown as a dashed line in (a).  
Comparison between AFM and bulk conductivity data for 3M PFIA (c) and 3M 
PFSA (d). 
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and fixed membrane thickness for the PFIA and PFSA polymers. For example, the PFIA 

showed a conductivity of 120 mS/cm at 80% RH. If we apply our assumptions and assume 

no interfacial resistance or kinetic limitations, we get a theoretical value of 1.14 nA/V. The 

current we actually measure under these conditions is 704 pA/V, about 30% lower, but a 

very good estimate given the lack of information on the actual tip/sample contact area. At 

lower relative humidity, we see that the through plane conductivity is decreasing more 

rapidly than the in plane conductivity likely due to increased dehydration directly at the 

surface and a decreased electrochemical contact area with the AFM tip. 

We conducted a similar set of experiments using dry gas feeds, where temperature 

was varied and humidity remained essentially constant (6% RH at 25 °C and 3% RH at 150 

°C). Under these conditions we notice a linear decrease in current as temperature is 

increased, due to increased evaporation at high temperatures.  These measurements highlight 

an important consideration when interpreting bulk conductivity measurements of ionomer 

materials. During fuel cell operation, the surface properties of the membrane ultimately 

dictate through-plane conductivity and the performance of the fuel cell and need to be 

considered when evaluating these materials.  

 

D. Conclusions 

In summary, we have investigated two of 3M’s perfluorinated ionomers that are 

designed specifically for PEM fuel cells operating under high temperature and low relative 

humidity. We show that both membranes have impressive water retention capability at low 

relative humidity, and that the PFIA is especially well suited for these conditions. At high 
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RH we see a large amount of hydrophilic surface area in both, and the formation of a 

continuous hydrophilic phase in the PFIA which likely indicates unfavorable swelling.  

Using conductive imaging we measured the through plane proton current at conditions 

closely resembling the operating conditions for these cells. We saw that the PFIA membrane 

shows higher currents and broader current distributions across all temperature and humidity. 

Comparison to bulk proton conductivity yields fairly good quantitative agreement at high 

relative humidity, but poorer agreement at low humidity due to a reduced electrochemical 

contact between the AFM tip and membrane surface. These measurements are useful 

because they allow us to visualize the effect of operating conditions on through membrane 

current under a steady DC bias, which closely mimics fuel cell operation.  The changing 

contact area of the tip also allows a quantification of surface contributions to overall 

resistance when compared to bulk conductivity values. Further optimization of this 

technique will allow for the effective evaluation of other high temperature membrane 

materials. Of particular interest is the investigation of porous polymer supported 

membranes, which represent a growing portion of fuel cell systems. The ongoing analysis of 

the morphology and spatially resolved proton conductivity of these materials under 

operating conditions will aid in the design of new, higher performing systems.  
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III. Imaging Channel Connectivity in Nafion by Electrostatic Force 

Microscopy (EFM) 

Portions of this chapter are reproduced from: 

Austin M. Barnes and Steven K. Buratto. Imaging Channel Connectivity in Nafion Using 
Electrostatic Force Microscopy. J. Phys. Chem. B 2018, 122 (3), 1289-1295.  doi: 
10.1021/acs.jpcb.7b08230 

 

A. Introduction 

Understanding charge transport within polymer electrolyte membranes requires detailed 

understanding of the membrane morphology and channel connectivity on the nanometer 

scale; the size of an individual channel.  This chapter focuses on adapting long-established 

electrostatic force microscopy (EFM) methods to study the channel structure and length in 

Nafion.  

Previously established AFM techniques such as conductive probe AFM (cp-AFM) 

provides direct insight into channel connectivity.83 While the current image is acquired in 

contact mode and the phase image is acquired in tapping mode, correlations between the 

images indicate which of the hydrophilic channels results in electrochemical current.26,28,74,86 

These experiments not only show relative conductance of individual channels consistent 

with the model of Schmidt-Rohr and Chen,26 but also shows the existence of hydrophilic 

surface domains that do not support proton conductance or produce electrochemical current.  

We have denoted these hydrophilic domains as dead-end channels that do not connect one 

side of the membrane to the other.  Since these dead-end channels do not produce 
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electrochemical current, cp-AFM does not report on the structure of these domains. In 

addition, cp-AFM usually requires imaging under hydrated conditions and becomes 

challenging under dry conditions.14  

Electrostatic force microscopy (EFM) is a tapping mode technique that offers improved 

resolution over cp-AFM.23 EFM has been established for decades and have been used to 

investigate the surface charge characteristics of both isolated nanostructures87 and structures 

embedded in an insulating thin film.88–90 EFM has been used for acquiring local impedance 

spectra of Nafion.91  EFM is influenced by tip-sample geometry, surface charge, and 

dielectric properties. Hence, we can infer how differences in the surface charge and 

dielectric properties are influenced by differences in channel size and shape.  An additional 

advantage of EFM is that a phase image can be acquired in the first pass while a capacitive 

force image can be acquired over the exact same image area in an inter-leaved scanning 

fashion. By varying the DC bias between the tip and sample, charge migration can be 

observed and directly correlated in XY with the attractive mode phase image.  

We discuss the use of EFM to map the charge distribution of the Nafion membrane 

surface on a nanometer scale and to provide insight into the connectivity of individual 

channels. To our knowledge, no one has used this imaging method to characterize the 

connectivity of the hydrophilic channels of Nafion. Our results show a variation in the 

measured surface charge in the hydrophilic domains which are attributed to differences in 

channel conductivity.  Using our EFM image data we are able to develop a model for the 

hydrophilic domains based on three categories; connected channels, branched channels and 

dead-end channels. The morphological domains we propose are consistent with the parallel 

water cylinders model proposed by Schmidt-Rohr and Chen.92,93 
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B. Experimental 

1. Sample Preparation  

For the data discussed in this chapter, conductive substrates consisted of single-sided 

copper tape on a glass coverslip. The copper was cleaned by rinsing with deionized (DI) 

water for 1 minute followed by rinsing in isopropyl alcohol (IPA) for 1 minute. Thin films 

of Nafion were deposited on the copper by dipping the coverslip halfway into a 50 mL 

beaker of 5% Nafion: IPA solution. The films were left to dry in a sealed container at 

ambient conditions (30-50% RH) for 3 days. The thickness of the films was measured to be 

100-300 nm using AFM topography across the edge of the film. For EFM experiments in 

later chapters, fluorine-doped tin oxide (FTO) substrate was used since copper could 

potentially dissolve at the membrane-substrate interface. However, it is important to note, 

we found no measurable differences in surface charge variation between FTO and copper 

substrates. 

 

2. EFM 

EFM relies on a two-pass interleaved scan. In the first pass, the tip is maintained in 

attractive mode, in which tip-surface interactions are influenced by both van der Waal’s and 

electrostatic forces. At this regime, the distance of the cantilever z-position is ~ 5nm away 

from the point of contact position of the Nafion surface. We define the point of contact 

position as the point in which the lower turning point of the tip apex makes contact with the 

surface.  This is measured by taking force deflection curves, shown in Figure 3.1. 
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 We map the topography and spatial variation of the hydrophilic domains surrounded by 

the hydrophobic matrix using the first pass phase images. Scan regions of interest are 

located by finding flat areas (roughness of 4 nm peak-to-peak) to ensure the attractive 

interactions of the probe are not corrupted by topography. In the second pass, the tip is lifted 

from the attractive mode by 100 nm thus corresponding to ~105 nm from the surface. In 

EFM, a constant DC sample bias is applied to the electrode substrate while the tip is held at 

ground. We scanned the same region for different voltage biases applied to the substrate 

from the microscope controller. We applied -1.5V to +1.5V in 0.5V increments.  

 

Figure 3.1: Shown is a force-deflection plot in which the tip is in tapping mode, 
approaches the surface and measures the amplitude and phase as a function 
of the tip’s z position. The point of contact position is labeled. The attractive-
mode imaging regime is typically 5 nm above the point of contact, while 
repulsive-mode is 5 nm below the point of contact. 
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Images were collected using an Asylum Research MFP3D AFM with a conductive Pt-

coated tip provided by Micromasch (model HQ:XSC11/Pt) with a resonant frequency of 

~325 kHz, spring constant k = 40 N/m, nominal quality factor Q = 424, and tip radius of 

curvature (< 27 nm). We found higher resonant frequency tips are optimal for attractive-

mode phase imaging. We have also shown that while imaging in attractive-mode, the sizes 

of the domains are not limited by the radius of curvature of the probe.14 The measurements 

were done under ambient conditions (30-50% RH) and at room temperature such that the 

pore morphology would be observed. All the images were acquired using the retrace image 

scanning top to bottom. 

 

3. Analysis  

The images were analyzed in Igor Pro with an MFP3D image analysis plugin. 

Hydrophilic domains were manually chosen for analysis by inspecting the consistency 

between the trace and retrace phase images. Throughout analysis the (x,y) position of the 

domains in the phase image were marked by a cursor which highlights the (x,y) position in 

the EFM images. Domains that appeared to be influenced by roughness in the height image 

were neglected. Domains that were influenced by scan direction were also neglected. The 

sizes of the domains in first pass phase images were analyzed by applying an iterative 

method image threshold. The EFM phase data was averaged over the spatial location of the 

domain in the first pass and an uncertainty was also computed. The EFM phase as a function 

of VEFM (Vtip - Vsubstrate) was plotted for each domain and was fit to a 3rd order polynomial.  

 

4. Height Artifacts in EFM 
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The spatial resolution in EFM depends on the radius of curvature of the tip and the lift 

height. While a lower lift height improves the resolution, the image quality becomes 

compromised by the occurrence of height artifacts. Height artifacts in EFM occurs when the 

short-range Van der Waal’s forces dominate the cantilever phase shifts over the Coulombic 

force, which results in an EFM spatial resolution comparable to the first pass height.  

Examples of height artifacts are highlighted in Fig. 3.2.  

 

Height artifacts were quantitatively identified by calculating the correlation between the 

height and EFM images. An XY image plot is generated where each pixel is the correlation 

coefficient, which indicates how well two images are correlated.  Thus, regions of positive 

correlation imply topographically-influenced EFM signals. The correlation is defined by 

multiplying the normalized height image by the normalized EFM image then taking the 

absolute value:  

                                                       𝐶(𝑥, 𝑦) = 𝐻 𝑥, 𝑦 	×	𝐸(𝑥, 𝑦)                                     (3.1) 

 

Figure 3.2: Highlighted examples of topographically-induced image artifacts 
shown in both the height image (left) and the EFM image (right). 
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Figure 3.3: 1.6 x 1.6 µm height, EFM, and correlation images for all Vsample 
collected.  
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The correlation images were generated in ImageJ software. Figure 3.3 shows an entire 

image-set consisting of height, EFM, and the calculated correlation image. All images were 

normalized so pixel values range from 0 – 1. We found a stronger correlation for negative 

sample biases (positive VEFM). Thus, the -1.5V sample bias image was used to identify 

which hydrophilic domains are not corrupted by the topography. The channels that were 

analyzed by EFM are highlighted by numbers and yellow circles in the first pass phase 

image and corresponding correlation image. It is important to note that domains labeled 1, 5, 

14, and 15 were deemed to be corrupted by the topography.   

 

 

 

 

Figure 3.4: Phase image and correlation image at -1.5V sample bias.  
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C. Theory of EFM 

EFM is a two-pass interleaved scan in which the topography and phase is measured in 

the first pass and the EFM phase is measured in the second pass. An illustration of this 

method is shown in Fig. 3.5. In the second pass, also known as lift-mode, the tip is lifted off 

the surface while mechanically driven on the cantilever’s resonance frequency with a small 

(10 mV) drive amplitude. At this lift-height distance (20-100 nm), only the electrostatic 

force gradient established between the conductive tip and the sample influences the phase 

deviations of the probe.  

 

 Mathematically, the phase deviations are defined as:  

                                                                ∆𝜙 = 6
M3

NO
NP

                                                    (3.2) 

where Q is the quality factor of the cantilever, k is the spring constant, F is the electrostatic 

force exerted by the sample onto the tip, and z is the direction of the tip oscillation. In 

general, the work (U) done on a test charge (q) by an electric field is defined as: 

                                                            𝑑𝑈 = 𝑉𝑑𝑞                                                         (3.3) 

 

Figure 3.5: Schematic of the EFM 2-pass method. In the second pass scan in our 
experiment, the voltage is applied to the sample while the tip is held at ground.  
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Since V = q/C where C is the capacitance and V is the potential difference, we can substitute 

and integrate Eq. 3.2 

                                                            𝑈 = U
M
𝐶𝑉M                                                         (3.4) 

Since C is a function of z, 

                                                     	𝐹 = − NW
NP
= − U

M
NX
NP
𝑉M                                             (3.5) 

Therefore, the expression for the EFM phase shift is: 

                                                     ∆𝜙 = − 6
M3

N2X
NP2

𝑉M                                                     (3.6) 

According to Eqn. 3.6, the EFM phase shift has a quadratic dependence with respect to the 

voltage, which is the total potential difference between the tip and the sample. This consists 

of 3 components: (1) the voltage bias controlled by the user, VEFM = Vtip – Vsubstrate. (2) the 

surface potential of the membrane film, Vs. (3) the potential due to charge enclosed in the 

membrane, Vq.  Accounting for all of these contributions, Eqn. 3.6 becomes23,24: 

                        ∆Φ =	− 6
M3

Z2X
ZP2

(𝑉[O\ − 𝑉,)M − 2(𝑉[O\ − 𝑉, 𝑉 + 𝑉 M]                     (3.7) 

Eqn. 3.7 shows that the linear term provides information regarding the stored charge 

enclosed, from which we can make inferences regarding the channel connectivity.  

 

D. Quadratic EFM Phase Behavior: 3 Classes of Channels 

In our EFM experiment, a two-pass scanning method is used; topography is acquired via 

tapping-mode phase in the first pass and EFM phase shift is acquired in the second pass. In 

the first pass, the Nafion is imaged under attractive mode conditions. The results of EFM 

applied to a Nafion film are presented in Figure 3.6.  The topography and phase images are 

shown in Figs. 3.6A and 3.6B, respectively. Contrast in the first pass tapping-mode phase is 
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related to the power dissipated by tip-sample interactions.94 Phase greater than 90° signify 

attractive mode and deviations toward 90°, or dark contrast in Fig. 3.6B, signify maximum 

power dissipation and are assigned as the hydrophilic domains. As we have discussed in our 

previous work, the phase images show a surface morphology consistent with both the 

parallel water cylinders25 and bicontinuous network models14 predicted from bulk small 

angle scattering, but quantitatively distinct in size and density of aqueous domains on the 

surface.17  

 

 

 

Figure 3.6: AFM images that include the first pass (A) height and (B) attractive 
mode phase and the second pass EFM phase shifts. The lift height above the 
surface is 100 nm. (C) i-iii shows EFM phase images at different Vbias. (D) i shows 
phase shift as a function of VEFM for the average background. (D) ii shows the 
background subtracted phase shift as a function of Vbias for three different 
highlighted domains in B and C. All of the domains were fit to a quadratic 
function. 
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In the second pass, the EFM image is acquired. In EFM, the conductive tip is placed at a 

height of 100 nm above the surface and is mechanically driven at its resonant frequency 

while a DC bias is applied between the tip and substrate. The topography image acquired in 

the first pass is used to maintain the 100 nm separation during the second pass.  During both 

passes, a bias is applied to the tip and FTO sample electrode. The bias voltage between the 

tip and the FTO sample is defined conventionally as VEFM = (Vtip - Vsample).    In all of our 

experiments the voltage at the tip is held at ground, which implies the bias voltage VEFM = - 

Vsample. Protons migrate according to the sign of the bias.23  A bias voltage VEFM = - 0.5V for 

example, implies a positive sample voltage, which forces protons toward the surface. The 

presence of protons within the hydrophilic channels results in an electrostatic force on the 

tip.  Difference in phase between the drive signal and the response of the cantilever caused 

by this electrostatic force is measured as the EFM phase shift, which is imaged in EFM.92,95 

Figs. 3.6Ci, 3.6Cii, and 3.6Ciii show EFM phase images of Nafion at three different applied 

voltages VEFM = -0.5V, 0V, and +0.5V, respectively. 

Structural information can be gleaned from the EFM phase images by considering the 

voltage dependence of the EFM phase signal for individual aqueous domains.  The blue 

square, green oval and magenta circle in 3.6B are used to mark the locations of three 

individual hydrophilic domains.  These same markers are used in the EFM phase images of 

Fig. 3.6Ci, 3.6Cii and 3.6Ciii to illustrate the change in EFM phase contrast of these three 

individual domains as a function of applied voltage. Fig. 3.6D shows a plot of EFM phase 

shift vs. VEFM for each of these three domains.  The data points are labeled by blue squares, 

green ovals and magenta circles; the same colors as in the corresponding EFM images in 
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Figs. 3.6Ci, 3.6Cii and 3.6Ciii.  The line traces in Fig. 3.6D represents a fit to the data points 

using a quadratic function. 

To this end, the EFM phase vs. VEFM data of three individual channels in Nafion shown 

in Fig. 3.6D were fitted to a quadratic function, which is illustrated in the line traces of Fig. 

3.6D.  The data of Fig. 3.6D are representative of the three categories of EFM phase shifts 

observed in Nafion films as a function of VEFM: a quadratic (blue), linear (magenta), and null 

(green) dependence.  We have analyzed a total of 19 individual hydrophilic domains with 

EFM. For each domain the EFM phase (ΔΦ) vs VEFM was fit to a quadratic function: 

                                      ∆Φ =	∆Φ^ 	+ ∆ΦX 	= 𝐴𝑉[O\ + 𝐵𝑉[O\M	                             (3.8) 

which contains a linear and quadratic term. If A	≅ 0 then the plot of ΔΦ vs VEFM has a 

quadratic dependence. If B ≅ 0 then the plot of ΔΦ vs VEFM has a linear dependence. If both 

A and B are very small, then the plot of ΔΦ vs VEFM has a null dependence.  

It is important to note that before background subtraction, we observed parabolic 

dependence of the phase shift with bias voltage. Figure 3.7 shows the parabolic response 

before background subtraction of the same channels shown in Fig. 3.6.  



 

 47 

 

E. Modelling of EFM  

1. Plane Capacitor Model – Capacitive Force between Tip and FTO  

The capacitance is dependent on the dielectric constant of the material separating two 

conductors and the geometry of the capacitor. Since the AFM probe is typically treated as a 

cone and the samples of interest have non-trivial geometries, modelling the results of EFM 

can be complicated.  Martin et al. was the first to describe a tip-plane system as a simple 

parallel plate capacitor.96 Its validity in comparison with other analytical models was further 

verified by Belaidi et al.97 The capacitive force exerted on one plate is defined as: 

                                                                 	𝐹 = −𝑞𝐸                                                                  (3.9) 

where 

                                                                 𝐸 = e
Mf8

                                                                        (3.10) 

𝜎 is the surface charge density, defined as q/A. A is the surface area of the plates and 𝜀@ is the 

vacuum permittivity.  

 

Figure 3.7: Representative parabolas before background subtraction for all 
regions shown in Figure 2. The background curve is the black dashed line, 
which is also shown in Figure 3.6Di. Note that Vbias = -VEFM. 
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Lastly, 

                                                𝑞 = 𝐶	𝑉[O\ = (4	f8
Pi
)𝑉[O\                                                         (3.11) 

where z is the separation distance (lift-height) between the two plates. By substitution of 

equations 3.9 into 3.11, the analytical expression for the capacitive force becomes: 

                                                       	𝐹 = +4	f8jklm2

M	P2
                                                                     (3.12) 

It is important to note that this analytical expression only takes into account the 

capacitive force between the tip and the substrate (FTO). A model that includes the 

capacitive force due the polarizability of the membrane film and the Coulombic force due to 

the stored charge enclosed in individual channels must also be taken into account.  

 

2. Capacitive Force Due to Polarization of the Membrane  

The membrane creates an additional capacitive force that must be taken into account. 

The polarization of the film is due to the electric field, E, from the uniform parallel plate 

depiction given by: 

                                                                  𝑃 = 𝛼𝐸                                                      (3.13) 
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where 𝛼 is the polarizability. A schematic of the EFM-membrane system as a parallel-plate 

model is shown in Fig. 3.8. 

 

The capacitive force (Fc) due to polarization of the film, which can be derived from Gauss’s 

law is: 

                                                                𝐹o = 𝛼𝐸 Z[
ZP
	                                                  (3.14) 

E in terms of the potential difference is: 

                                                             𝐸 = jklm+jp
PqZ

                                                (3.15) 

where z is the lift-height and d is the thickness of the film. By substitution, Eqn. 3.14 

becomes: 

                                                           𝐹o =
+r(jklm+jp)2

(PqZ)s
                                             (3.16) 

Therefore, the EFM phase shifts due to the polarization of the film becomes:  

                                                         ∆Φo =
t	6
M3

r(jklm+jp)2

(PqZ)u
                                        (3.17) 

 

Figure 3.8: Cartoon of EFM-membrane system depicted as a parallel plate capacitor. 
The blue film represents the Nafion with a thickness, d. The arrows represent the 
electric field lines.  



 

 50 

Eqn. 3.17 shows that the polarizability, 𝛼, and film thickness, d, contribute to the quadratic 

dependence of VEFM.   

 

3. Coulombic Force between Tip and Membrane  

Lastly, the stored charge in the membrane is taken into account. The Coulombic force 

exerted on the tip by the film is: 

                                                  𝐹 = 𝑞 ∙ 𝐸 = 𝑞 ∙ (jklm+jp
PqZ

)                                        (3.18) 

The EFM phase shift as a function of VEFM is: 

                                                   ∆Φ^ = − 6
M3
	^∙(jklm+jp)

(PqZ)2
                                           (3.19) 

Therefore, the Coulombic interactions, which depends linearly with VEFM is contributed by 

the total stored charge, q, and the film thickness, d.  

 

4. Isolated Cylinder Model vs. Embedded Cylinder Model 

The parallel plate capacitor model is useful due to its simplicity and analytical 

expressions for the linear and quadratic dependence can be derived on VEFM. However, 

deriving analytical expressions for tip-sample forces for more complicated tip and sample 

geometries are either difficult or impossible. Thus, numerical methods such as the finite 

element method98 and surface charge method96,99 are often employed to simulate the tip-

sample forces. This discussion will focus on the finite element method.  

In the context of EFM, the finite element method solves Poisson’s equation by dividing 

an arbitrary domain (the entire tip-sample geometry) into smaller domains, thus creating a 

boundary “mesh”. Briefly, the error from trial functions are minimized over finite elements 

and a global system of equations is generated from the elemental equations.  
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Melin and co-workers similarly derived analytical expressions as Eqns. 3.17 and 3.19 

from the parallel plate model and compared the results to the numerical result using the 

finite element method of conical tip and a nano-cylinder sample.100  They analyzed the ratio: 

                                                               𝑅 = ∆Φ^/∆Φo                                                             (3.20) 

They showed that the expression for the ratio was: 

                                                            𝑅 = +x	^	P
t	f	f84(jklm+jp)

                                                     (3.21) 

The ratio for the conical tip and nano-cylinder was similar to the plane-shaped tip and nano-

cylinder, but only differed by a correction factor, g. They showed g = 1/3 for the plane tip 

model and g = 2/3 for the conical tip model.    

 In contrast to the isolated cylinder model, a Nafion film is a complex material due to 

the phase separation, which results in aqueous channels of unknown morphology dispersed 

randomly in a fluorocarbon matrix. Nevertheless, if we assume that the aqueous domains are 

roughly cylindrical then we can utilize what we know from the EFM of the isolated cylinder 

model systems to help interpret our EFM data of Nafion. A schematic comparing these two 

models is shown in Fig. 3.9.  

 

 

Figure 3.9: (A) Schematic of EFM plane capacitor influenced by a cylindrical 
nanostructure described by Melin et. al.  (B) Similar description of cylindrical nano-
channels embedded in a fluorocarbon matrix.  
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Fig. 3.9B illustrates a simple cylinder model for aqueous channels embedded in Nafion. 

Inspecting the cartoons of Fig. 3.9A and 3.9B it is easy to see the similarity between the 

isolated cylinder model and the Nafion film model.  The dielectric cylinders of Fig. 3.9A are 

represented in Fig. 3.9B by the cylindrical aqueous channels surrounded by a fluorocarbon 

matrix.  The main difference between the isolated cylinder model of Fig. 3.9A and the 

Nafion model of Fig. 3.9B is the dielectric constant of the surrounding medium, which is air 

in the case of Fig. 3.9A and fluorocarbon in the case of Fig. 3.9B. Thus, it should be 

possible to apply what is known from the isolated cylinder model to our Nafion film model. 

From Eqns. 3.17 and 3.19, we can define the linear and quadratic coefficients from Eqn. 3.8.   

                                                         𝐵 = 	− 6
M3
	 ty8z{

Pu
                                                             (3.22) 

                                                        𝐴 = 6
M	3	y|	Ps

	ℎ	𝑞                                                                   (3.23)                                                                 

q is the total charge enclosed and S is the surface area of the top face of the cylinder. B is 

only dependent on the cylinder volume and has no dependence on charge. The coefficient A, 

however, is dependent on the total charge enclosed, the cylinder length, and the relative 

permittivity. 

 

5. Mathematica Simulations of an Embedded Channel 

The tip-sample force as a function of applied bias was modeled as a parallel capacitor in 

which a channel of uniform charge is surrounded by a dielectric matrix. In Mathematica, the 

Poisson’s equation was solved numerically using finite element method with Dirichlet 

boundary conditions. 3.10A shows the defined boundary mesh that schematically represents 

the tip-Nafion system in which a disconnected channel is shown. The relative permittivity 

was defined for different regions: air = 1, channel = 80, matrix = 2. Figure 3.10B shows the 
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result of numerically solving Poisson’s equation showing a contour of the scalar potential 

over the boundary mesh for an FTO potential of 0.  It is important to note that in this 

simulation, only the length of the channel was varied to analyze the effect of the force 

applied to the tip. The width and charge density were constants. The force applied to the tip 

was calculated for different FTO potentials by taking the gradient of potential to get the 

electric field. The force acting on the tip in a parallel capacitor is defined as: 

                                                           𝐹 = f8
M

𝐸M ∙ 𝑛~𝑑𝑙                                                     (3.24)  

 

 

Figure 3.10: Finite element method simulations from Mathematica. (A) Boundary mesh for 
the EFM – Nafion system. (B) Scalar potential field resulting from solving Poisson’s 
equation. (C) The force exerted on the tip by the sample as a function of VEFM. Shown are 
two quadratic fits of two types of channels: a long connected channel and a short 
disconnected channel. (D) The linear term, A, is plotted vs. the quadratic term, B, for the 
two channel types.  
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In Mathematica, a finite sum of the normal components of the electric field were taken 

to solve for the total force. Figure 3.10C shows the relationship between the force applied to 

the tip vs. VEFM for a connected channel and a disconnected channel and were fit to a 

parabola. The case shown in 3.10B represents a disconnected channel.  The parabolic fit 

parameters were plotted, and a positive trend is shown between A and B for varying channel 

lengths shown in 3.10D.  Long connected channels give rise to larger A with B approaching 

zero, while short disconnected channels give rise to lower A with more negative B. Thus, 

the influence of channel length agrees with our interpretation from the isolated cylinder 

model.96 The Mathematica script can be found in the Appendix.  
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F. Assignment of EFM Phase Behavior with Channel Structure   

Each domain is fit to a quadratic function, subtracted from the background, and 

classified as either linear (A>>B), quadratic (B>>A), and null (A≅0 and B≅0). Using our 

embedded cylinder model, we can understand how A and B are affected by channel length.  

 

First, the A and B coefficients were plotted to evaluate their correlation. Figure 3.11A 

shows a scatter plot of the fit coefficients: the linear term, A, and the quadratic term, B. 

Using equations 3.21 and 3.22, the ratio A/B provides an expression that is dependent on 

both the shape and the dielectric properties of the channel:  

 

Figure 3.11: (A) Spectrum of quadratic and linear coefficients showing a 
positive trend from quadratic channels to linear and null channels. The dashed 
red line shows the �𝑨

𝑩
� = 𝟏	condition. The gray region shows which data points 

correspond to �𝑨
𝑩
� > 𝟏	. (B) Color-coded histogram of |A/B| values in which blue 

corresponds to the quadratic channels, purple corresponds to linear, and green 
corresponds to null. (C) Model proposed illustrating how different channel 
structures give rise to quadratic, linear, and null phase shifts.    
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                                                        4
�
∝ 	{	

	y|	
^
j

                                                     (3.25) 

 

where ℎ is the channel height, 𝑞 is the total charge in the channel, 𝜖� is the relative dielectric 

constant and 𝑉 = 𝑆 ∙ ℎ is the volume of the channel. The quantity ^
j

 represents the charge 

density in the channel and is related to the spatial distribution of sulfonate groups that is 

assumed to be uniform.96  Thus, comparing the ratio 4
�

  for different channels results in a 

comparison of 	{	
	y|	

 for different channels assuming the charge density (i.e. the spatial 

distribution of the H+ ions within the channel) is roughly constant. The dashed red line 

shows the 4
�
= 1	condition. Figure 3.11B shows the distribution of the ratio 4

�
	in which 

the color of each bin matches the color corresponding to data shown in 3.11A. EFM phase 

shifts that have quadratic dependence with VEFM, the ratio of  4
�

 is small (< 1.0), which 

implies a small ℎ and is indicative of a short, dead-end channel. These channels are depicted 

by the blue data points in the scatter plot of Fig. 3.11A and 3.11B. Using the isolated 

cylinder model101 as a guide we can infer a short cylindrical channel structure as illustrated 

in Fig. 3.11C-i.  Similarly, for EFM phase shifts that depend linearly with VEFM, 4
�

  is large 

(> 1.0), which implies large	ℎ and is indicative of a long cylindrical channel. These channels 

are depicted by the purple data points in the scatter plot of Fig. 3.11A and 3.11B, and are 

represented in the structural model of Fig. 3.11C-ii. In 3.11A, the gray region shows which 

data points correspond to 4
�
	> 1. EFM phase shifts that have no dependence on VEFM are 

referred to by the “null” designation and are represented by the green dots in the scatter plot 

of Fig. 3.11A and 3.11B. 3.11A shows 4 green data points. One data point falls outside the 
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red dashed lines. Three other “null” points do not fall directly on the (0,0) origin, but are 

close given the measurement error of ~0.02°. These channels have 𝐴 ≈ 0 and 𝐵 ≈ 0, 

which was not predicted by the isolated cylinder model,96 hence why 4
�
	≫ 1 in 3.11B. We 

attribute the null dependence to branched channel as depicted in the structural model of Fig. 

3.11C-iii.  In the branched channel the charge is not influenced by the voltage bias due to the 

presence of a path of least resistance for the charge. This path is denoted by the red arrow in 

the structural model of Fig. 3.11C-iii. The modulation of charge would be dominated by this 

larger branch. If the tip is placed over the smaller branch then the observed EFM phase shift 

would be independent of VEFM, which is consistent with our data.  

It is important to note that the ratio 4
�

 is sensitive to 	{	
	y|	

 for each channel.  Until now 

we have assumed that the relative permittivity 	𝜖� is the same for each channel.  This 

approximation works well for channels with large surface area of the order of 50 nm2. For 

narrow channels, however, this approximation breaks down.  A radial-dependent 

permittivity has been shown using a Poisson-Boltzmann approach for cylindrical channels. 

A drop in the permittivity occurs at a distance of 3-6 Å from the sulfonic side chain 

boundary wall.96  Thus, for very narrow channels both the length of the channel and the 

permittivity can influence 4
�

. 

 

F. Conclusions  

Using EFM we have shown that the pore structure in Nafion can be characterized by 

long connected channels that conduct protons from one side of the membrane to the other, 

short dead-end channels that are open to one side of the membrane but do not connect to the 
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opposite side of the membrane, and branched channels that have multiple paths from one 

side of the membrane to the other. The differences in the EFM phase dependence on applied 

voltage allows each channel to be assigned to a particular structural motif. With these 

imaging techniques, future comparative studies of thin films under humidity controlled 

conditions could provide an improved understanding of how channel connectivity is tied to 

membrane water content.  

  



 

 59 

 

IV. Humidity-dependent Surface Structure and Hydroxide 

Conductance of a Model Quaternary Ammonium Anion Exchange 

Membrane 

Portions of this chapter are reproduced from: 

Austin M. Barnes, Brendan Liu, Steven K. Buratto. Humidity-dependent Surface 
Morphology and Hydroxide Conductance of a Model Quaternary Ammonium Anion 
Exchange Membrane. Corrections re-submitted to Langmuir (8/29/19). 

 

 

A. Introduction 

PEMs like Nafion, are typically perfluorosulfonic acid (PFSA) polymers consisting 

of a fluorocarbon backbone and a sulfonic acid side-chain. AEMs on the other hand 

commonly consist of a hydrocarbon backbone and a quaternary ammonium (QA) cation, 

which is water solvating and mobilizes the OH-.102 While there is still no benchmark AEM, 

FAA-3 by FuMA-Tech GmbH represents one of the few high performance and chemically 

stable AEMs that is also commercially available.31 The complete chemical structure has not 

been published, but has been reported to be an aminated poly(phenylene oxide) (PPO) 

backbone103,104 with QA functionality.105 Its bulk properties including conductivity, 

mechanical strength, and morphology have been the subject of several recent reports.34,106 

Marino and co-workers have recently reported bulk conductivity and small angle x-ray 

scattering (SAXS) as a function of water content of FAA-3 in both the bromide and 

hydroxide form.34,103,106–108 The water content is defined as 𝜆=[mol H2O]/[mol QA]. At 

sufficiently high water content (𝜆 > 20) in the hydroxide form, a random phase separated 
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nano-morphology was inferred from SAXS giving rise to OH- mobility comparable to 

Nafion.34 What remains to be understood is how these bulk measurements are tied to the 

surface morphology and spatial distribution of hydroxide current through the membrane.  

O’Dea et al. had previously compared the surface morphology of Nafion 212 by 

atomic force microscopy (AFM) to bulk morphologies inferred from SAXS across a wide 

range of relative RH.34 At dry and ambient conditions (3-50% RH), the morphology 

resembles the cluster network23 or the parallel cylinder model.75 These models are inferred 

from the ionomer peak and matrix knee, corresponding to the higher scattering angle regime.  

Kusoglu et al. has measured the domain-spacing (i.e. d-spacing) of Nafion with grazing-

incidence SAXS (GISAXS) and found the spacing of hydrophilic domains was 3-4.5 nm.109 

Bass et al. has also revealed by GISAXS that Nafion micelles orients parallel to the 

surface.110  At 95% RH and higher, elongated worm-like features were observed that were 

~40 nm in width and microns in length. This observation coincides with the rod-like model 

put forth by Rubatat and co-workers in which features 6-80 nm in length were reported by 

AFM and analysis of the SAXS intensity upturn (low scattering angle) of hydrated Nafion.19 

While this model suggests a semi-crystalline hydrophobic rod surrounded by ionic 

aggregates, conductive-probe AFM (cp-AFM) of hydrated Nafion revealed the elongated 

features were insulating, which suggests a ionic interior surrounded by a fluorocarbon 

shell.13 Currently, the most accepted model is a locally flat hydrophilic domains, which was 

derived from the linear scaling in the d-spacing with hydration.111In work reported here, we 

combine phase imaging with cp-AFM to image the surface morphology and hydroxide 

conductance of FAA-3, which serves as our model QA-based AEM. We compared the 

differences in morphology between dry and humidified states in both the Br- and OH- forms. 
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Hydrocarbon-based AEMs exhibit higher water uptake percentages than fluoropolymer 

counterparts, which impacts the morphology of the AEM.112  An increase in hydrophilic 

domain size was observed under increasing exposure time to humidified N2, which is 

indicative of membrane swelling at the surface. In the Br- form, randomly dispersed 

spherical clusters are visible at hydrated conditions. In the OH- form, elongated worm-like 

features were observed under similar conditions. In both Br- and OH- forms at dehydrated 

conditions, no phase contrast could distinguish the hydrophilic domains. The current was 

imaged for a ½ MEA sample in which ultra-pure humidified H2 and O2 were supplied at the 

anode (beneath the GDE) and cathode (conductive tip), respectively. We suggest that these 

elongated worm-like features seed the formation of micellar non-conductive micellar surface 

structures, which indicates a high degree of swelling at the surface.  

B. Experimental 

Fumapem FAA-3-50 membranes by FuMA-Tech GmbH were purchased from 

FuelCellStore and delivered in the dry Br- form. There was no pre-treatment step prior to 

hydrating or dehydrating the membrane in the Br- form. The membranes were ~50 µm thick 

with an ion exchange capacity (IEC) of 2.02 meq/g.  Fumion FAA-3-SOLUT-10 dispersion 

(10 wt% in NMP) was also purchased from FuelCellStore. A custom commercial gas 

diffusion electrode (GDE) (no Nafion post-coat) was purchased from FuelCellsEtc (0.5 

mg/cm2 Pt, 60% PtC).   

Hydroxide exchange was performed by soaking the membrane in 1M KOH for 24 h at 

room temperature. Prior to phase imaging, the membranes were rinsed with deionized water, 

shaken off of excess water, then quickly mounted to a steel puck by a 10 µL drop of Fumion 

solution. The sample was placed in a modified closed fluid cell (modified Polyheater, 
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Asylum Research). Dry or humidified N2 was supplied to the cell at 0.03 L/min achieving a 

relative humidity (RH) of 3% or 80% at room temperature, respectively. The RH was 

measured using an external humidity sensor (Honeywell).  

Small patches of GDEs (0.25 cm2) were first pretreated with ethanol to improve the 

wettability of the GDEs with Fumion dispersion solution. Fumion solution (2x20 µL drops) 

was applied to the catalyst layer. A Q-tip was used to gently brush the solution uniformly 

over the surface. The GDEs were then placed in a vacuum oven for 2 h at 50 ºC. The ½ 

membrane electrode assembly (MEA) was prepared by placing a Fumapem membrane in the 

hydroxide form over the impregnated GDE. The membrane adhered to the steel puck by 

Fumion solution. The sample was quickly sandwiched by 2 Teflon sheets and stored in a 

fabricated steel clamshell with a 4.5 kg weight plate centered over the ½ MEA for an 

effective pressure of ~18 kg/cm2 (256 PSI) for 24 h. The ½ MEAs were then dried in a 

vacuum oven at 50 ºC for 24 h. The ½ MEAs were quickly placed in the closed fluid cell 

and allowed to equilibrate under humidified N2 for several hours prior to current imaging.  

Phase images were collected in tapping mode using an atomic force microscope 

(Asylum Research MFP-3D). Standard silicon probes (HQ:XSC11, Mikromasch) with a 

nominal resonant frequency of ~300 kHz and spring constant 40 N/m were used. Prior to 

collecting phase images of hydrated FAA-3-OH-, the cell was flushed with humidified N2 

for several hours in order to avoid CO2 contamination. Similarly, dry N2 was applied for 

dehydrated FAA-3-OH-. Current images were collected using a standard ORCA module 

with 500 MΩ sensitivity. Platinum coated tips (HQ:XSC11/Pt, Mikromasch) with a nominal 

resonant frequency of ~80 kHz and spring constant of ~2.7 N/m were used. Images were 

acquired in contact mode with a typical contact force of ~20 nN. After equilibration in 
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humidified N2, humidified high purity H2 and O2 were supplied via gas flow channels 

(Scribner model 850 C fuel cell test system) at 0.03 L/min underneath and over the ½ MEA 

in the closed fluid cell, respectively. A +1V sample bias was typically applied to the carbon 

electrode to improve signal. Common in cp-AFM measurements due to the electrical 

impedance of the instrument, 5pA offset was applied. The average diameter of the domains 

from Fig. 4.1B was analyzed using a particle analysis algorithm in Igor Pro. The average 

length and width of the domains from Fig. 4.1E were measured by taking line profiles. The 

power spectral densities (PSDs) were computed in Gwyddion and plotted in Igor Pro. The 

position of the peak indicates the maximum spatial frequency of the AFM phase images. We 

identify the first peak (q) in the PSD. The d-spacing is defined as  Mp
�

 .  

C. Results and Discussion 

The surface morphology was observed in the Br- and OH- form under dry (18% RH) and 

hydrated (80% RH) conditions using the phase in tapping-mode AFM shown in Figure 4.1. 

Phase deviations depend on whether the tip-sample interactions are attractive (>90°) or 

repulsive (<90°). Tip-sample power dissipation is related to the sine of the phase angle, 

hence phase deviations toward 90° imply maximum power dissipation.23  Under dehydrated 

conditions, the phase was in repulsive-mode due to the increased rigidity of the membrane. 

Little phase contrast was observed under 18% RH for both Br- and OH- shown in Fig. 4.1A 

and 4.1C, respectively. This indicates that FAA-3 does not form a phase-separated channel 

morphology on the surface under dehydrated conditions, which agrees with SAXS.24 

Furthermore, the water content (𝜆=[mol H2O]/[mol QA]) of the membranes is low at such 

dry conditions (𝜆 ≅ 0.5 for FAA-3-Br- and 𝜆 ≅ 5 for FAA-3-OH-) which is not a sufficient 



 

 64 

number of water molecules to dissociate the counter ion in these hydrocarbon-based AEMs, 

and the conductance of OH- goes to zero.34  

 

 

At 80% RH, attractive-mode phase was achieved due to the increased compliance of the 

membrane and increased water uptake (𝜆 ≅ 3 at 80% RH in the bromide form).34 For FAA-

3-Br- under hydrated conditions, a random pore morphology was observed, which was 

qualitatively similar to the surface morphology of Nafion.34 This is contrary to bulk 

scattering observations in which only a diffuse ionomer peak was shown in the Br- form 

even at high water contents.23,24 We suggest that the increased chain flexibility near the 

surface can accommodate larger degree of surface rearrangement than in the bulk.  In 

attractive-mode, dark contrast implies maximum power dissipation, which we infer as the 

hydrophilic domains.34 The domains cover approximately 17% of the surface with an 

 

 

Figure 4.1: Tapping-mode phase images of FAA-3 in the bromide form (A,B) 
and hydroxide form (D,E) under 24 h exposure to 18% (A,D)  and 80% RH (B,E). 
Power spectral density plots (C,F) from the images 4.1B and 4.1E.  
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average diameter of 15.4 nm. Power spectral density (PSD) plots were used to analyze the 

spatial frequencies of AFM images.23,24  The PSD plots shown in Fig. 4.1C and 4.1F were 

measured from images shown in 4.1B and 4.1E, respectively. The radially-averaged 

correlation length (dspacing) between two hydrophilic domains was determined by the relation 

𝑑,*-o)�x =
M�
^

 . q is the position of the primary peak labelled by the black triangle. From 

image 5.1B, the dspacing was 37 nm.  

Under hydrated conditions in the hydroxide form (FAA-3-OH-), elongated fiber-like 

domains were observed as shown in Fig. 4.1D. In the hydroxide form, the water uptake 

 

Figure 4.2: (A,C) Height and (B,C) phase images of hydrated FAA-3-OH- of a 1.5 x 
1.5 µm scan and a 10 x 10 µm scan. Elongated fibrillar structures can be observed in 
both sets of images.   
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increases significantly; 𝜆 =	60 when submerged under water.69,113 In the bulk, a random 

pore network morphology was inferred from SAXS. An intense ionomer peak provided 

measurement of the d-spacing, which is defined as the correlation length between scattering 

objects. At 𝜆 =	60, the d-spacing was ~ 6 nm.34 Our results show a significant change in the 

morphology that occurs at the surface in the hydroxide form. Features shown in 4.1D were 

measured to have an average width of 34 nm and an average length of 230 nm. The dspacing 

determined from the PSD plot from image 4.1D was 203 nm. From this analysis, the 

coalescence of surface domains gives rise to significantly larger domains and further spaced 

apart than results inferred from SAXS.34 These distinct differences in the morphology and 

the sizes of the hydrophilic domains at the surface from the bulk has been observed in other 

AFM investigations of Nafion and similar perfluorosulfonic acids. 23,114,115 Aleksandrova et 

al. has reported the size of the conductive regions of Nafion to range 9-25 nm by cp-AFM.68 

He et al. has also shown the surface of Nafion has higher conductivity than the bulk at 

higher water content.67 All of these reports indicate a rearrangement of the domains at the 

surface in order to minimize the surface free energy of the membrane. 

Larger scans of these elongated features extend microns in length over the membrane’s 

surface as shown in Figure 4.2. An isolated feature is shown in Figure 4.2A and 4.2B. The 

phase contrast in 4.2B reveals the feature is hydrophilic. Figure 4.2C and 4.2D shows a 

larger scan in which these features dominate the surface. While we found no correlation 

between the height and the phase images of Figure 4.1D, we found that topographic changes 

in the height to be associated with changes in the phase over prolonged exposure to high 

RH.  Since the topography influences the phase in both of these sets of images, we cannot 

discern the chemical composition of these regions of the surface. During our preparation of 
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FAA-3-OH-, the membrane was exposed to air for ~ 5 min. This could lead to an increase in 

domain size at the surface and bulk as a result of CO2 reacting with OH- to form HCO3
- or 

CO3
2-. Divekar et al. measured SAXS of a perfluorinated AEM under CO2 exposure and 

observed a ~2 nm shift in the d-spacing over 2 hours.116 Therefore, conductive-probe AFM 

(cp-AFM) was used to visualize how such surface rearrangement influences the hydroxide 

conductivity through the membrane.  

In cp-AFM, a Pt coated tip scans in constant contact with a ½ MEA sample. A schematic 

is shown in Figure 4.3. Humidified O2 is supplied to the tip while H2 is supplied beneath the 

gas diffusion layer. In recent cp-AFM measurements, only humidified O2 was used.34 

Therefore, current signal originates from large tip biases (+2V) that split water into OH- and 

H2 at the tip-membrane interface. This methodology may cause drift or unexpected spikes in 

current signal as a result of potential carbonate displacement.117,118  

 

We have also observed a non-zero current signal with no fuel running, yet significantly 

higher current signal with fuel on. In both image sets, a +1V sample bias was applied. Both 

scans are of the same image area. Both scans start from the top of the image and scan down. 

It is important to note that the current is higher in this data than that from Figure 4.4 due to 

 

Figure 4.3: Schematic of cp-AFM experiment.  
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higher contact force – 50 nN of force was used in this scan vs. 20 nN used in the manuscript. 

Distributions of the current from the current images is shown. The average current shifts by 

~50 pA when fuel is turned on. A narrow distribution was observed when the fuel was off, 

while a broader distribution is shown with fuel on. 

 

Furthermore, CO2 contamination makes current imaging of AEMs difficult. While it 

has been reported that exposure to ambient air for 5 minutes leads to a 50% conversion of 

OH- to CO3
2-,119 our experience indicates that current images could still be readily achieved 

 

Figure 4.4: Comparison of height and current images with fuel off (top row) 
and on (bottom row).  Distribution of current for fuel off (gray) and fuel on 
(red). 
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even after 5-10 minute air exposure during sample preparation.  

 

Figure 4.5A and 4.5B shows a representative height image and its corresponding 

current image, respectively. The current image shows elongated fibrillar regions with little 

to no hydroxide current while in between these regions show high current. Regions of poor 

conductance is likely due to the morphological structure of these regions correlated with the 

results inferred from phase imaging. We suggest the elongated hydrophilic domains 

observed in the images of Fig. 4.1D and Fig. 4.2 consist of a hydrophobic PPO shell with a 

QA interior. The morphology resembles the “worm-like” structures for both Nafion and the 

3M membranes under hydrated conditions illustrated in Figure 2.6.34 Interfacial effects 

strongly influence the surface rearrangement – the surface ionic sites orient internal to the 

membrane, increasing the hydrophobicity of the surface and minimizing the surface free 

energy.23  While our observations pertain only to the cathode side in which water 

management in AEMFC operation is improved, the anode interface produces water, which 

could also induce  similar swelling behavior observed here.  

Regions of positive current exists between the insulating regions, which results from 

oxygen reduction between the hydroxide-rich domains and the Pt-coated tip. A distribution 

 

Figure 4.5: (A) 3x3 µm height and (B) current images of hydrated FAA-3-OH- with +1V 
sample bias. (C) Current distribution from image B.  
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of the current from 4.5B is shown in Fig. 4.5C. A large peak can be seen at ~5 pA indicates 

the average current over the insulating regions while a broad tail extending greater than 30 

pA indicates the distribution of conductive regions. We associate this distribution to a 

heterogeneity in channel connectivity, catalyst activity, or a combination of the 

two.23,67,110,120 The through-plane conductivity by cp-AFM can be defined as 𝜎�+� =
Z
4	∙�

  

where d is the membrane thickness (~50 µm). A is the surface area of the tip apex, which 

can be modelled as a sphere. Given the radius of curvature of the Pt-coated tip to be 10 nm 

and an average current of 5 pA, the through-plane conductivity is approximately 2 mS/cm. 

This is in close agreement with recently reported bulk values of 7 mS/cm at 80% RH and 

40° C,26,121 although this discrepancy can be influenced by air exposure and tip-sample 

contact force.  It is important to note that increased current is typically observed as the tip 

scans over larger topographic features due to greater tip-surface contact area. We did not see 

this artifact in our scans. Furthermore, we saw no dependence on scan direction comparing 

the trace and retrace images, which is shown in Figure 4.6.   

 

 

 

 

 

 

 
 

Figure 4.6: Trace and retrace scans of the current image shown in Figure 
5.5B.  
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D. Conclusions 

Hydroxide ion conductivity and water diffusion require transport across the ionic 

domains of the surface, therefore the surface morphology and hydroxide conductance of a 

model QA AEM was investigated by conductive-probe AFM. These results served to 

complement bulk-average scattering measurements.108 At dehydrated conditions, our phase 

images indicate that no hydrophilic domains were observed in either the bromide or 

hydroxide form, owing to the lack of water retention and hydrophilicity of FAA-3. 

However, under hydrated conditions, the phase images showed a distinct morphology of the 

surface than the bulk. At 80% RH, the membrane in the bromide form showed randomly 

dispersed and isolated hydrophilic domains with an average diameter of ~15 nm.  In the 

hydroxide form, elongated fibrillar structures were observed extending microns in length. 

SAXS indicates a locally flat nano-morphology with d-spacing (3-6 nm) scaling linearly 

with hydration level.34 While these results have guided the understanding of the bulk 

morphology on the nanometer scale, it does not capture the long-range length scale (several 

microns) required for hydroxide conduction. Current imaging of hydrated FAA-3 in the 

hydroxide form revealed these elongated structures were insulating, suggesting that the high 

water content of the membrane induces surface rearrangement and excessive swelling. Such 

rearrangement impedes the transport of hydroxide from one end of the AEM to the other, 

but could also contribute to hysteresis of humidity cycling34 as well as CO2 adsorption. 

These queries can be addressed with techniques such as AFM that allow for environmental 

control. Given our recent findings and previous knowledge on the surface swelling behavior 

of PEM materials like Nafion, lightly crosslinked AEMs108 or polymer/inorganic 
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composites122,123 may provide an alternative to reduce swelling without sacrificing 

hydroxide conductivity.   

 
 

 

V. Phosphonium-Containing Block Copolymer AEMs: Effect of 

Quaternization Level on Bulk and Surface Morphology at Hydrated 

and Dehydrated States 

Portions of this chapter were reproduced from: 

Austin M. Barnes, Yifeng Du, Wenxu Zhang, Soenke Seifert, Steven K. Buratto, E. Bryan 
Coughlin. Phosphonium-Containing Block Copolymer Anion Exchange Membranes: Effect 
of Quaternization on Bulk and Surface Morphology at Hydrated and Dehydrated States. 
Macromolecules 2019. 52 (16), 6097-6106. doi: 10.1021/acs.macromol.9b00665 

 

A. Introduction  

The most commonly characterized AEMs are quaternary ammonium based 

polymers, such as the FAA-3 AEM by Fumatech, because of the facile synthesis routes 

established in the literature.124 However, QA polymers lack long term stability in alkaline 

environment.31 One method to improve stability is by utilizing bulky quaternary 

phosphonium cations. These larger functional groups provide steric hindrance, which 

inhibits degradation.125–128 In addition, phosphonium based polymers are solvent 

processable, showing solubility in DMF, alcohols, toluene, dichloromethane and 

chloroform, which makes them a promising candidate for not only fuel cell membrane, but 

also the ionomeric binder material at the catalyst layer.42,129,130 Furthermore, the basicity of 

phosphonium hydroxide was higher than the ammonium counterpart, which contributes to 
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higher hydroxide conductivity. Although these findings have established important design 

principles for AEM materials, structural characterization revealing the impact of chemical 

modifications on size, shape, and connectivity of the ionic domains still needs further 

investigation. 

Zhang et al. synthesized block copolymers of polyisoprene and quaternary 

phosphonium containing block (PIp-P(R3P+)MS).128 Membranes with a range of IECs were 

prepared. Lamellar and hexagonal morphologies were observed from small angle X-ray 

scattering (SAXS) and cross-sectional transmission electron microscopy (TEM), at low to 

moderate IEC. Bulk chloride ion conductivities were then correlated with the morphology. 

Higher conductivity was achieved for a hexagonal morphology over lamellar morphology at 

similar IECs, likely a result of improved channel connectivity. We expanded on this work by 

developing a new synthetic strategy to achieve higher IEC (0.87-2.35 mmol/g) phosphonium 

diblock copolymers by utilizing NMP polymerization and implementing a smaller 

phosphonium quaternization agent. The synthesis and bulk characterization were carried out 

by Prof. Coughlin’s group at University of Massachusetts, Amherst. The bulk and surface 

phase behaviors of neutral block copolymers have been well studied, but detailed 

understanding of charged block copolymers is still incomplete. Experimental and 

computational analysis have shown charge cohesion effects can induce the formation of 

nanostructures that are inaccessible to conventional uncharged block copolymers, thus 

shifting the phase diagram depending on the degree of quaternization.131  Hybrid self-

consistent field theory and liquid state theory (SCFT-LS) models have recently shown that 

chain length, charge fraction, charge size, and the strength of Coulombic interactions can 

lead to drastic morphology shifts.40,132–135 What remains to be addressed is a comprehensive 
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comparison between the bulk and surface morphology as a function of charge fraction. In 

our study, bulk and surface morphologies of PIp-P(R3P+)MS membranes were investigated 

and their dependence on IEC, type of pendant phosphonium ion, the degree of 

quaternization and relative humidity were discussed. From the results, connectivity of ion 

exchange channels throughout the membrane can be revealed, which ultimately evaluates 

their capabilities of ion and water transportation as promising AEM materials.  

 

B. Experimental  

1. Synthesis 

  Isoprene was distilled and stored under −20 °C before use. CMS (mixture of para- 

and meta- isomers) were passed through basic alumina and stored at −20 °C before use. All 

other chemicals were used as received. 

In a typical procedure, SG1 (38.14 mg, 0.1 mmol) was added to a Teflon sealed Schlenk 

flask containing isoprene (4 g, 5.87 ml, 58.7 mmol) and pyridine (5.87 ml) with equal 

volume fraction. Three cycles of freeze−pump−thaw were applied to degas the mixture, then 

the flask was backfilled with nitrogen and placed in an oil bath at 115 oC. After the 

polymerization, the reaction was quenched by immersing the flask into an ice bath for 10 

min. The contents were transferred to a pre-weighed vial. Solvent and unreacted isoprene 

were removed by purging with dry nitrogen overnight then kept in vacuum oven for 24h. 

The viscous light-yellow liquid was obtained and weighed. 

In a typical procedure, PIp-SG1 (1 g,Mn 9.3 kg/mol, Ð 1.16), CMS (3.22 g, 3 ml, 21.1 

mmol) and o-xylene (6ml) were added to a Schlenk flask. Three cycles of 

freeze−pump−thaw were applied to degas the mixture, then the flask was backfilled with 
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nitrogen and placed in an oil bath at 105 oC for 12h. The chain extension was quenched by 

immersing the flask into an ice bath for 10 min, and then precipitated into hexane for three 

times to remove excess monomer CMS and dormant PIp homopolymer without chain 

extension. A white powder was obtained. 

 

2. Polymer Quaternization 

 A typical quaternization procedure consisted of dissolving PIp-PCMS (AEM 17*, 100 

mg, with CMS moieties 0.55 mmol) and tris(2,4,6-trimethoxyphenyl)phosphine 

(P(Ph(OMe)3)3, 445 mg, 0.84 mmol) in 5 mL of DCM. The solution was purged with dry 

nitrogen for 10 min before placing into 40o C oil bath while stirred for 3 days. After the 

quaternization, the solution was precipitated into methanol to remove the excess 

P(Ph(OMe)3)3and P(R3P+)MS homopolymer (PCMS homopolymer, the side product during 

chain extension of PIp-SG1, after quaternization). A white powder was obtained and dried in 

vacuum oven overnight. PIp-PCMS (AEM 17, 20 mg, with CMS moieties 0.11 mmol) and 

triphenylphosphine (P(Ph)3) with reaction stoichiometries of 0.25, 0.5, 0.75 and 1 (7.28, 

14.56, 21.85, 29.13 mg) were dissolved in 2 mL of chloroform, respectively. The solutions 

with different P(Ph)3 feeding ratios were purged with dry nitrogen for 10 min before placing 

into an oil bath at 40o C for 3 days. After the quaternization, the solutions were precipitated 

into methanol to remove the excess P(Ph)3 and P(R3P+)MS homopolymer. A white powder 

was obtained and dried in vacuum oven overnight. 

From chloroform solution, an aliquot of the quaternized membrane was drop-cast onto a 

clean polytetrafluorethylene sheet and slowly dried overnight. Then the membranes were 

annealed by saturated THF vapor for 24 h and dried in vacuum oven overnight before peeled 
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off the substrate and stored in a vial prior to bulk and surface characterization. The 

thicknesses of the membranes were measured by AFM to be ~ 5 µm.  

 

3. Bulk Characterization 

GPC was performed in THF at a flow rate of 1.0 mL/min using a refractive index 

detector on a Polymer Laboratories PL-GPC 50 Integrated GPC system. 

NMR spectroscopy was performed in 5mm diameter tubes in deuterated chloroform 

(CDCl3) at 25 oC. 1H and 31P NMR spectroscopy was performed on a Bruker 500 

spectrometer at 500 MHz (1H) and 202 MHz (31P). 

SAXS measurements were performed using a GANESHA 300 XL SAXS. Humidity-

dependent SAXS measurements were performed at The Basic Energy Sciences Synchrotron 

Radiation Center (BESSRC) at the Advanced Photon Source at Argonne National Lab on 

beamline 12 ID-B. A Pliatus 2M SAXS detector was used to collect scattering data with an 

exposure time of 1 s. The X-ray beam had a wavelength of 1 Å and power of 12 keV. The 

intensity (I) is a radial integration of the 2D scattering pattern with respect to the scattering 

vector (q). Temperature and relative humidity (RH) were controlled within a custom sample 

oven.  Typical experiments studied three membrane samples and one empty window so a 

background spectrum of the scattering through the Kapton windows and nitrogen 

environment could be obtained for each experimental condition. The RH of the sample 

environment was controlled by mixing heated streams of saturated and dry nitrogen. Sample 

holders were inserted into an oven environment of 40 °C and <10% RH. The samples were 

allowed to dry for 40 min before X-ray test started. RH was then increased to 95% while the 

temperature was maintained at 40 °C. X-ray spectrum was taken after one-hour 
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equilibration. Similarly, for drying process, RH was set to 0% while the temperature was 

maintained, and X-ray spectrum was taken after one-hour equilibration. 

The TEM specimens were prepared by Leica CryoUltramicrotome. The microtome 

chamber was cooled down to -100 oC by liquid nitrogen, where the bulk sample was 

microtomed with a diamond knife to a thickness around 40 nm. The cutting sections were 

then collected by 400 mesh copper support grids and stained by OsO4 vapor for 20 min at 

room temperature. TEM characterization was performed on a JEOL 2000FX TEM operated 

at an accelerating voltage of 200 kV. 

 

4. Surface Characterization by AFM 

Height and phase images were acquired in tapping mode using an atomic force 

microscope (Asylum Research MFP3D). Standard silicon probes (XSC11, Mikromasch) 

with resonant frequency (~300 kHz) and spring constant (40 N/m) were used. A closed fluid 

cell (modified Polyheater, Asylum Research) was used to control the relative humidity 

(RH). Membranes were mounted by epoxy resin to a metal puck, which could be screwed in 

place inside the closed fluid cell. Membranes were hydrated by equilibrating at 80% RH for 

2 hours. Humidified nitrogen was supplied to the cell at 100 mL/min. Humidity was 

measured in the cell using an external humidity sensor (Honeywell). Membranes were 

dehydrated in a vacuum oven at 70 °C for 24 h, then imaged in N2 environment at 18% RH. 

The sizes of the hydrophilic and hydrophobic domains were measured using the particle 

analysis tool in Igor Pro by applying a threshold to the sample using the iterative method.135–

142 The spacing between the cylindrical aggregates (d-spacing) of the lamellar surfaces were 

measured by measuring both line profiles and the radially averaged 1-D power spectral 
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density (PSD). The phase images were used for analyses because the phase offered greater 

contrast than topography. The PSDs were computed in Gwyddion and plotted in Igor Pro. 

The position of the peak indicates the maximum spatial frequency of the AFM phase 

images. The first peak in the PSD is taken as (q1). The d-spacing is defined as  Mp
^1

, which  

was measured and averaged over 5 different images for AEM 13 at the 3 RH levels.  

 

C. Synthesis of PIp-P(R3P+)MS  

Previously, phosphonium-pendant diblock and triblock copolymers were synthesized 

by reversible addition-fragmentation chain transfer (RAFT) polymerization.143 

Chloromethylstyrene (CMS) was polymerized first, and then chain extended with isoprene 

(Ip). The benzylic position on CMS is electrophilic for subsequent quaternization by 

nucleophilic attack. Polyisoprene (PIp) was chosen because of its low glass-transition 

temperature (Tg) and attendant flexibility.  

In this study, NMP was chosen for block copolymer synthesis due to its fast 

propagation rate at high temperature (120 °C). The use of N-tert-butyl-N-[1-

diethylphosphono-(2,2-dimethylpropyl)] nitroxide (SG1) to mediate the polymerization of Ip 

provides living character. By using pyridine, a polar solvent, intramolecular hydrogen-

bonding is disrupted, therefore, the polar SG1 initiator was stabilized, providing further 

control over polymerization.131 By modulating the feeding ratio of Ip and initiator SG1, 

molecular weights of ~9 and 62 kg/mol PIp were successfully synthesized with narrow 
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dispersity (ĐPIp < 1.2), as shown in Table 1. The conversion can also be calculated from 1H 

NMR to be ~50% after 14 hours of reaction time. Molecular weights were determined by 

GPC using THF as solvent against polystyrene standards.  

The macro-initiator, PIp-SG1, was then chain extended with CMS in o-xylene. By 

changing the feeding ratio of CMS and PIp-SG1, molecular weight of the second block, 

PCMS, could be tuned. From 1H NMR, the integration of the alkene peak from PIp (δ: 4.9-

 Scheme 1. NMP synthesis route  
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5.1 ppm, CDCl3) was normalized to 1, while peaks from the aromatic ring (δ: 6.1-6.6, 6.6-

7.1 ppm, CDCl3) and benzylic position (δ: 4.2-4.5 ppm, CDCl3) were integrated and 

averaged to calculate the DP ratio between PCMS and PIp. Due to fast propagation rate of 

NMP, ~80% conversion of CMS was achieved within short reaction time (10 h) and high 

degree of polymerization (DP) of CMS was easily obtained. GPC traces were analyzed 

using the same polystyrene standards. The benzylic site of CMS is prone to transfer 

reactions because of possible conjugation with the aromatic ring.144 Thus, side reactions 

could result in increased dispersity.  

Block copolymer PIp-PCMS was then quaternized by P(Ph(OMe)3)3 or P(Ph)3, using 

DCM as solvent. The solution was purged by nitrogen in advance to inhibit the oxidation of 

phosphine during quaternization. The reaction was conducted at 50 ℃ for three days, then 

quenched by precipitation in methanol. From 31P NMR, peaks from phosphine oxide or 

excess quaternization agent were not observed. From our previous study, the quaternization 

efficiency for the traditional quaternization agents, P(Ph(OMe)3)3, was ~30%.145 Whereas 

the quaternization efficiency of P(Ph)3 is close to 100%, indicated by full disappearance of 

the peak from PCMS benzylic position in 1H NMR (Figure 5.1). Thus, quaternization 

efficiency of 30% and 100% were used to calculate the theoretical IEC for P(Ph(OMe)3)3 

and P(Ph)3, respectively.   

 

 



 

 81 

 

 

After quaternization, the polymer solution was drop cast from chloroform solution 

onto a clean polytetrafluoroethylene sheet and left to dry. The membranes were then 

exposed to saturated THF vapor for solvent annealing for 24 hours, resulting in transparent 

and uniform films ~5 µm thick.  

 

 

Figure 5.1: 1H NMR spectra of precursor neutral block copolymer PIp-PCMS and neutral-
charged block copolymer AEM 19* PIp-P(R3P+)MS, quaternized by P(Ph(OMe)3)3 and 
P(Ph)3 respectively. 
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Table 5.1: Chemical composition and bulk morphology of PIp-P(R3P+)MS synthesized 
by NMP 
 

 
aWeight-average molecular weight (Mw) and dispersity (Đ) of the polymers from THF GPC. 

bVolume fraction of PCMS block, calculated by DP from 1H NMR and the densities of 

homopolymers.  

cTheoretical ion exchange capacity (IEC) of the copolymer PIp-P(R3P+)MS, calculated from 

1H NMR. 

dD-spacing and morphology inferred from SAXS, where C denotes cylinder and S denotes 

sphere. 

 

D. Quaternization Agent Size Effect on Morphology 

The influence on bulk and surface morphologies were investigated by SAXS and AFM 

for comparison of the two quaternization agents. As discussed above, P(Ph(OMe)3)3 has a 

lower quaternization efficiency, due to the steric hindrance of nine methoxy groups on the 

benzene rings, while P(Ph)3, a less bulky counterpart, has a higher quaternization efficiency 

for the same reaction time.  The quaternization efficiency difference directly results in a two-

fold increase in IEC, as shown in Table 3.1. In terms of their morphological effect, the SAXS 

profiles of AEM 16 quaternized by P(Ph)3 and P(Ph(OMe)3)3 are shown in Figure 1A as an 
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example, where the primary peak position allows us to determine the d-spacing and peak 

positions of higher order peaks relative to the primary peak indicates bulk morphology.  Figure 

5.2B shows the repulsive-mode phase images of the two membranes by AFM, which reveals 

surface morphology. Bright contrast in the phase images is assigned to the hydrophilic 

domains.  Despite such a large difference in IEC, membranes from both quaternization agents 

show cylindrical morphology. A small shift towards ~2nm larger d-spacing was observed in 

P(Ph)3 from SAXS, as well as larger cluster size in AFM, than those of P(Ph(OMe)3)3.  

 

 E. Quaternization Level and Morphology 

In order to evaluate the impact of quaternization level (QL) on phase behavior of PIp-

P(R3P+)MS, a range of QL was achieved by partial quaternization of AEM 17 with P(Ph)3. 

The QL was altered by adjusting the reaction stoichiometries of P(Ph)3 to  PIp-PCMS.  

Quaternization were performed with ratios of P(Ph)3 to PIp-PCMS of 1:4, 2:4, 3:4 and 4:4, 

as well as with a two-fold excess of P(Ph)3 to ensure the highest QL. They are noted as 

0.25_P, 0.5_P, 0.75_P, 1_P and full_P, respectively, while the un-quaternized membrane of 

 

Figure 5.2: (A) SAXS comparison of AEM 16 as-received and quaternized by 
P(Ph(OMe)3)3 in black trace and P(Ph)3 in red trace. (B) Phase images of P(Ph(OMe)3)3 
and P(Ph)3, respectively. Bright phase contrast is assigned to the hydrophilic domains. 
The phase contrast is discussed in the Experimental section.  
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AEM 17* was denoted as 0_P, as listed in Figure 5.3A. The QL gradient was confirmed by 

1H NMR. The peak from PIp was normalized by area, gradual decrease of the peak from 

benzyl chloride positions on PCMS and increase of the peaks from phosphonium phenyl 

positions were observed. For full_P sample, the complete absence of the benzyl chloride 

peak indicates the QL is close to 100%. 

 

With an increase in QL, cylinder morphology was maintained throughout all membranes 

with peaks located at 𝑞,  2𝑞, 7𝑞, and 3𝑞 for 0_P and 𝑞, 3𝑞 and 7𝑞, for 0.25_P - full_P. 

The absence of 3𝑞 in 0_P followed by its appearance after quaternization might indicate 

some degree of morphology change. The attenuation of the 2q peak in cylinder 

morphologies for PIp-P(R3P+)MS is typical and likely due to the form factor cancelling out 

the structure factor.131  

  

Figure 5.3: (A) SAXS of un-quaternized and partially quaternized AEM 17.  (B) 
Phase images of AEM 17 (i) 0.25_P, (ii) 0.5_P, (iii) 0.75_P, and (iv) 1_P. 
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A decrease followed by a subsequent increase in d-spacing was observed with increasing 

QL. The trend was supported by the repulsive mode phase images of 0.25_P, 0.5_P, 0.75_P, 

and 1_P shown in Figure 5.3B, with domain size changing accordingly.  

A small loading of charges in 0.25_P resulted in a drastic d-spacing decrease from 28 

nm in 0_P to 21 nm. The onset of electrostatic cohesion lowers the separation distance 

between PCMS chains, illustrated by the cartoon in Figure 5.4. D-spacing further decreased 

to 20 nm in 0.5_P, which is likely due to the two reasons: first, the Columbic cohesion 

between the chloride counterions and phosphonium cations drives the ionic phase tightly 

packed, while the distance between two phosphonium cations is sufficiently far apart to 

avoid repulsion. Second, the QL could also affect the separation distance in a way similar to 

triblock architectures. At low QL, the quaternized P(R3P+)MS would behave as a third block 

with high cN. This pseudo triblock copolymer, 0.5_P, can undergo chain frustration, as the 

ionic block tend to form continuous phase while the two other neutral moieties, PIp and 

PCMS, were forced to mix.  

Upon further increasing QL from 0.5_P to full_P, a monotonic increase in d-spacing was 

observed, shown both in SAXS and AFM in Figure 5.3. It is likely due to following reasons: 

first, steric repulsion from bulky phosphonium ions leads to the size increase of the ionic 

domains, as depicted in Figure 5.4. Second, as more charges were installed onto polymer 

backbone, the distance between two phosphonium cations greatly decreased. Due to the 

Columbic repulsion between adjacent charges, polymer chains were more extended, 

resembling the behavior of rod-like polyelectrolyte, which resulted in d-spacing increase. 
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Similar electrostatic interaction induced non-monotonic change was predicted in a 

computational study of lamellar block polyelectrolyte by Sing et al., where the dependence 

of lamellar d-spacing on charge fraction was investigated via SCFT-LS calculation. For 

weak Coulombic interactions, the introduction of charge decreases d-spacing; while for 

stronger Coulombic interactions, charge introduced into the block polyelectrolyte has the 

opposite effect of increasing d-spacing.131  

 

 F. Bulk vs. Surface Morphology 

Representative membranes of low (AEM 13), moderate (AEM 17) and high (AEM 18) 

IECs, quaternized by P(Ph(OMe)3)3, were investigated by SAXS, TEM and AFM for bulk 

and surface morphology characterization. AEM 13 was a previously synthesized diblock 

copolymer with IEC of 0.44 mmol/g,138 while AEM 17 and 18 were synthesized in this 

study with IEC of 0.88 and 0.91 mmol/g, respectively. Bulk morphologies were inferred 

from SAXS (Figure 5.5A-C), further confirmed by cross-sectional TEM (Figure 5.5D-F). 

Prior to TEM, membranes were microtomed and stained by OsO4, which selectively stain 

olefin.131 Thus, dark contrast in Figure 5.5D-F corresponds to the PIp and bright corresponds 

to the ionic P(R3P+)MS block.  

 

Figure 5.4: Cartoon illustration of d-spacing vs. QL dependency. 
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For AEM 13, the d-spacing was 42 nm and shows peak positions at 𝑞, 3𝑞, 7𝑞, 

indicating cylinder morphology (Figure 5.5A). Both short-range parallel and perpendicular 

cylinders were observed (Figure 5.5D). The cylinder morphology was also observed for 

AEM 17*, with d-spacing of 23 nm. The decrease in d-spacing is supported by TEM in 

Figure 5.5E, where smaller and more tightly packed hydrophobic cylinders were observed. 

An average diameter of the hydrophobic aggregates in TEM of AEM 17 was measured to be 

~20 nm.  Upon further increase in IEC, AEM 18 exhibits a spherical body-centered cubic 

(BCC) morphology with d-spacing of 41 nm, indicated by peak positions of 𝑞 and 6𝑞. 

Less ordered morphology was observed in Figure 5.5F, where hydrophobic domains were 

loosely packed. Despite the increase in IEC, the hydrophobic domains increased in size. The 

average diameter of the hydrophobic domains was 30 nm, which is in agreement with the d-

spacing. Modelling of neutral polyisoprene-polystyrene diblock (PIp-PS) copolymer 

(cN>>10) has shown that a spherical morphology is expected for polystyrene volume 

fractions > 0.77.146,147 Zhang et al. has suggested that a large cN exists in our PIp- 

P(R3P+)MS membranes given that well-ordered morphologies were achieved despite low 

degree of polymerization.148  

Surface morphology and relevant sizes of the hydrophilic and hydrophobic surface 

domains were revealed by AFM (Figure 5.5G-I). AFM images were gathered in tapping-

mode. The phase images, shown in 5.5G-I, were used for our analyses because the contrast 

provides a chemical map of the ionic and hydrophobic domains.131 Phase deviations depend 

on whether the tip-sample interactions are attractive (>90°) or repulsive (<90°).23,24 All of 

our phase images were gathered in repulsive mode. Tip-sample power dissipation is related 

to the sine of the phase angle, hence phase deviations toward 90° in both attractive and 
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repulsive-mode imply maximum power dissipation.24 In Nafion, the hydrophilic domains are 

more compliant than the semi-crystalline Teflon-like matrix, hence assigning phase contrast 

to the ionic domains is apparent.25 In this investigation, however, the hydrophobic PIp block 

has a low Tg and is more compliant than the P(R3P+)MS hydrophilic block, thus 

complicating interpretations.  Nevertheless, through careful analysis of the size and 

frequency of the bright clusters in repulsive mode phase images upon increasing 

quaternization (shown in Figure 5.3B), we have assigned the bright contrast to be the 

hydrophilic domains. 

Interestingly, different surface alignments were observed for our two cylinder-

morphology membranes, AEM 13 and 17. For AEM 13, cylinders were observed to align 

parallel to the surface of the membrane (Figure 5.5G), despite perpendicular bulk alignment 

 

Figure 5.5: (A-C) SAXS, (D-F) TEM, and (G-I) AFM phase of AEM 13 (A, D, G), 
AEM 17 (B,E,H), AEM 18 (C,F,I). Dark contrast in TEM and AFM is the 
hydrophobic domains.  
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shown by TEM. Nevertheless, perpendicularly aligned domains are observed in AEM 17 

with moderate IEC (Figure 5.5H), resembling the cylinder morphology in TEM. Similar 

phenomenon for PS-PIp diblock copolymer with a PS volume fraction of 52% was observed 

by Hasegawa et al.,24 where PIp block tends to cover the surface regardless of microdomains 

aligned in bulk. Cross-sectional AFM imaging was used by Komura et al. to show the 

difference in surface alignment of cylinders of PEO-PMA(Az) membranes.149 In addition, 

Khanna et al. observed parallel alignment of lamellar sheets for polycyclohexylethylene-

polyethylene (PCHE-PE) diblock polymer films and the author noted that PE, with lower 

surface tension, preferred to orient toward surface and lay parallel.143,150 Furthermore, upon 

increasing the volume fraction of PCHE, the surface domains formed perpendicular to the 

surface. Although the Coulombic interactions can influence the morphology in charged 

block copolymers,151 we suggest that a similar phenomenon is taking place for our PIp-

P(R3P+)MS  membranes in which the volume fraction of PIp plays an important role for the 

alignment of domains and difference in surface tension between the PIp and P(R3P+)MS 

blocks can account for the surface alignment. 

In terms of domain size and spacing, larger domains on the surface were observed than 

in the bulk for both AEM 13 and 17. By taking line profiles perpendicular to the cylinder, 

cylinder width of AEM 13 is measured to be ~40 nm and spacing between cylinders was 

~17 nm (Figure 5.5D). The d-spacing measured by the power spectral density (PSD) was 

72.5 nm, shown in the Figure 5.6A. As for AEM 17, the bright clusters, interpreted as the 

ionic domains, are 50-70 nm in diameter, nearly twice as large as domains in the bulk. The 

d-spacing by PSD analysis was 126.0 nm. Size discrepancy of ionic domains between the 

surface and bulk can be resulted from phase rearrangement occurred at the air-membrane 
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interface during membrane casting process. In Nafion, ionic domains are ~4 nm in diameter 

in the bulk135 while ~10 nm in diameter on the surface.19 Similarly, a combination of water 

adsorption by the ionic domains and the segmental motion of the PIp block can account for 

such a rearrangement.   

 

1. Mathematical Background of Power Spectral Density Analysis 

The power spectral density (PSD) is a statistical method that determines the distribution 

of frequencies from a time-varying signal. This method is significant because the 

frequencies of the signal are distinguished from the background noise.  

Figure 5.6 illustrates a 1-dimensional case of a line profile of an AFM phase image and 

shows how the line profile and the PSD are related. According to Wiener-Khinchin theorem, 

the PSD is a Fourier transform of the autocorrelation function (ACF) of the line profile. The 

1D discrete autocorrelation function is defined as: 

                                                            𝑟�� 𝑥i = 𝐸(𝑥�𝑥�q�i)                                       (5.1) 

 

Figure 5.6: Sketched 1-D (A) line profile from AFM phase image, (B) autocorrelation 
function (ACF) and (C) the power spectral density (PSD) of the 1-D line profile. 3 example 
points are highlighted in Figure 5.6A. In Figure 5.6B, (1,1) represents the autocorrelation 
between the phase at point #1 and point #1, (1,2) represents the autocorrelation between 
the phase at point #1 and point #2, (1,3) represents the autocorrelation between the phase 
at point #1 and point #3. 
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Where xn is a phase value along the line profile. xn+x’ is another phase value on the line 

profile with a “lag” of x’. The PSD is then defined as: 

                                                   𝑆 𝑓 = 𝑟�� 𝑥i 𝑒+) M�� �i�
���+�                               (5.2) 

The ACF describes the correlation between two values of the line profile as a function of 

the length between them. In Figure 5.6A, 3 points are shown on the line profile graph. 3 

corresponding points are shown in the ACF of Figure 5.6B. Point (1,1) in 5.6B shows the 

autocorrelation between point #1 and itself on 5.6A. Point (1,2) in 5.6B shows how the 

autocorrelation would appear negative between point #1 and point #2. The phase values 

between these points are significantly different and hence anti-correlated (or negative). Point 

(1,3) shows the autocorrelation between point #1 and point #3. These phase values are 

similar and positively correlated. This distance between point #1 and point #3 is also called 

the correlation length.  

While this is a relatively simple example, our AFM images often show periodicity on 

multiple length scales. Additionally, it can useful to distinguish the correlation in the fast 

scan direction (x-direction) vs. the slow scan direction (y-direction). For example, if there 

are streaks in the image, one might detect a shorter range correlation in the x-direction than 

the y-direction. Therefore, taking the Fourier transform of the ACF provides a distribution of 

frequencies. In the illustrated example of 5.6, the ACF is periodic so there exists only 1 

peak, where the peak position corresponds to the average separation distance between two 

features in the line profile. 

The same mathematical procedure can be applied to 2-dimensional AFM images. An 

example phase image of a Fumatech AEM is shown in Figure 5.7A. The white line shows 

the average distance between two hydrophilic domains. The radially-averaged PSD in 5.7B. 
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The PSD were measured in Gwyddion, although one could easily write their own code, 

which does the same thing. I chose this software because it is free, user friendly, and is 

specifically designed to analyze AFM images for this purpose.  

 

Figure 5.8 shows PSDs of AEM 13, AEM 17, and AEM 18. The primary and higher 

order peak positions are labelled. The position of the higher order peaks relative to the 

primary peak indicates the morphology. The magnitude of the reciprocal lattice vectors can 

be derived for lamellar and hexagonal close packed (HCP) unit cells. For lamellar unit cell: 

                                                               𝑞 = M�
Z���

                                                          (5.3) 

While for an HCP unit cell:  

                                                                 𝑞 = ��
Z��� t

                                                           (5.4) 

The d-spacing for a lamellar unit cell:  

                                                       𝑑{3/ =
-

{2q32q/2
                                                    (5.5) 

 

Figure 5.7: (A) An attractive-mode phase image of a Fumatech AEM and (B) its 
radially-averaged PSD. The most intense peak in the PSD represents the average 
separation distance between two neighboring domains.  
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and hexagonal is defined as: 

                                                      𝑑{3/ =
U

u�2 �� �2

s¡2
q�

2

¢2

                                               (5.6) 

 

a is defined as the lattice spacing parameter and c is the height of the cylinder. In a lamellar 

(one-dimensional) lattice, (hkl)=(100), (200), (300),…  are the allowed miller indices, 

therefore relative Bragg peaks of 1, 2, 3… would be observed.  In hexagonal, the allowed 

(hkl) are when ℎ + 2𝑘 ≠ 3𝑛 and when l is even, therefore relative Bragg peaks of  1, 3, 

4, 7, 9, 12.   

 

In both AEM 13 and AEM 17, the higher order peaks signify lamellar periodicity. In 

AEM 18, the higher order peak signifies a hexagonal morphology, however this peak is less 

pronounced, which explains why the image appears disordered.  

For AEM 18, poorly ordered morphology was observed, where spheres were loosely 

packed (Figure 5.5I), resembling the TEM. The disagreement between the results inferred 

from SAXS and TEM of AEM 18 (Figure 5.5C and 5.5F) while qualitative similarities 

 

Figure 5.8: PSDs of AEM 13, AEM 17, and AEM 18 of the phase images from 
Figure 5.5G-I.  
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between the AFM and TEM images (Figure 3.5F and 3.5H) is peculiar. Typically, BCC 

forming membranes exhibit diffraction peaks at 1q, 2𝑞,	 3𝑞, 4𝑞, … The broad higher 

order peak at 6𝑞 could infer a liquid-like short range order with lack of true long range 

order of BCC membranes.24 Average diameter of bright ionic domains was measured to be 

~25 nm and that of dark hydrophobic domains was ~40 nm. The d-spacing by PSD was 

100.1 nm.  

The higher order peaks of the PSDs were used to investigate the ordering behavior at the 

surface of the membrane. These peaks are much lower in intensity than the primary peak, 

which implies a loosely ordered surface structure. In AEM 13 and 17, the higher order peaks 

are positioned q, 2q, and 3q, which signifies lamellar ordering. AEM 18 has higher order 

peaks positioned at q, and 3q, which signifies hexagonal ordering.  

 

G. Humidity-Dependent Morphology in Bulk  

In the membrane, the ionic phase is hydrophilic and PIp phase is hydrophobic. The 

hydrophilicity of the membranes can lead to humidity responsive phase behavior. Thus, the 

humidity-dependent bulk morphologies of two membranes with different morphologies and 

IECs were investigated by SAXS. 

 Prior to the SAXS measurement, AEM 13 and AEM 19, quaternized by 

P(Ph(OMe)3)3, were equilibrated in a RH-controlled environment for 1h. SAXS was first 

collected under dry conditions (<5% RH, black trace), then 95% RH (red trace). As shown 

in Figure 5.9A and 5.9B, the presence of higher order peaks under both RH conditions 

indicates that the ordered morphologies were maintained throughout dry to humid conditions 

for both AEMs. Nevertheless, d-spacing shift of ~0.6 nm was observed in AEM 13, between 
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dry and 95% RH, whereas a larger shift in d-spacing of ~8.0 nm for AEM 19 was observed. 

The minimal morphological change in AEM 13 with lower IEC could be due to low degree 

of water uptake inherent to bulky QP pendant polymers.152,153 Although AEM 13 has a lower 

IEC than AEM 19, the difference in orientation of the surface domains could also influence 

the swelling behavior. For example, the surface of AEM 13 consists of parallel hydrophobic 

PIp cylinders, which could shield more water from adsorbing than domains that would be 

perpendicularly aligned.   

 

 

 Control experiments were performed on of two partially quaternized AEM 17 

membranes with different QL (0.25_ P and 1_P) at dry and 95% RH shown in Fig. 5.10. 

Both membranes consist of perpendicularly aligned cylinders. SAXS of (A) AEM 17 0.25-P 

and (B) AEM 17 1-P after 3 humidity cycles. The intensity on y-axes has been manually 

offset for clarity. First of all, similar to IEC dependent d-spacing change observed in AEM 

13 and AEM 19, AEM 17-0.25P, with lower QL and IEC, received a constant d-spacing 

shift of 0.6 nm in each cycle, whereas 1-P showed a shift of 1.3 nm. Thus, IEC-dependent d-

 

Figure 5.9: SAXS of (A) AEM 13 and (B) AEM 19 under dry (black trace) and 95% RH 
(red trace). The dashed red lines mark the peak position shift between dry and 95% RH.   
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spacing change applies to either fully or partially charged polymer as well as both 

quaternization agents. Second, higher order peaks were still visible under 95% RH, which 

means phase separation was maintained. And both 0.25-P and 1-P show that the shift in d-

spacing between each humidity cycle was constant, marked by the dashed red lines in Fig. 

5.10, indicating good reversibility of both membranes. Although higher IEC leads to more 

drastic morphology change, but water uptake and loss are hydrodynamic reversible process, 

independent of IEC. 

 

H. Humidity-Dependent Surface Morphology  

Phase imaging of ion exchange membranes at controlled environmental conditions is a 

useful tool in observing changes in surface morphology as a result of changes in RH.42,129 

Figure 5.11 provides a comparison of repulsive mode phase images of AEM 13, AEM 16, 

and AEM 19, quaternized by P(Ph(OMe)3)3, at a wide range of RH.  

With the lowest IEC (0.44 mmol/g), AEM 13 showed no significant change in 

morphology, only differences in spacing. The spacing between cylindrical aggregates 

 

Figure 5.10: SAXS for AEM 17 (A) 0.25-P and (B) 1-P for 3 humidity cycles for dry-95% 
RH. 
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measured by line profiles from Figure 3.8A-C was 14 nm at 18% RH, 17 nm at 50% RH, 

and 23 nm at 80% RH. The d-spacing was calculated by measuring the peak position in the 

power spectral density (PSD) of images 3.8A-C. An increase in d-spacing with increasing 

RH was observed: 31 nm at 18% RH, 61 nm at 50% RH, and 65 nm at 80% RH.  

Followed by AEM 16 with cylinder morphology at an IEC of 0.87 mmol/g, under dry 

conditions (Figure 5.11D), the absence of bright ionic domains indicates a less ordered 

morphology. The phase image in 5.11E at 50% RH resembled a similar morphology of that 

shown in 5.5H.  

The bright ionic domains were not as closely packed as AEM 17 likely due to the 

difference in IEC. The average diameter of the domains in 5.11E are 42 nm with 16% 

 

Figure 5.11: (A-I) Repulsive mode phase images of AEM 13 (A-C), AEM 16 (D-
F), and AEM 19 (G-I) under 18% (A,D,G), 50% (B,E,H), and 80% RH (C,F,I). 
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coverage. At 80% RH, domain size increased in which the average diameter is 59 nm with 

10% coverage (Figure 5.11F).  

Upon further increasing IEC, AEM 19 showed a similar disordered morphology as AEM 

18 in 5.5I. We’ve interpreted regions of dark contrast as the hydrophobic domains given the 

striking qualitative similarity with TEM. Control experiments in which un-quaternized AEM 

19 was imaged under ambient conditions and showed a similar morphology as shown in 

5.5I.  Under ambient conditions, the average diameter of the hydrophobic domain was 20 

nm at 26% coverage. At hydrated conditions, phase contrast increased, indicating increasing 

water uptake by the continuous ionic phase. The hydrophobic domains increased in size to 

38 nm with 30% coverage. The increasing size, although at a similar area coverage, can be 

due to stretching of the PIp block to accommodate increase in water uptake. At dehydrated 

conditions, the phase contrast between the hydrophilic and hydrophobic domains was lower. 

There was no change in size of the hydrophobic domains between ambient and dehydrated 

conditions, but the area coverage decreased to 20%. The surface, which displays a different 

morphology-humidity behavior than bulk, could be explained by increased chain flexibility 

near the surface that can more easily release internal stress.   

 

I. Morphology Reversibility by Humidity Cycling  

The morphological reversibility after cycling the RH was analyzed for AEM 13 by both 

AFM and SAXS. Small, but detectable changes in size and spacing of domains under dry 

and humidified conditions were observed as shown in Figure 5.12A-C. Excessive swelling 

was avoided in AEM 13, thus tip-sample contact could be maintained for a long period of 

time.   
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Repulsive mode phase images of AEM 13 throughout one humidity cycle between 

ambient (50% RH) and humidified (80% RH) were collected in Figure 5.12A. The 

experiment was conducted in a closed humidity-controlled fluid cell. The first scan, shown 

in 5.12A-i, was conducted under ambient conditions. The parallel-aligned cylinder 

morphology is clearly shown, similar to 5.5G. Humidified N2 was supplied to the fluid cell. 

After 2 h, equilibrium was reached and a second image, shown in 5.12A-ii, was collected. A 

decrease in the connectivity of the bright ionic regions was observed, which was a result of 

the swelling behavior. The humidified N2 was then turned off. After 2 h, a third image, 

shown in 5.12A-iii was collected, where a gradual restoration of the initial scan can be 

observed. The d-spacing was also measured by taking the PSD of the images. The spacing 

showed an increase from 66 nm in 3.9A-i to 74 nm in 5.12A-ii and a subsequent decrease to 

71 nm in 5.12A-iii.  

In addition, Figure 5.12B shows SAXS of AEM 13 for three humidity cycles. Before the 

initial shot, AEM 13 was equilibrated in a humidity chamber with 95% RH over night at 40° 

C. The membrane was then dried under vacuum overnight before SAXS profile was 

 

Figure 5.12: (A) SAXS of AEM 13 for 3 humidity cycles for dry-95% RH. (B) 
Repulsive mode phase images of AEM 13 at a fixed scan area for 1 humidity cycle 
ranging from 50 – 80% RH. (B-i) the first scan at 50% RH. (B-ii) after 2 h exposure 
at 80% RH. (B-iii) after 2 h drying and equilibrated at 50% RH.  
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collected (first cycle in Figure 5.12B). This process was repeated for one/two times to obtain 

SAXS after second/third cycles in Figure 5.12B. Although a shift in d-spacing of ~0.6 nm 

was observed between dry and 95% RH cycles (Figure 5.9A), 5.12B shows no drift in d-

spacing between cycles, which indicates that the expansion and contraction of channels 

between the humidified and dry conditions are thermodynamically reversible states. 

 

J. Morphology of a Random Statistical Copolymer AEM 

Nafion is the benchmark PEM because of its high conductivity and mechanical strength, 

however, due to the random statistical nature, its morphology has been heavily debated. 

Block copolymer architectures are intriguing because the morphology can be tailored. 

Therefore, the transport properties can be studied in a reliable fashion. A question we were 

interested in addressing was: Do ordered block copolymer AEMs given rise to improved 

ionic connectivity over random copolymer AEMs at similar IEC? Elabd et al. showed 

improvements in proton conductivity of sulfonated triblock copolymer PEM over Nafion, as 

well as highlighted the impact of morphological transitions on conductivity.154 Tanaka et al. 

investigated a quaternized multiblock poly(arylene ether) and showed improved hydroxide 

conductivity over the random copolymer at similar IEC.155 To our knowledge, there has 

been no reports investigating the comparison of phosphonium-containing AEMs, thus we 

turned our attention to investigate the morphology of a random statistical copolymer PIp-

P(R3P+)MS (AEM-r) in comparison to our previously studied diblock copolymer AEMs. It 

should be noted that the following data is preliminary and random copolymer AEMs with a 

range of IECs should be investigated in the future.  
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AEM-r was synthesized by a random copolymerization of PIp and PCMS via NMP then 

quaternized by P(Ph(OMe)3)3. The IEC of AEM-r was determined theoretically from NMR 

to be 0.35 mmol/g, which has a comparable IEC to AEM 13. The membrane was cast from 

CHCl3 onto a clean PTFE sheet for 24 hours, then peeled off prior to SAXS and AFM.  

 

Interestingly, SAXS revealed no apparent peaks shown in Figure 5.13A. This indicates 

the absence of phase-separated morphology. It is possible that a higher IEC is needed in 

order to observe the ionomer peak in our random copolymer systems. However, in AFM, 

large randomly dispersed hydrophilic domains (~30 nm in diameter) were observed. Due to 

these inconsistencies, other random copolymer AEMs with a range IECs should be 

synthesized and characterized. Furthermore, we also found the surface of AEM-r to be 

sticky during imaging, which led to streaks in the scan and frequent jumps between 

attractive and repulsive-mode.  

 

 

 

Figure 5.13: (A) SAXS and (B) AFM phase image of a random statistical copolymer 
AEM.   
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K. Morphology of Triblock Copolymer AEMs 

We then turned our investigation to phosphonium-containing triblock copolymer AEMs. 

Triblock chain architecture could have advantages over diblock in some cases as it allows 

for a higher IEC at the same morphology.38 This could lead to improvements in conductivity 

without sacrificing the mechanical strength of the membrane. In a previous investigation by 

Zhang et al., phosphonium low IEC triblock AEMs were synthesized.38 The polymers 

consisted of PIp end-blocks with the quaternizable PCMS mid-block. SAXS revealed 

lamellar and hexagonal morphologies.  

 

In this work, inverted triblock copolymers were synthesized consisting of PCMS end-

blocks and a PIp mid-block. The polymers were synthesized via RAFT. Figure 5.14 shows 

the chemical structure of the un-quaternized polymer. We conducted SAXS and AFM of un-

 

Figure 5.14: Chemical structure of an un-quaternized triblock copolymer AEM 
consisting of PCMS as the end-blocks and PIp as the midblock. 
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quaternized AEMs. Future work detailing the change in morphology of the AEMs after 

quaternization still needs to be carried out.   

 

SAXS of un-quaternized triblock copolymer AEMs at 3 different volume fractions of the 

PCMS block (fPCMS) were measured shown in Figure 5.15. The black triangles indicate the 

positions of the higher order peaks. For fPCMS = 37% (black) and fPCMS = 72% (blue), the 

relative peak positions are q, 2q, and 3q, which indicates a lamellar morphology. For fPCMS = 

89%, the relative peaks positions are q, 3q, and 7q, which indicates a hexagonal 

morphology. This data shows a similar trend with previous diblock copolymer AEMS in 

 

Figure 5.15: SAXS of 3 un-quaternized triblock copolymer AEMs at 
different volume fraction of the PCMS block (fPCMS): 37% (black), 72% 
(blue), and 89% (magenta). The higher order peaks are labelled by black 
triangles. The positions of the peaks indicate a lamellar morphology for the 
black and blue curves, while they indicate a hexagonal morphology for the 
magenta curve.  



 

 104 

which an increase in fPCMS leads to a shift from lamellar morphologies to inverse 

hexagonally packed PIp cylinders. However, a higher fPCMS is needed for the transition from 

lamellar to hexagonal morphologies in triblock membranes than the diblock membranes. It 

was found previously that only a fPCMS of ~22% for diblock membranes was needed 

compared to ~72% for the triblock membranes. This signifies that the triblock membranes 

could effectively triple the IEC at a lamellar morphology. On the other hand, this lowers the 

PIp component, which lowers the flexibility and durability of the membrane.  

 

We then compared these bulk scattering results with AFM to understand how the surface 

morphology changes with respect to change in fPCMS. Figure 5.16 shows height (top row) 

and phase (bottom row). For volume fraction of 37%, a relatively flat surface was observed 

in Figure 5.16A. We observed very little phase contrast in its corresponding phase image in 

5.16D. It is likely that the PIp midblock is completely dominating the surface revealing none 

of the PCMS component. We see an increase in the surface roughness for higher PCMS 

 

Figure 5.16: (A-C) Height and (D-F) phase images of un-quaternized triblock 
copolymer AEMs at (A,D) fPCMS = 37%, (B,E) fPCMS = 72%, and (C,F) fPCMS = 
89%.   
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volume fractions, possibly owing to the increased brittleness of the surface. At 72%, we 

found that we could not get the tip to engage in attractive-mode. Figure 5.16E shows a phase 

image in repulsive-mode. At 89%, however, we found that we could readily engage in 

attractive-mode as shown in Figure 5.16F. In both 5.16E and 5.16F, we found phase-

separated domains consisting of a mixture of isolated circular domains and elongated 

domains. Give our previous knowledge on AEM 13, it is likely that we could be observing 

PIp domains laying parallel to the surface. However, there does not appear to be any 

ordering behavior on the surface as observed with the diblock AEMs. Furthermore, we were 

not able to assign the contrast of these phase images. It is likely that the dark contrast 

represents the PIp phase in un-quaternized membranes given that there is no hydrophilic 

component.  Future experiments investigating the effect of partial quaternization could help 

assign the contrast in the phase images. In addition, future experiments are need to study the 

effect of spin-casting and solvent vapor annealing on the surface ordering of the triblock 

copolymers. 

 

L. Conclusions  

In summary, diblock copolymers PIp-PCMS were synthesized by NMP and quaternized 

by a tertiary phosphine. Membranes with a range of IECs were prepared and their 

morphologies were analyzed by SAXS, TEM, and AFM. Hexagonal cylinder and BCC 

morphologies were observed in PIp-P(R3P+)MS membranes, where the ionic block formed 

the continuous phase. Due to the difference in surface energy between two blocks, moderate 

IEC membranes showed parallel aligned channels on surface, while IEC increase induced 

perpendicular alignment, despite little difference in their bulk morphologies.  The P(Ph)3 
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exhibits higher quaternization efficiency, which leads to higher d-spacing and larger size of 

the ionic domains.  By partial quaternization, the impact of QL on phase behavior of PIp-

P(R3P+)MS was investigated. The Coulombic interactions and steric repulsion are 

collectively involved in accounting for the d-spacing change with increasing QL. The bulk 

and surface morphologies of PIp-P(R3P+)MS as a function of RH was studied, where IEC-

dependent change in d-spacing and domain size has been established between dry and humid 

conditions. More significant change in the domain spacing on the surface was observed than 

bulk. Morphological reversibility of PIp-P(R3P+)MS membranes was examined by humidity 

cycling. Full morphology recovery was achieved after cycles of hydration and dehydration 

processes, which indicates that the expansion and contraction of channels as a function of 

RH is a reversible hydrodynamic process. From a fuel cell device point of view, the 

membrane-electrode interface has a significant impact on fuel cell overall performance. 

Detailed understanding of the correlations between the surface and bulk morphologies can 

shed light on developing important design principles for future AEM fuel cell membranes.  
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VI. Effect of Surface Alignment on Connectivity in Phosphonium 

Diblock Copolymer AEMs   

Portions of this chapter are reproduced from:  

Austin M. Barnes, Yifeng Du, Brendan Liu, Wenxu Zhang, Soenke Seifert, E. Bryan 
Coughlin, Steven K. Buratto. Investigation of Connectivity of Parallel and Perpendicularly 
Aligned Cylindrical Channels in Phosphonium-Containing Block Copolymer Anion 
Exchange Membranes. Submitted to J. Phys. Chem. C (9/10/19). 

 

A. Introduction  

In this follow-up investigation from the previous chapter, we investigate how the 

alignment of the surface domains of the quaternary phosphonium-containing diblock 

copolymers influence the channel connectivity. Although it has been hypothesized that 

parallel alignment can impede charge transport at the membrane-electrode interface,28  there 

has so far been no direct supporting evidence. 

The connectivity of AEM 13 and 16, with different surface morphologies, were 

investigated by EFM. As a tapping-mode AFM based technique, EFM probes the 

electrostatic force gradient based on two-pass interleave scan. In the first pass, phase 

deviations depend on whether the tip-sample interactions are attractive (>90°) or repulsive 

(<90°).40 Tip-sample power dissipation is related to the sine of the phase angle, hence phase 

deviations toward 90° in both attractive and repulsive-mode imply maximum power 

dissipation.24 All of our phase images were gathered in repulsive mode.  In the second pass, 

phase deviations are influenced by the electrostatic force gradient, which is attributed to 

surface charge, dielectric permittivity, and film capacitance. EFM has been used to 
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investigate the surface charge characteristics of isolated nanostructures25 and structures 

embedded in thin films.88,89,156,157 In Chapter 3, we demonstrated EFM to be a useful tool to 

study Nafion in which the disconnected dead-end channels embedded in fluorocarbon matrix 

were analyzed.91,158 In this work, however, the EFM versus voltage bias response was 

analyzed of the conductive regions that represent the continuous surrounding phase with PIp 

cylinders embedded. The EFM versus voltage bias was compared between parallel-aligned 

PIp cylinders and perpendicularly-aligned ones. Supported by previously established models 

of isolated structures,121 variation in EFM phase with respect to change in bias voltage is 

indicative of regions where charge is trapped due to discontinuity in the ionic phase. Thus, 

from different EFM responses as a function of bias voltage, the surface structures and 

connectivity can be evaluated. These findings provide direct evidence of the relationship 

between membrane preparation methods, morphology and channel connectivity, which in 

turn helps direct the synthesis and processing methods of these promising AEM materials. 

B. Experimental  

For drop-cast membranes, a solution of quaternized diblock copolymer, PIp-P(R3P+)MS, 

in chloroform (~50 mg/ml, 1ml) was drop-cast onto a clean polytetrafluorethylene sheet and 

allowed to dry slowly overnight. The membranes were then solvent-annealed by THF vapor 

for 24 h before being peeled off the substrate and dried under vacuum. The thicknesses of 

the membranes, measured by AFM, were ~ 6 µm.  For spun-cast membranes, the solution of 

quaternized diblock copolymer was spun-cast on a conductive fluorine-doped tin oxide 

(FTO) substrate. Only AEM 16 was spun-cast. FTO was cut into 2x2 cm squares. The 

substrates were cleaned by sonicating in a 1:1 EtOH/DI bath for 15 minutes followed by a 

DI bath for 15 minutes. FTO was then air-dried in petri-dish. As-received membranes were 
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re-cast from tetrahydrofuran (THF). A 5% wt. solution was sonicated for 5 minutes and 

spun-cast on clean FTO at 3000 rpm. The thicknesses of the membrane were measured by 

AFM to be ~ 40 nm. 

SAXS measurements were performed using a GANESHA 300 XL SAXS. Humidity-

dependent SAXS measurements were performed at The Basic Energy Sciences Synchrotron 

Radiation Center (BESSRC) at the Advanced Photon Source at Argonne National Lab on 

beamline 12 ID-B. A Pliatus 2M SAXS detector was used to collect scattering data with an 

exposure time of 1 s. The X-ray beam had a wavelength of 1 Å and power of 12 keV. The 

intensity (I) is a radial integration of the 2D scattering pattern with respect to the scattering 

vector (q). 

The specimens were prepared by Leica CryoUltramicrotome. The microtome chamber 

was cooled down to -100 oC by liquid nitrogen, where the bulk sample was microtomed with 

a diamond knife to a  thickness around 40 nm. The cutting sections were then collected on 

400 mesh copper support grids and stained by OsO4 vapor for 20 minutes at room 

temperature. Characterization was performed on a JEOL 2000FX TEM operated at an 

accelerating voltage of 200 kV. 

Height and phase images were acquired in tapping mode using an atomic force 

microscope (Asylum Research MFP3D). Standard silicon probes (XSC11, Mikromasch) 

with resonant frequency (~300 kHz) and spring constant (40 N/m) were used. The power 

spectral densities (PSDs) were computed in Gwyddion and plotted in Igor Pro. The PSDs 

were collected over 5 different regions corresponding to a different image. The position of 

the peak indicates the maximum spatial frequency of the AFM phase images. We identify 

the first peak (q) in the PSD. The d-spacing is defined as  Mp
�

 .  
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EFM is an amplitude contrast tapping mode AFM technique based on two-pass 

interleave scan in which height and phase are measured in the first pass and a lift height of 

20 nm is applied to the tip in the second pass. A constant DC bias is applied to the electrode 

substrate while the tip is held at ground. A platinum-coated tip provided by Micromasch 

(model HQ:XSC11/Pt) with a resonant frequency of ~325 kHz, and tip radius of curvature < 

27 nm was used. The same region was scanned with different voltage biases applied to the 

substrate from the microscope controller. We applied 0V, +/-1V, +/-3V, and +/- 5V. The 

measurements were done under ambient conditions (30-50% RH) and at room temperature. 

All the images were acquired using the retrace image. The (x,y) position of the domains in 

the phase image were marked by a cursor which highlights the (x,y) position in the EFM 

images. Domains that appeared to be influenced by roughness in the height image were 

neglected. A more detailed description of how height-artifacts are neglected are described in 

a previous report. The EFM phase as a function of VEFM (VEFM = Vtip - Vsubstrate) was plotted 

for each domain and was fit to a 3rd order polynomial. 
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C. Bulk and Surface Morphology of AEM 13 and AEM 16 

  

The following investigation involves specifically with AEM 13 (IEC = 0.44 mmol/g) 

and AEM 16 (IEC = 0.87 mmol/g). Bulk morphologies were investigated by SAXS and 

TEM, as shown in Figure 6.1. SAXS profiles of the AEM 13 and 16 are shown in Figure 

6.1A and 6.1E, respectively. Figure 6.1A (AEM 13) shows scattering peak positions at 

q,	 3q, and 7q, while Figure 6.1E (AEM 16) shows peak positions at q and 3q. Both 

peak positions are indicative of hexagonal cylinder morphology. The orientation of the 

cylindrical domains was assessed by cross-sectional TEM. Figure 4.1B and 4.1F show cross-

sectional TEM of the bulk structure of AEM 13 and AEM 16, respectively. Prior to TEM, 

the membranes were microtomed to ~40 nm thick slices and stained by OsO4, which 

selectively stains olefin. Therefore, the dark contrast indicates the hydrophobic PIp domains. 

 

Figure 6.1: Comparison of the bulk (internal) structure and surface structure of 
AEM 13 and AEM 16. SAXS of (A) AEM 13 and (E) AEM 16, with peak labeled, 
both indicating hexagonal morphology. Cross-sectional TEM of (B) AEM 13 and 
(F) AEM 16, where dark contrast corresponds to PIp domains. Repulsive mode 
phase images of (C) AEM 13 and (G) C, where dark contrast corresponds to PIp 
domains. Radially-averaged power spectral density (PSD) of phase images of (D) 
AEM 13 and (H) AEM 16, with higher order peak at 2q labelled.    
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In Figure 4.1B, a mixture of perpendicular and parallel aligned cylinders were observed. The 

surface morphology was revealed by AFM. The phase images were collected in repulsive 

mode. We have interpreted the bright contrast as the ionic P(R3P+)MS domains and the dark 

contrast as the hydrophobic PIp domains. By imaging partially quaternized membranes, we 

have indicated that the bright regions are associated with the ionic domains, as shown in 

Figure 5.3B. Figure 6.1C and 6.1G are phase images of AEM 13 and spun-cast AEM 16, 

respectively. The images show stark differences between the surface alignment. Figure 6.1C 

shows cylinders forming parallel to the surface, while Figure 6.1G indicates perpendicularly 

aligned cylinders. This implies that in AEM 13, perpendicular channels convert to parallel 

channels at the surface during membrane fabrication. In AEM 16, on the other hand, shows 

perpendicular alignment of the channels. By spin-casting AEM 16, it was possible to 

preserve the bulk morphology at the surface. This provides a means of comparing the 

conductive properties of two different surface morphologies for AEMs having similar bulk 

morphologies. Surface alignment was further confirmed by PSD analysis for both AFM 

phase images, as shown in Figure 4.1D and 4.1H, respectively. The PSD is useful in 

analyzing spatial frequencies of AFM images. Surface ordering information of block 

copolymer membrane films through analysis of peak positions of higher order peaks relative 

to the primary peak.96 In Figure 6.1C, the peaks are positioned at q and 2q, which signifies 

regular periodic order typically observed in lamellar phases. In Figure 6.1H, the peak 

positions for AEM 16 are also at q and 2q with the higher order peak is much less intense, 

signifying short-range order.   

Domain sizes and spacing can be measured from the bulk and surface, respectively. For 

AEM 13, the average diameter of the PIp domains within the bulk was measured by TEM to 
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be 40 nm, in agreement with the d-spacing ~42 nm calculated from SAXS. On the surface, 

the cylinders were 60 nm in width by measuring several line profiles from AFM. The 

surface d-spacing can also be calculated from the PSD of the phase images, defined as d =  

Mp
�

 , where q is the primary peak. From Figure 6.1D, the d-spacing was 61 nm, corresponding 

approximately to the widths of the cylinders measured by line profiles. In AEM 16, 

however, similar domain sizes were observed from both the bulk and the surface. From the 

TEM image in 6.1F, the average diameter was 20 nm. This is comparable with the d-spacing 

from SAXS shown in Figure 6.1E, which was 23 nm. On the surface, the average diameter 

of the bright and dark domains in Figure 6.1G was 17 nm and 19.8 nm, respectively. The d-

spacing from the PSD shown in Figure 6.1H is 36.7 nm, which indicates close agreement of 

surface d-spacing with that in bulk.  

The surface free energy difference between two blocks in block copolymers influences 

the alignment of domains at the air-membrane interface.69,113 A cartoon illustration of the 

proposed channel structures due to alignment difference is shown in Figure 6.2. Mixed 

alignment of PIp cylinders in the bulk with parallel alignment on surface for AEM 13 is 

shown in Figure 6.2A. It is possible that these misalignments between the surface and bulk, 

or transition zone, can result in discontinuities of the ionic phase and prevent charges from 

reaching the air-membrane interface. Discontinuities can be readily seen within the 2-

dimensional plane of the surface of AEM 13 shown in Figure 1C. Therefore, it is likely 

these discontinuities would extend within the bulk. Additionally, the expanded diameters of 

the PIp cylinders of AEM 13 cover most of the surface of the membrane, which can lead to 

lower connectivity. This case results in continuous ionic regions that allow charges to 

migrate contiguously throughout the entire membrane. Thus, the conductivity of block 
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copolymer AEMs is dependent on channel alignment at the surface.148,149,151 Figure 6.2B 

illustrates that at high volume fraction of the P(R3P+)MS block, the cylinders only align 

perpendicular to the air-membrane interface throughout the membrane, leading solely to 

connected paths. Additionally, AEM 16 exposes significantly more of the conductive blue 

region on the surface, which can lead to better connectivity through the membrane and 

hence better conductivity.     

Different sample preparation methods play a significant role in affecting bulk and 

surface morphologies, via different membrane formation kinetics.40 AEM 13 was prepared 

by drop-casting from CHCl3 solution onto a PTFE sheet. AEM 16 was spun-cast from THF 

solution onto a fluorine doped tin oxide (FTO) substrate. Drop-cast membranes were ~6 µm 

thick while spun-cast membranes were ~40 nm thick.  It has been demonstrated that 

membrane deposition by fast solvent extraction via spin-casting or solvent vapor annealing 

can trap the block copolymer in a non-equilibrium morphology.159,160 In drop-cast 

membranes, the solvent evaporates slowly (over 6 h) under ambient RH, which favors the 

formation of larger ionic domains on the surface than bulk. In spun-cast membranes, the 

 

Figure 6.2: Cartoons illustrating the proposed structure leading to variation in 
channel connectivity. The red cylinders represent the PIp phase while blue represents 
the continuous ionic phase. (A) Low volume fraction of the ionic block gives rise to 
parallel aligned cylinders. This orientation can either block surface charge 
migration, or provide a connected path. (B) At high volume fraction, cylinders are 
aligned perpendicularly, which gives rise to only connected paths. 
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bulk structure is trapped at the surface because the membrane is not given enough time to 

reach equilibrium at ambient RH, thus giving rise to smaller ionic domains distributed on 

surface. Since the alignment, ordering, and size of domains at the surface of spun-cast AEM 

16 are commensurate with bulk measurements of drop-cast AEM 16, we use AEM 16 as a 

benchmark hexagonal membrane with a well-connected ionic phase to compare with AEM 

13.  Furthermore, the similarities in bulk morphologies of AEM 13 and AEM 16 make them 

good candidates for comparing the influence of different surface alignments on charge 

migration and connectivity of the ionic phase. 

 

 

In addition to spin-casting, we have also made attempts to solvent vapor anneal our 

spun-cast membranes. After spin-casting from THF, the membrane was annealed with THF 

vapor. In the annealing process, the FTO-membrane sample was placed in a Pyrex petri dish. 

4 THF droplets were pipetted into the dish surrounding the sample. The dish was then 

covered and left to anneal over-night. Figure 6.3 shows the difference in morphology 

 

Figure 6.3: Phase images of (A) spun-cast AEM 16 and (B) spun-cast and 
solvent vapor annealed AEM 16.  
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between spin-casting and spin-casting with solvent vapor annealing. Figure 6.3A shows a 

typical well-order surface morphology with the bright regions mostly isolated at the surface. 

After annealing, the surface becomes more disordered with the bright regions becoming 

more connected, which is shown in Figure 6.3B. In our experiments, we decided to choose 

spin-casting over solvent vapor annealing because of the extent of the ordering at the 

surface. However, future experiments should investigate the effect of solvent vapor 

annealing on the connectivity of the ionic domains by EFM or cp-AFM.  

 

 

Control experiments were conducted on partially quaternized spun-cast membranes to 

further understand if the regions of bright contrast were the ionic component in the 

repulsive-mode phase images. In Chapter 5, we observed an increase in the frequency of 

bright regions with increasing QL of thick as-received membranes. We compared two 

partially quaternized spun-cast membranes of 4:2 feeding ratio (0.5_P) and a 4:4 feeding 

ratio (1_P) of AEM 16 shown in Figure 6.4. Although the AEMs were quaternized by a 

smaller agent, triphenyl phospine (P(Ph)3) we showed previously the morphology was 

 

Figure 6.4: Phase images of spun-cast AEM 16 at different QL or feeding 
ratios: (A) 0.5_P and (B) 1_P.  
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similar to our traditional quaternization agent.161 The QL was achieved by using reaction 

stoichiometries, or ‘feeding ratios’ of PIp-PCMS to P(Ph)3. The two images shown in Figure 

6.4 show a similar morphology; however, we see higher contrast between domains for 

higher QL. Therefore, we continue to assign the bright regions as the ionic domains.  

 

D. Membrane Thickness Measurement of AEM 13 and AEM 16  

The thickness of AEM 13 was measured by imaging the edge of the membrane. The 

membrane was mounted by epoxy onto a glass slide. Figure 6.5 shows a partial scan of a 

height image with a corresponding line profile. The blue markers indicate where the 

difference in height was measured. For this data, we found the membrane to be 6 µm thick.  

 

Figure 6.5: (Top) Partial scan of an AFM height image (4 µm x 60 µm) and 
(bottom) a line profile from the height image. The blue markers indicate where 
a height measurement was made.  
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The tip-scratching method was carried out in contact-mode. In contact-mode, the tip is in 

constant contact with the surface. Due to the softness of the membrane and large contact 

force (20 nN), this method was useful in determining the membrane thickness of our spun-

cast samples. After 3 scans of a 2x2 µm region, the FTO morphology was revealed as shown 

in 6.6B. A clean FTO scan was taken in tapping mode as a point of comparison shown in 

Figure 6.6D. Zooming out to a 10x10 µm region, we found a square depression from the 

original scan location. The membrane thickness was measured by taking a line profile across 

the depression and was ~40 nm. The blue cursors on the red line profile show where the 

measurements were made.  

 

 

Figure 6.6:  Tip-scratching method for determining thickness of AEM 16. (A) Initial scan 
of the spun-cast membrane. (B) After 3 scans, the surface resembled FTO. (C) Zoom out 
image of membrane showing a depression where the previous scan occurred. (D) Clean 
FTO scan for comparison. (E) Line profile from (C) to measure membrane thickness.  
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E. EFM Results  

EFM is a tapping-mode AFM based technique that probes the electrostatic force 

gradient. EFM is based on two-pass interleave scan. In the first pass, the height and phase 

are gathered. In the second pass, phase deviations are influenced by the electrostatic force 

gradient, which is attributed to surface charge, dielectric permittivity, and film capacitance. 

The conductive tip is raised above the surface by 20 nm. A constant DC bias is applied to 

the electrode FTO sample substrate (Vsample) while the platinum-coated tip is held at ground 

(Vtip = 0). Conventionally, the bias voltage is defined as VEFM=Vtip - Vsample. Hence, VEFM = -

Vsample. The ions migrate depending on the sign of the bias voltage, for example, a VEFM = 

+5V implies a negative sample voltage and would bias the ions toward the surface. Figure 

6.7A and 6.7D shows first pass phase images of AEM 13 and AEM 16 showing the same 

morphologies from images shown in Figure 1. Figure 6.7B and 6.7C shows EFM images of 

AEM 13 at -5V and +5V FTO sample bias, respectively.  
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Figure 6.7: (A) First pass repulsive-mode phase image of as-received AEM 13. EFM 
images taken in the second pass at (B) VEFM = +5V and (C) VEFM = -5V sample bias. (D) 
Repulsive-mode phase image of AEM 16 taken in the first pass. EFM images taken in the 
second pass at (E) -5V sample bias and (F) +5V sample bias. Parabolic response of EFM 
phase as a function of VEFM (VEFM = Vtip-Vsample) for two regions highlighted (G) in 6.7A-
C of AEM 13 and (H) in 6.7D-F of AEM 16.   
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Two representative ionic regions of AEM 13 are highlighted in Figure 6.7A-C. The EFM 

phase was determined by drawing a square box (20 nm × 20 nm) over the ionic region of 

interest in the first pass phase image in Igor Pro. The (X,Y) spatial coordinates in the first 

pass correspond to the same coordinates in the second pass EFM phase image, and therefore 

the square box can be copied onto the second pass EFM image. The statistical average was 

measured over ~100 pixels contained in the square box. This method was applied to the 

same ionic region of interest for each voltage bias.  For example, the blue highlighted region 

shows a small uniform shift (-0.5°) in EFM phase between the +5V and -5V image while the 

black region shows a larger and more negative shift (-1.5°) between the two images. A 

different EFM phase response as a function of voltage bias was observed for AEM 16. 

Figure 6.7D shows a repulsive mode phase image of AEM 16. Similar EFM phase contrast 

can be seen in blue and black highlighted regions at both voltage biases (Figure 6.7E and 

6.7F), showing a uniform shift in the EFM phase (+5.9°) with respect to voltage bias for 

both regions. Besides, a higher EFM phase shift was observed as expected, since AEM 16 

has larger IEC, allowing larger population of charges to be biased towards the surface, 

which leads to a larger positive shift.  Heterogeneity in the EFM phase of AEM 13 can be 

attributed to “dead-end” pathways within the ionic phase due to the parallel hydrophobic 

cylinders that block the chloride from reaching the surface, while homogeneity for AEM 16 

can be attributed to identical channel morphology throughout the membrane.  

It is important to note that the sign of the shift does not provide adequate information on 

the channel structure, thus the parabolic EFM behavior of the ionic domains must be 

analyzed. EFM phase shifts as a function of the bias voltage and can be described 

mathematically via Eq. 6.1.159 
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                        ∆Φ =	− 6
M3

Z2X
ZP2

(𝑉[O\ − 𝑉,)M − 2(𝑉[O\ − 𝑉, 𝑉 + 𝑉 M]	                    (6.1)                                                 

 

where Q is the quality factor of the cantilever, k is the spring constant of the cantilever, C is 

the capacitance of the tip-sample system, z is the height above the surface. VEFM is the bias 

voltage (VEFM = Vtip - Vsample). Vs is the surface potential, which is related to the work 

function difference between the tip and the sample and is independent of the lift height. We 

consider Vs to be a constant offset potential and is independent of VEFM. Vq is the potential 

related to the charge enclosed and is dependent on the lift height. The first term in Eq. (6.1) 

is related to the tip-sample capacitance and induced polarization of the film, which is always 

an attractive force. The middle term in Eq. (6.1) is related to the interaction between the 

stored charge, q and the EFM tip apex. The third term is related to the image charge effects, 

since this is independent of VEFM, we have ignored this interaction from analysis. We can 

simplify the expression for Eq. (6.1) into two terms: a charge force gradient (∆Φ^)  that has 

a linear dependence on VEFM and a capacitive force gradient (∆ΦX)  that has a quadratic 

dependence with VEFM.  

 

                                     ∆Φ =	∆Φ^ 	+ ∆ΦX 	= 𝐴𝑉[O\ + 𝐵𝑉[O\M	                              (6.2) 

 

A and B are fitting parameters to the linear and quadratic terms, respectively. For a charged 

dielectric film placed in a uniform electric field, the quadratic and linear terms are derived 

analytically. 
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                                                        𝐵 = 	 6
M3
	 tr
(PqZ)u

                                                   (6.3) 

 

                                                       𝐴 = +6	^
M	3		(PqZ)s

	                                                        (6.4) 

 

where 𝛼 is the electric polarizability, d is the film thickness, and q is the stored charge. 

For the blue region highlighted in AEM 13, the average EFM phase was measured for 

each voltage bias and plotted as blue squares shown in 6.7G. The method of measuring the 

EFM phase was the same method previously described.94 The data was fit to a quadratic 

function and the fit curve is shown as the blue line. Similarly, the black region in AEM 13 

was plotted as black circles and fit to a quadratic function shown as the black line. In 6.7G, 

there are noticeable differences between the blue and black fits. The insets show a close-up 

of the differences. Furthermore, the analytical expressions shown in Eq. (6.3) and (6.4) can 

be simplified by taking the ratio of A and B, which is dependent on stored charge (𝑞), 

membrane thickness (𝑑), and polarizability (𝛼).  

 

                                                         4
�
= +^(PqZ)

tr
                                                           (6.5) 

 

Note Eq. (6.5) is similar for the ratio expression derived for EFM studies of Nafion®.121 

The EFM phase of Nafion® was background subtracted and assumptions regarding the  

relative permittivity and the charge density of the ionic domains allowed for simplified 

expressions. Heterogeneity in the A and B fits were due to differences in channel length or 

geometry. These AEM materials represent an inverse of the morphology of Nafion®. As 
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opposed to a proton conducting cylindrical channel surrounded by a Teflon-like matrix, we 

are investigating membranes in which the conductive ionic phase is the surrounding medium 

and PIp cylinders are embedded.   In this investigation, we can draw similar conclusions, 

however, we are comparing two membranes of different charge density (IEC) and 

membrane thickness. Therefore, the EFM phase was not background subtracted and the 

membrane thickness (d) is included in the expression, which represents a pocket of charge or 

a connected channel plus the remaining thickness of the membrane.  The relative 

permittivity of the ionic domains is also not known. Hence, B was expressed in terms of the 

polarizability of the membrane.    

  For the blue curve, the fitting parameters were A = −0.036°/𝑉 and B = 0.294°/𝑉M. 

Thus, A/B is calculated to be -0.122 V. For the black curve in 6.7G,  A = −0.118°/𝑉, B = 

0.321°/𝑉M, and A/B = -0.368 V. The differences in A/B between these two regions supports 

our qualitative depictions shown in 6.2A. The black region in AEM 13 shows a large 

negative A/B which signifies a “dead-end” pathway for charges, while the blue region shifts 

to less negative, signifying a well-connected pathway. Both A/B values are negative, which 

could be due to a negative surface potential, Vs, the potential in the absence of stored charge 

shown in Eq. (6.1). The same analysis was performed on AEM 16. First, smaller deviation 

was observed in 6.5H between quadratic fits for blue and black regions highlighted in 

images 6.7D-F. For region 1, A = 0.632°/𝑉 and B = 1.201°/𝑉M. For region 2, A = 

0.661°/𝑉 and B = 1.176°/𝑉M. A/B for these regions are 0.525 V and 0.562 V, respectively.  
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We continued our investigation of the distribution and parabolic EFM behavior of 

several ionic domains on AEM 13 and 16. It is important to note that not all ionic domains 

were able to be analyzed due to topographic artifacts. These topographical artifacts can 

contribute to the EFM phase and were thus avoided. A detailed discussion about how we 

 

 

Figure 6.8: (I) Scatter plot of the linear fit term A vs. quadratic fit term B for 
several features of AEM 13 in black circles and AEM 16 in red circles. Inset shows 
a close-up of the scatter plot (I-i) AEM 13 and (I-ii) AEM 16. (II) Histogram of 
A/B data from (6.8-I) for AEM 13 (gray) and AEM 16 (red).    
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discriminated these channels has been described previously.121 In the EFM images that 

correspond to Figure 6.7A-C, 10 regions of interest were analyzed, while 17 regions of 

interest were analyzed for 6.7D-F. Figure 6.6I shows scatter plots of fit parameter A vs. B 

for all ionic regions analyzed for AEM 13 and AEM 16, respectively. The inset scatter plots 

show a close-up of the data highlighting the difference in variance of AEM 13 (6.6I-i) and 

AEM 16 (6.8I-ii).  For AEM 13, points distribute near 𝐴 = 0°/𝑉 and 𝐵 = 0.31°/𝑉M, while 

for AEM 16  the fit parameters can be seen near  𝐴 = 0.65°/𝑉 and 𝐵 = 1.18°/𝑉M. The 

increase in both fit parameters A and B from AEM 13 to AEM 16 is due to increased IEC. A 

larger IEC would increase the total amount of stored charge of the membrane and thus 

increase A, according to Eq. (6.4). An increase in the IEC would also make the membrane 

more polarizable, which would lead to an increase in B according to Eq. (6.3).  

Figure 6.8II shows a histogram of A/B for AEM 13 and AEM 16 regions.  AEM 13 

shows a broad distribution with a cluster of points below A/B = 0, while AEM 16 shows a 

narrow distribution of A/B > 0. The variance in the distribution of A/B is attributed to the 

variation in ionic connectivity. We have recently made a similar analysis to investigate the 

channel connectivity of Nafion®.121 Since the shape of the hydrophilic channels can be 

approximated as cylinders,121 we could use the isolated cylinder model to interpret our EFM 

data. In the isolated cylinder model, A is proportional to the channel length.14 Assuming that 

charge density is uniform, the variation in A/B is due to variations in channel length. 

Furthermore, the same model can be applied depending on whether cylinders lay parallel96 

or perpendicular.89 Thus, we were able to conclude that only 1 out of 10 regions of AEM 13 

led to a connected path, while the rest were dead-end paths, and for AEM 16, all regions 

analyzed led to connected paths, as expected for perpendicular aligned channels.  
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F. Control EFM Measurements of an Un-quaternized AEM  

It is important to note that Eqns. 6.3-5 also indicate a dependency on the membrane 

thickness. Control experiments in which the A and B values were measured of thick drop-

cast and thin spun-cast membrane of un-quaternized AEM 19 (AEM 19*) are shown Figure 

6.9. The un-quaternized membranes merely consist of PIp-PCMS. The membrane has an 

IEC of 0 mmol/g and contain no mobile charge.  

 

From Table 5.1, AEM 19 has a molecular weight of 29 kg/mol. The volume fraction of 

the PCMS block is 92%. It was found that the morphology gives rise to loosely ordered 

BCC packing of PIp spheres. A similar surface morphology can be seen in images 6.9A and 

6.9B. While the majority of our phase images have been collected in repulsive mode in 

which regions of bright contrast correspond to the ionic domains, these images were taken in 

attractive-mode. From equation 1.1, this implies that the contrast flips and dark contrast 

 

Figure 6.9: (A,D) First pass attractive mode phase and (B,C,E,F) second pass EFM images 
of (A-C)  un-quaternized AEM 19 as-received and (D-F) spun-cast.  
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corresponds to the ionic domains. It is also important to note that AEM 19* as-received 

membrane was prepared in the same manner as AEM 13 as received and AEM 19* spun-

cast was prepared in the same manner as AEM 16.  

 The same lift height (20 nm) was applied in the control EFM measurements. For both 

AEM 19 as-received and AEM 19 spun-cast, very little change in EFM phase contrast was 

observed at +5V and -5V.  The same image area was collected in 1V intervals from -5V to 

+5V. The average EFM phase for each image was measured, plotted as a function of VEFM, 

and fit to a quadratic to determine the A and B fitting parameters.   

 

From the dataset in Figure 6.9, the A/B value for the as-received and spun-cast 

membrane were plotted next to the A/B distribution data from Figure 6.6II. AEM 19* has 

the lowest A/B of -4.8 V, while AEM 19* as-received shifts towards higher A/B in 

accordance with Eqn. 6.5. Since the increase in A/B from AEM 13 (thick membrane) and 

 

Figure 6.10: Distribution of A/B from Figure 4.6II with the average A/B of AEM 
19* as-received and spun-cast represented as a single line.   
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AEM 16 (thin membrane) is due to the increase in IEC, the IEC plays a more significant role 

in the measurement of A/B than membrane thickness.   

G. Conclusions 

Two AEMs with different IEC were investigated. AEM 13 with low IEC showed a 

mixture of parallel and perpendicular alignment of PIp cylinders in the bulk though only 

parallel alignment on the surface. By contrast, for AEM 16 with higher IEC, perpendicularly 

aligned PIp cylinders were observed throughout the bulk and surface. From EFM phase 

images of both membranes, the EFM phase shift as a function of voltage bias was measured 

over the ionic domains. From the investigation on the parabolic EFM behavior as a function 

of voltage bias for the two membranes, variation was observed in the parabolic response of 

AEM 13 while very little variation was shown in AEM 16. These results suggest that there 

are a significant number of disconnected paths for charge to migrate to the surface as a result 

of the parallel alignment observed in AEM 13, while for AEM 16, highly ordered structure 

of perpendicular channel alignment leads to a dominant population of connected paths.  
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VII. Conclusions and Future Directions 

The performance of proton exchange membrane (PEM) fuel cells relies on the 

membrane’s ability to conduct protons contiguously from one end of the membrane to the 

other. Channels that are not connected do not participate in the overall performance of the 

fuel cell. Cp-AFM has greatly contributed to our understanding of the channel connectivity 

of Nafion, ~50% of the channels are electrochemically active and are thus connected. 

However, cp-AFM does not provide information on the channels with zero current. It has 

been suggested that this could either be due to disconnected channels, inactive catalyst, or a 

combination of the two. We were interested in investigating this further and implemented 

EFM to discern the connected channels from the short “dead-end” channels of Nafion.  

EFM is an interleaved two pass scanning method. This was advantageous for us since 

the hydrophilic domains could be mapped in the first pass while surface charge and channel 

capacitance could be analyzed in the second pass. We imaged the same scan area multiple 

times at different sample voltages. We analyzed the parabolic EFM response as a function of 

voltage bias for several channels. The data was plotted, fit to a quadratic, and the linear (A) 

and quadratic (B) fitting terms were collected. After background subtraction we found 3 

classes of channels: A>>B (linear), A<<B (quadratic), and A=B ≈ 0 (null). While these 

measurements are relatively straightforward to carry out, interpretations of the results can be 

complex. We applied a simple parallel plate capacitor model for a cylindrical channel 

embedded in a dielectric matrix, which allowed us to assign the differences in EFM phase 

vs. bias voltage dependences with differences in channel length and structure.  
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Anion exchange membrane (AEM) fuel cells have attracted significant research interest 

due to the potential implementation of non-Earth metal catalysts, which would bring down 

cost of production. Recent advancement in design rationale has guided improved chemical 

stability of AEMS; however, there has been little to no information regarding how these 

chemical modifications impact the morphology.  Additionally, the early stage development 

of AEMs necessitates a clear understanding of the ties between morphology and 

conductivity.  

We first used tapping mode phase and cp-AFM to observe the surface morphology and 

hydroxide conductivity of a commercially available AEM by FumaTech. We compared the 

morphology of the membrane in both its Br- and OH- form. Under dehydrated conditions 

(18%RH) we found no phase contrast indicating low phase separation and low water 

retention. Under hydrated conditions (80%RH) in the Br- form, the phase images revealed 

randomly dispersed isolated hydrophilic domains while in the OH- form elongated “worm-

like” domains dominated the surface. We attributed these differences in morphology to the 

differences in water content of the Br- and OH- forms. Cp-AFM of the hydrated FumaTech 

AEM in the hydroxide form revealed these “worm-like” features were insulating, which 

indicates these features consist of an ionic interior with a hydrophobic shell.  

We then turned our investigation toward block copolymer electrolyte AEMs because 

they form well-ordered continuous channel morphologies. In collaboration with Prof. 

Coughlin’s group we studied phosphonium-containing diblock copolymer AEMs consisting 

a hydrophobic polyisoprene (PIp) block and a quaternizable polychloromethylstyrene block. 

The ionic moiety consists of a phosphonium ion quaternized by 3 large methoxy groups, 

which provide steric hindrance and prevent nucleophilic attack.  
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We investigated the morphology of AEMs ranging in ion exchange capacity (IEC). We 

compared our tapping mode phase images with cross-sectional TEM and SAXS. At low 

IEC, we observed a hexagonally packed PIp cylinders with a continuous ionic phase. While 

cylinders were mostly aligned perpendicular to the plane of the membrane through the bulk, 

we found the cylinders to lay parallel on the surface. We suggested that this effect is driven 

by the lower surface free energy of the PIp block. At moderate IEC, perpendicular aligned 

cylinders were observed through the bulk and surface. At high IEC, we observed loosely 

ordered BCC packing of PIp spheres with a continuous ionic phase. We found the PIp 

domains were larger on the surface than in the bulk, which is due to the low surface free 

energy of PIp and the long exposure to humidified air during the membrane formation. We 

also observed the change in domain size and spacing during dehydrated and hydrated 

conditions, which depends on the IEC. Furthermore, the change in domain size and spacing 

was reversible between humidity cycles, which was supported by both SAXS and AFM.  

We investigated the effect of surface alignment on the channel connectivity of two 

phosphonium block copolymer AEMs.  These AEMs were also good candidates for our 

EFM methodology; no assumptions were needed regarding the channel shape or structure 

through the bulk. We compared EFM images of AEM 13 and AEM 16. Applying the same 

model from our Nafion investigation, we found a significant number of disconnected 

channels in AEM 13 while AEM 16 was entirely connected.  

Improving the chemical stability of AEMs still remains a major research challenge. The 

FumaTech AEMs, for example, are temperature sensitive; a significant drop in fuel cell 

performance occurs when the cell temperature surpasses 60 ºC.96,157 Both chemical and 

mechanical degradation is accelerated at high temperatures. Mechanical degradation 
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experiments typically involve heating the membrane in a high pH solution and observing if 

the membrane is still in one piece.103 Whereas chemical degradation experiments, which 

results in the decrease of the IEC, involves titrations. Our closed imaging cell has the 

capabilities to increase the temperature as high as 140 ºC. One could monitor microscopic 

changes in the morphology of FumaTech in the hydroxide form as temperature is increased 

beyond 60 ºC. These AFM experiments could also offer insight toward the kinetics and 

morphological reversibility between low and high temperatures. Loss in membrane 

conductivity could also be monitored through cp-AFM; however, one must carefully 

monitor RH vs. temperature. The RH decreases when the cell temperature increases, which 

could result in a complete loss of current signal.162 

Another facet that remains to be explored is how the membrane’s surface morphology 

would change during CO2 contamination. It is well established that all of the hydroxide ions 

in an AEM forms carbonate within 1 hour of exposure to CO2. Recently, Divekar et al. 

conducted SAXS as a function of CO2 exposure time and saw a shift towards larger d-

spacing over 2 hours.28 Phase images tracking the change in domain size during CO2 

exposure may indicate a difference in the kinetics. Equilibrium would be established faster 

since CO2 contaminates the surface prior to the bulk.  

A key result from the FumaTech investigation from Chapter 4 was the excessive surface 

swelling of FAA-3-OH- under 80% RH, which we attribute to the intrinsically high water 

uptake of the hydrocarbon-based polymer. Swelling can be mitigated with the 

implementation of fluorocarbon-based AEMs. Park et al. has recently synthesized a 

sulfonylamide-linked quaternary ammonium perfluorinated AEM (PFAEM).116 Due to the 

chemical similarities of the PFAEM and Nafion, an understanding of the similarities in the 
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humidity-dependent surface morphology still need to be made. Water uptake (𝜆 = 3 at 50% 

RH) and bulk morphology (d-spacing = 4 nm) has already been shown to be similar as 

Nafion.163 Any differences in surface morphology is likely due to the longer side-chain of 

the PFAEM.  Differences in morphology as a result of side-chain length has already been 

shown between Nafion and Hyflon (short side-chain).116  

A promising research direction is toward vanadium redox flow batteries (VRFBs). 

PEMs, like Nafion, are commonly employed as the separator between the anolyte (V2+/V3+) 

and the catholyte (V4+/V5+). Proton conduction balances the charge between the vanadium 

redox couples. However, Nafion exhibits high vanadium crossover.74 This has sparked 

interest in AEM development due to the positively charged quaternary ammonium, which 

repels vanadium ions and sulfate becomes the carrier. The morphological insight gained 

from both PEMs and AEMs throughout the above AFM experiments can help guide the 

design rationale for VRFB membranes. However, these measurements are ex-situ. To our 

knowledge, there has been little to no experiments that study the morphology of VRFB 

membranes in-operando. Tapping-mode imaging under liquid is possible with a modified 

closed cell that contains fluid ports for the anolyte and catholyte. Any changes in topography 

of the membrane and its morphological reversibility between charged and discharged states 

would provide meaningful information regarding vanadium crossover.  

Both AEMFCs and VRFBs are promising alternative energy sources that are on the cusp 

of becoming economically viable. It is hoped that the experimental results presented in this 

thesis will be built upon and aid the development of AEMs in the future.  
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Appendix 1: Finite Element Method Calculations in Mathematica 
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Appendix 2: Mapping the Surface Potential of Nafion by Kelvin Probe 

Force Microscopy (KPFM) 

 

A. Introduction 

Kelvin Probe Force Microscopy (KPFM) is non-contact tapping mode technique that 

measures the surface potential (Vs) between a Pt-coated tip and sample. Since Vs depends on 

the surface charge, we can infer how Vs depends on the channel size and shape similar to the 

EFM investigation of Nafion in Chapter 3. While the EFM signal is influenced by both the 

surface potential and dielectric permittivity of Nafion, the KPFM signal is only dependent 

on the surface potential. This provides a means of simplifying our interpretations of the 

EFM data and offering additional insight toward the surface charge characteristics. 

However, we did not find this to be the case when analyzing the individual hydrophilic 

domains. Therefore, our KPFM data was not featured in our initial EFM report.121 

Nevertheless, KPFM has offered interesting insight in the long-range heterogeneity of the 

surface charge of Nafion.  

As in EFM, KPFM is a two pass interleaved scan. The topography and phase is 

collected in the first pass. During the second pass, the probe is lifted off the surface and Vs is 

collected.  
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A schematic of the KPFM feedback system is shown in Figure A2.1. The primary 

difference between EFM and KPFM is that the cantilever is not mechanically driven, only 

the electrostatic force generates cantilever oscillation. An AC voltage (Vac) and DC offset 

voltage (Vdc) is applied to the tip. The frequency of Vac is set to the mechanical resonance of 

the cantilever (~ 300 kHz) with an amplitude of typically 100 mV.  The KPFM feedback 

system seeks to minimize the amplitude of the cantilever oscillation by matching Vdc with 

the surface potential.  This can be explained mathematically by treating the tip-sample 

system like a capacitor. The total potential is defined as the sum of the applied voltages and 

the surface potential.  

 

                                              𝑉(¬(-/ = 𝑉Zo + 𝑉-o𝑆𝑖𝑛 𝜔𝑡 + 𝑉,                                  (A2.1) 

 

Based on the derivations from chapter 3, the expression for the force can be derived.  

 

 

Figure A2.1: KPFM schematic 
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The amplitude of the cantilever oscillation is detected by the quadrant photodiode 

(QPD). A lock-in amplifier that is built into the MFP-3D controller is used to detect the 

amplitude. It can be seen in Eqn. A2.2 that the electrostatic force is minimized when Vdc-Vs 

= 0.  

The total surface potential of Nafion is due to a combination of proton surface charge 

density (𝜎), the applied sample voltage Vsample, the immobile SO3
- charge, and the work 

function difference between the tip and the fluorocarbon matrix. If we assume that the 

potential due to the sulfonate groups and the fluorocarbon matrix contributes only a constant 

background, then several KPFM images acquired at different Vsample will allow us to 

determine 𝜎.  

 

B. Methods 

Our sample preparation procedure was the same as in the EFM procedure described 

in Chapter 3. Briefly, 5% Nafion dispersion solution in isopropyl alcohol was prepared. A 

clean FTO was dipped into Nafion solution for 30 seconds and removed and air-dried. A 

bias wire connected the controller to the FTO via copper tape and alligator clips. The front-

side of the controller has various user input/outputs. For the EFM and KPFM experiments, 

the “User0” output BNC connection was used to apply sample voltages.   
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Conductive Pt-coated AFM probes were used (Mikromash HQ:XSC11). The shortest 

probe was selected for KPFM (~300 kHz resonance), which has been found to be 

advantageous for attractive-mode imaging.  As in EFM, KPFM imaging mode can be 

operated with the standard cantilever holder. The imaging mode is selected from the Mode 

Master panel. Prior to imaging, a standard cantilever tune is conducted, which is then 

followed by an electric tune. During the electric tune, a voltage is applied to the tip to 

generate a potential difference between the tip and the sample, which generates tip 

oscillation. The resonance frequency is set to the mechanical resonance of the cantilever and 

an electric tune amplitude of 1V was used to generate the tune. I have found that if the tune 

does not appear clean then a larger tune voltage is needed.  
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C. Calibration 

 

Calibration measurements were made on the conductive FTO substrate.  Topography 

is shown in the top row while corresponding surface potential is shown in the middle row.  

Bias voltages were applied from the controller to the surface. Scan parameters including lift 

height, scan size, and scan speed were the same for the Nafion measurements. The order at 

which they were biased were also the same for the Nafion: -0.5V was acquired first, 0V 

second, +0.5V third. No drift was observed. The images show that variation in surface 

potential corresponds to changes in FTO topography. 

 

 

Figure A2.2: (A,C,E) Height and (B,D,F) KPFM calibration measurements of clean FTO 
at 3 different sample voltages at 50 nm lift height. (G) Distribution of surface potential 
at -0.5V (red), 0V (green), and +0.5V (blue). 
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 The surface potential of neat Teflon using thick 100 micron sheets was measured to 

acquire an understanding of the overall negative surface potential background in Nafion and 

the effect of dielectric screening. We found that scanning at voltages at or close to 0V was not 

possible as a result of our AFM controller having a maximum voltage sensing range of +/- 

10V. However, we could still observe negative potentials at high sample biases. Additionally, 

if we took the average surface potential and subtract from the sample bias for each image, a 

gradual decrease was observed: -16.23V, -16.341V, -16.423V, for 8V, 9V, and 10V 

respectively.  This suggests that the Teflon film was screening charge near the surface, 

lowering the surface potential.  

 

Figure A2.3: (Top row) Topography and (bottom row) surface potential were 
acquired at different sample biases.  
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D. Analysis of Individual Hydrophilic Domains 

 

Figure A2.4 shows both first pass phase and second pass surface potential images 

under different biases. A lift height of 50 nm above attractive-mode (~55 nm above the 

surface) was used in all KPFM images. We imaged the same scan region under -0.5V and 

0V bias and analyzed the surface potential of isolated channels. The same domains can be 

seen in both image sets. The surface potential of individual domains is more positive than 

the background, as expected since the aqueous domains contain the acidic protons. The 

contrast relative to the background is greater for the -0.5V KPFM image than the 0V. This is 

also expected since protons are pulled away from the surface under negative sample bias. 

The relative motion of mobile charges can be deduced from histograms of the surface 

potential for all aqueous domains at -0.5V and 0V shown in Fig. A2.5. At a negative sample 

bias, protons are depleted near the surface providing a strong contrast between the domains 

 

Figure A2.4: 200x200 nm AFM images of (A,C) 1st pass phase taken in attractive 
mode and (B,D) corresponding surface potential images taken at -0.5V (A,B) and 
0V sample voltage (C,D). The lift height in the 2nd pass is 50 nm. 
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and fluorocarbon matrix, especially for connected channels where dielectric screening is 

absent. that KPFM can be influenced by long-range electrostatic interactions, sampling 

beneath the surface may extend 10-100 nm,92,164 but the influence of imbedded charges 

decays exponentially with tip-sample distance.165,166 We believe that the influence of any 

subsurface charge is negligible for our lift height of 50 nm. 

 

The distribution in surface potential for the aqueous channels is shown in Fig. A2.5 

for a 0V sample bias (black) and -0.5V sample bias (green). The histograms of Fig. A2.5 are 

derived from background subtracted KPFM images of Fig A2.4. Each aqueous domain is 

identified using the tapping-mode phase image of Fig A2.4. A mask is drawn around the 

aqueous channel to determine the channel surface area. The same area mask is then used to 

select the surface potential data in the corresponding KPFM image. The histograms of Fig. 

A2.5 represent data from ~ 20 individual channels and include 8169 points. It is useful to 

note that the size of the aqueous domains included in Fig. A2.4 range from 70 nm2 to 250 

 

Figure A2.5: Distributions of surface potential of aqueous domains at 0V 
(black) and -0.5V (green) sample bias voltage. 
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nm2. The histograms of Fig. A2.5 have a bias toward the larger domains, however, since the 

data is acquired for the same region of the sample a relative comparison of the surface 

potential distributions is valid.  

A detailed understanding of the heterogeneity in 𝜎 can be gleaned from the shape of 

the histograms of Fig. A2.5. At 0V bias the distribution in KPFM signal for the aqueous 

domains is uniform and symmetric with an average signal slightly above the KPFM signal 

for the fluorocarbon matrix. At -0.5V, however, the distribution in KPFM signal becomes 

asymmetric relative to the maximum and is strongly skewed toward the background value. 

This result is attributed to the asymmetry in the charge depletion for each of the channels.  

At -0.5V bias protons are depleted near the surface. A long connected channel would result 

in a large depletion of protons near the surface, and this in turn results in a large surface 

potential and a large KPFM signal. By definition, a short dead-end channel would be 

separated from the electrode surface by the hydrophobic fluorocarbon matrix. The protons in 

the dead-end channels are thus screened from the electrode, which results in a smaller 

depletion of protons from the surface than for long, connected channels. This results in a 

much smaller change in the surface potential, is observed for dead-end channels then 

connected channels. Dielectric screening has been observed to reduce the surface potential 

in KPFM for other systems.167 Thus, the channels with KPFM signal near the peak 

maximum represent connected channels (denoted by 1 in the image of Fig. A2.4B) and the 

channels with KPFM signal near the background signal represent dead-end channels 

(denoted by 2 in the image of Fig. A2.4B).     

It is however important to note the spatial resolution of the KPFM images are 

comparable to the first pass phase images. Therefore, it is likely these spots of positive 
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charge are artifacts of the topography. This can be avoided by imaging with a greater lift-

height, however the surface potential resolution decays with lift-height. Because of this, we 

turned our investigation to larger KPFM images with a greater lift-height (100 nm) and 

collected larger images in attempts to observe heterogeneity over longer ranges.  

 

E. Analysis of Larger KPFM Images 

 

 

Figure A2.6 shows a 500x500 nm AFM images with height and phase in the first 

pass and the surface potential gathered in the second pass with applied FTO sample voltage 

of +0.5V.  While Figure A2.6A and B represents a typical height and phase image of 

Nafion, respectively, Figure A2.6C shows heterogeneity in the surface potential over a long 

range. In our analysis of individual domains, the surface potential contrast is bright (positive 

from the background). Here, we find large regions of dark contrast that ~4-6 mV less than 

the background surface potential. The regions of dark contrast in the surface potential image 

resembles the “worm-like” regions that have been previously observed of Nafion with cp-

AFM under hydrated conditions.23 It is possible that the dark contrast could represent 

 

Figure A2.6: First pass images of the (A) height and (B) attractive-mode phase, and 
second pass image of the surface potential taken at a sample voltage of +0.5V.  
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regions of trapped charge or “dead-end” channels within the Nafion membrane. In our EFM 

investigation, we found that the appearance of dead-end and connected channels were 

randomly dispersed. However, we were limited to a smaller scan and a smaller number of 

regions of interest. What is also interesting about this data-set is that there is no indication of 

the height or the phase influencing the surface potential. We investigated this further by 

collecting larger KPFM images to observe the frequency of these extended regions. 

 

 A 5x5 µm KPFM scan was collected in a similar location of this sample with the 

same lift height of 100 nm and a sample voltage of +0.5V. Figure A2.7A shows a relatively 

flat height image while Figure A2.7B continues to show the extended regions of dark 

contrast. From this image, it is observed that these regions are 50-100 nm in width and 

extend over a micron in length. Since images shown in Figure A2.7C and A2.7B are only at 

+0.5V sample voltage, we turned our investigation to determine how these regions would 

change in surface potential contrast depending on the change in Vsample.  

 

Figure A2.7: (A) First pass height and (B) second pass surface potential image of 
Nafion.  
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Figure A2.8 shows how the surface potential contrast depends on Vsample. At -0.5V 

applied to the FTO, shown in Figure A2.8A, we observed a homogeneous surface potential 

and hence no extended dark regions were observed. The average surface potential 

background (Vbackground) was -1.15V, which is close to the Vbackground shown in A2.4B. At 0V, 

shown in A2.8B, we began to observe the appearance of extended dark regions near the top 

of the image with Vbackground shifting to -0.57V. At +0.5V, shown in A2.6C, we observed the 

strongest surface potential contrast with Vbackground shifting to -0.125V. Cartoons of how 

variation in channel connectivity can give rise to differences in surface potential depending 

on the sample voltage is illustrated in Figure A2.6D-E. In both cartoons, the majority of the 

channels are connected throughout the membrane with the “dead-end” channels in the 

middle consisting of a pocket of charge. Illustrated in Figure A2.8D at negative Vsample, 

 

Figure A2.8: (A-C) Surface potential images of the same scan region at (A) -0.5V, (B) 
0V, and (C) +0.5V sample voltage. (D,E) Cartoon of Nafion illustrating how the 
surface potential of the “dead-end” channels (Vpocket) change depending on Vsample. (D) 
At negative sample voltage, Vpocket is greater than or equal to the background surface 
potential (Vbackground). (E) At positive sample voltage, Vpocket is less than Vbackground.   
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protons within the connected channels are depleted from the surface and migrate toward the 

bottom of the membrane while protons in the disconnected channels are trapped at the 

surface. This gives rise to a surface potential of the “dead-end” channels (Vpocket) greater 

than Vbackground. In this data-set, we did not see the contrast flip and appear bright as what 

was observed in Figure A2.4B. At more negative Vsample, the contrast might flip, we are 

limited to a range of -1.5V – +1.5V due to the strong piezo-like response of the Nafion 

membrane. In Figure A2.8E at positive Vsample, protons within the connected channels 

migrate toward the top of the membrane while protons remain trapped at the surface. This 

gives rise to a Vpocket less than Vbackground.  

 

 

 If the “dead-end” channels are clustered together in extended regions under ambient 

conditions, this provides insight toward how these regions grow and dominate the surface 

under hydrated conditions. Figure A2.9 shows a cartoon of a proposed model for the 

formation of extended “worm-like” surface structures that has been observed previously.23,74 

 

Figure A2.9: Cartoon of Nafion under ambient and hydrated conditions 
illustrating proposed seeding mechanism for the formation of extended 
“worm-like” surface structures. 
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The cartoon shows how the disconnected channels are arranged as highlighted in red. It is 

possible that these regions could coalesce to form the micron scale features observed under 

pre-boiled and hydrated conditions.   

F. Conclusions and Future Directions 

KPFM of Nafion provides a direct measurement of the surface potential from the 

nanometer to micron length scale. In our pursuits to measure how the surface potential of 

individual hydrophilic domains depend on the change in the surface potential, we came 

across too many imaging artifacts, which was likely a result of the low lift-height. At larger 

lift-heights and larger scan sizes we observed extended features with dark surface potential 

contrast ranging 100 nm-1 µm in length. These regions of dark contrast were not influenced 

by the first pass topography or phase. We found that the surface potential contrast depends 

on the sign of Vsample.  

What remains to be seen is if these features become more prevalent after pre-treating 

the membrane. It has been shown that when Nafion 212 is boiled in 1.0 M H2SO4 for 1 hour 

followed by boiling in DI for 1 hour and equilibrated under 95% RH, “worm-like” features 

dominate the surface. 23,74 We have also shown similar features of hydrated FAA-3 in 

Chapter 4. Control experiments must be conducted to understand how the surface potential 

depends on the RH and IEC. At low RH one would anticipate a more negative surface 

potential due to a fluorocarbon-rich surface and the lack of mobile protons that can migrate 

toward the surface. One would also expect more disconnected channels, which would give 

rise to increased heterogeneity in the surface potential. At high RH, the channels become 

more connected and saturated with water. Hence, protons can easily migrate toward the 

surface giving rise to a more uniform and positive surface potential.  A similar effect would 
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take place with samples varying in IEC. When ordering the Nafion dispersion solution from 

Fuel Cell Store, two types can be ordered: 0.95meq/g and 1.03 meq/g. In work reported 

here, we used 0.95 meq/g (1100 EW). Higher IEC membranes are more likely to form 

connected channels because there are more sulfonic acid side chains per gram of 

fluorocarbon backbone. Therefore, one would anticipate a shift toward a more positive and 

uniform surface potential. Both of these experiments would be important controls to verify if 

these extended regions are inherent to the membrane, and provide quantitative method for 

measuring the surface potential as a function of RH and IEC.  

 

Appendix 3: EFM of Clean FTO 

 

EFM measurements of clean FTO were made to understand how the dielectric 

permittivity of air influences the parabolic EFM response as a function of bias voltage. FTO 

also serves as a good calibration sample for EFM measurements because the FTO voltage 

can be measured with a voltmeter. Figure A3.1 shows the first pass height image and second 

pass EFM phase image. Figure A3.1B was taken at 350 mV. The same region was scanned 

at 7 different voltages to construct the parabolic EFM response. All EFM images were taken 

at a lift-height of 100 nm from the surface.  
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 The parabolic EFM response as a function of VEFM of clean FTO is shown in Figure 

A3.1. We have defined VEFM = Vtip – VFTO. In our experiments, Vtip is grounded, therefore 

VEFM = - VFTO. Each data point represents the average EFM phase of an entire 10 x 10 µm 

image. The data was plotted and fit to a quadratic in Igor Pro. A and B are the linear and 

quadratic fitting parameters, respectively. The linear fit term was A = 0.47 °/V and the 

quadratic fit term was B = -7.17 °/V2.  

 

Figure A3.1: (A) Height and (B) 2nd pass EFM phase image of FTO at 
VEFM = 350 mV and 100 nm lift-height. 
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