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Widespread	tree	mortality	events	occur	in	temperate	forests	during	periods	of	

severe	drought.	Severe	droughts	like	the	2012-2016	California	drought	have	become	more	

frequent	over	the	last	several	decades,	threatening	forests	no	longer	aligned	with	their	

current	climate	conditions.	To	better	predict	what	will	happen	to	these	forests	in	the	

future,	we	need	an	improved	understanding	of	the	response	of	forests	to	severe	drought	

and	the	capability	to	predict	tree	mortality	risk	at	regional	scales.	The	increasing	frequency	

of	flight	campaigns	by	organizations	like	the	National	Ecological	Observatory	Network	

(NEON)	provides	an	opportunity	to	generate	detailed	maps	of	individual	tree	mortality	to	

support	risk	analyses	at	the	scale	of	the	individual	tree	and	support	satellite-based	

estimates	of	tree	mortality	over	a	broader	domain.		

In	the	first	chapter	of	this	dissertation,	my	coauthors	and	I	used	lidar	and	

multispectral	surface	reflectance	from	the	NEON	airborne	observation	platform	to	map	
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individual	tree	mortality	over	a	160	km2	area	during	and	after	the	2012-2016	drought	for	

two	sites	in	California’s	Sierra	National	Forest.	We	derived	tree	locations	and	crown	

perimeters	from	the	lidar	point	clouds	and	used	surface	reflectance	and	changes	in	crown	

perimeters	between	2013	and	2017	to	map	2017	tree	mortality	for	more	than	one	million	

trees.		We	found	that	cumulative	tree	mortality	after	the	drought	could	be	as	high	as	50%.	

In	addition,	we	found	that	the	subsequent	effects	of	wildfire	after	the	drought	can	be	

severe,	with	the	Blue	Fire	of	2021	killing	almost	the	trees	within	its	perimeter.	While	tree	

mortality	at	low	elevations	appeared	to	saturate	near	50%,	cumulative	tree	mortality	at	

higher	elevations	can	be	considerably	lower	(25%),	with	elevated	rates	of	mortality	

continuing	in	the	years	after	the	drought	subsides.		

In	Chapter	2,	we	used	the	data	set	from	Chapter	1	to	retrospectively	investigate	

biophysical	drivers	of	tree	mortality	risk	from	a	severe	drought	at	the	two	sites	in	the	

Sierra	Nevada	using	a	machine	learning	method	called	extreme	gradient	boosting.	Our	

classification	models	of	tree	mortality	performed	better	on	the	lower	elevation	site	(74%	

accuracy	on	the	validation	and	held-out	test	data	sets),	which	experienced	high	mortality	

(50%)	during	the	drought.	The	most	significant	driving	variables	we	explored	at	this	site	

were	tree	height,	distance	to	rivers,	and	canopy	cover	fraction.	We	found	that	our	models	

trained	on	data	from	one	study	area	did	not	perform	well	at	the	other,	highlighting	the	

importance	of	developing	tree	mortality	benchmarking	data	sets,	which	encompass	a	broad	

domain	for	training	predictive	models	of	tree	mortality.		

In	Chapter	3,	we	aimed	to	create	a	model	to	estimate	tree	mortality	fraction	over	a	

broader	domain.	We	linked	the	individual	tree	mortality	data	set	from	Chapter	1	to	the	

Landsat	time	series	using	one-dimensional	convolutional	neural	networks.	The	𝑅!	values	
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for	the	relationship	between	the	mortality	fraction	observations	and	convolutional	neural	

network	predictions	was	0.44	for	the	entire	data	set,	including	pixels	with	no	trees,	and	

0.57	when	we	filtered	for	pixels	with	at	least	four	trees.	Our	model	enables	the	expansion	

of	tree	mortality	estimates	to	broader	spatial	domains,	which	may	help	uncover	

fundamental	interactions	among	biophysical	drivers	of	tree	mortality	needed	to	generalize	

process-based	tree	mortality	models	at	regional	scales.		This	is	important	because	these	

models	are	used	to	predict	the	biosphere's	response	to	current	and	future	climate	to	help	

predict	future	concentrations	of	atmospheric	carbon.	

Our	approaches	and	datasets	provide	a	means	to	estimate	tree	mortality	and	predict	

tree	mortality	risk	at	the	scale	of	individual	trees	across	our	study	domain	in	the	Southern	

Sierra	Nevada	to	broader	scales	across	California.		These	analyses	may	improve	our	

understanding	of	forest	dynamics	after	severe	drought	and	subsequent	wildfire	to	improve	

projections	of	forest	structure	and	carbon	cycling	in	the	Anthropocene.	
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INTRODUCTION	
	

Increases	in	greenhouse	gas	concentrations	since	1750	have	led	to	significant	

warming,	particularly	since	the	Industrial	Revolution	in	the	1950s	(IPCC,	2014;	Steffen	et	

al.,	2015).	There	has	also	been	an	increase	in	the	frequency	and	magnitude	of	El	Niño	and	

La	Niña	events	since	1960	(Cai	et	al.,	2023).	These	modes	of	the	El	Niño	Southern	

Oscillation	(ENSO)	and	corresponding	interactions	with	other	large-scale	climate	modes	

like	the	Atlantic	Multidecadal	Oscillation	drive	shifts	in	global	precipitation	(Kitzberger	et	

al.,	2007).	In	particular,	multiyear	La	Niña	events	are	associated	with	drought	and	wildfire	

in	the	Southwestern	United	States	(Okumura	et	al.,	2017).		Analysis	of	Earth	System	Model	

simulations	from	phase	6	of	the	Coupled	Model	Intercomparison	Project	(CMIP6)	indicate	

that	consecutive	La	Niña	events	may	be	more	frequent	in	the	future	(Geng	et	al.,	2023).	

While	typical,	slow-onset	droughts	have	increased	over	the	same	period,	rapid-

onset,	flash	droughts	have	also	increased	in	frequency	(Yuan	et	al.,	2023).		In	the	late	spring	

of	2012,	the	United	States	experienced	a	severe	flash	drought	(Hoerling	et	al.,	2014)	

following	two	La	Nina	events	in	2010-2011	and	2011-2012	(Rippey,	2015).	In	California,	

precipitation	remained	low	over	the	subsequent	four	years	between	2012	and	2015,	

leading	to	a	1500	mm	overdraft	from	evapotranspiration	(Goulden	&	Bales,	2019).	This	

overdraft	dried	the	soil	to	depths	of	5	to	15	m,	leading	to	significant	tree	mortality,	

particularly	in	the	Southern	Sierra	Nevada	(Goulden	&	Bales,	2019).	The	United	States	

Forest	Service	(USFS)	estimated	from	hand-drawn	annual	Aerial	Detection	Survey	

polygons	that	129	million	trees	were	dead	in	California	by	the	end	of	the	drought	(USDA,	

2017).	Key	mechanisms	of	tree	mortality	under	these	conditions	include	hydraulic	failure	
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(Anderegg	et	al.,	2015a)	and	the	combined	effects	of	warm	drought	and	beetle	kill	(Raffa	et	

al.,	2008;	Robbins	et	al.,	2021).			

Process-based	land	carbon	models	may	underpredict	the	impacts	of	drought	on	the	

carbon	cycle	(Kolus	et	al.,	2019).		A	review	of	process-based	models	for	drought-induced	

tree	mortality	showed	that	models	that	perform	well	over	small	study	areas	may	not	

generalize	well	to	regional	scales	(Trugman,	2021).	One	reason	for	poor	performance	at	

regional	scales	is	that	models	do	not	always	include	key	processes	like	bark	beetle	kill,	

which	can	affect	relatively	large	and	healthy	trees	when	bark	beetle	populations	reach	

epidemic	levels	(Stephenson	et	al.,	2019;	Trugman,	2021).	A	recent	study	modeling	tree	

hydraulic	stress	and	western	pine	beetle	dynamics	during	the	2012-2016	drought	found	

that	the	model	could	explain	91%	of	the	annual	variation	in	Ponderosa	pine	mortality	

fraction	observed	in	each	Forest	Inventory	and	Analysis	subregion	on	the	validation	data	

set	(Robbins	et	al.,	2021).		

	 To	uncover	important	drivers	of	regional	tree	mortality	risk	at	finer	spatial	

resolution,	we	need	detailed	tree	mortality	data	over	spatially	continuous	regions	that	

encompass	a	wide	domain	of	biophysical	drivers	of	tree	mortality.		A	recent	study	by	

Stovall	et	al.	(2019)	mapped	the	locations	of	1.8	million	individual	trees	from	2013	NEON	

lidar	data	and	classified	each	tree	as	dead	or	alive	using	1-meter	resolution	imagery	from	

the	National	Agriculture	Imagery	Program	(NAIP).	A	key	finding	in	their	study	is	that	large	

trees	were	twice	as	likely	to	die	as	smaller	ones	(Stovall	et	al.,	2019),	which	is	consistent	

with	beetle	preference	for	large-diameter	pine	trees	(Stephenson	&	Das,	2020).	Because	

the	NAIP	imagery	is	not	corrected	for	atmospheric	effects,	my	coauthors	and	I	argue	in	

Chapter	1	that	this	study	may	have	overestimated	tree	mortality	in	some	regions	
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(Hemming-Schroeder	et	al.,	2023).	In	a	related	study,	Weinstein	et	al.	(2021)	mapped	

bounding	boxes	for	100	million	trees	for	2019	using	convolutional	neural	networks	on	

high-resolution	RGB	camera	imagery	from	NEON.	However,	earlier	NEON	lidar	data	and	

hyperspectral	data	corrected	for	atmospheric	effects	captured	forest	structure	and	

condition	before	and	after	the	large	tree	mortality	event	near	the	end	of	the	drought.	

	 In	Chapter	1,	we	used	high-resolution	lidar	and	hyperspectral	data	from	NEON	

during	and	after	the	2012-2016	drought	to	characterize	individual	tree	mortality	after	the	

drought.	We	generated	shapefiles	of	individual	tree	crown	perimeters	with	live	and	dead	

labels	for	over	1	million	trees	in	the	Sierra	Nevada	forests	of	California	for	every	year	of	

data	availability	(2013,	2017,	2018,	2019,	and	2021).	While	the	hyperspectral	data	set	in	

2013	is	missing	some	tiles,	the	2013	lidar	data	is	complete.	This	allows	us	to	characterize	

changes	in	forest	structure	from	treefall	and	logging	between	2013	and	2017	to	aid	in	our	

tree	mortality	characterization	efforts.	Because	two	wildfires	burned	through	our	study	

sites	between	2019	and	2021,	we	also	characterized	tree	mortality	from	fire.		

Previous	work	investigating	patterns	in	tree	mortality	in	Sequoia	National	Park	

derived	from	2-meter	resolution	hyperspectral	data	and	canopy	height	models	in	2015	

showed	that	topographic	features,	including	elevation,	distance	to	rivers,	and	granite	cover,	

impact	tree	mortality	risk	(Paz-Kagan	et	al.,	2017).	We	aimed	to	use	our	data	set	of	more	

than	1	million	individual	trees	with	live	and	dead	classifications	at	the	nearby	Sierra	

National	Park	to	describe	biophysical	drivers	of	tree	mortality	risk	at	the	scale	of	the	

individual	tree.	We	selected	a	classification	model	based	on	insights	by	Chollet	and	Allaire	

(2018),	who	note	that	recent	classification	competitions	in	machine	learning	have	been	

won	using	extreme	gradient	boosting,	a	tree-based	method	developed	by	Chen	and	
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Guestrin	(2015).		Unlike	random	forests,	which	use	an	average	of	the	result	of	many	

decision	trees	to	make	a	classification	decision,	extreme	gradient	boosting	uses	batches	of	

decision	trees	to	iteratively	generate	new	trees	that	focus	on	the	limitations	of	earlier	trees.	

In	Chapter	2,	we	use	extreme	gradient	boosting	on	the	individual	tree	mortality	data	set	

from	Chapter	1	to	model	individual	tree	mortality	risk	from	a	combination	of	prospective	

biophysical	drivers,	including	topography,	initial	Landsat-based	vegetation	indices	prior	to	

the	drought,	and	climate	variables.		

Finally,	in	Chapter	3,	we	aim	to	scale	our	individual	tree	mortality	results,	which	

cover	an	area	of	approximately	160	square	kilometers,	to	a	broader	domain	in	the	Sierra	

Nevada	by	linking	tree	mortality	fraction	within	each	Landsat	pixel	to	the	preceding	

Landsat	time	series.	There	are	many	previous	methods	for	mapping	land	cover	and	

detecting	land	cover	change	from	Landsat	time	series.	For	example,	LandTrendr	uses	a	

piecewise	linear	function	to	segment	trends	in	the	Landsat	time	series	(Kennedy	et	al.,	

2010),	and	the	Continuous	Change	Detection	and	Classification	(CCDC)	fits	a	linear	

harmonic	model	to	the	time	series	and	looks	for	significant	changes	in	the	Landsat	signal	

(Zhu	&	Woodcock,	2014).	While	the	CCDC	method	performs	very	well	when	an	entire	pixel	

is	affected	by	the	change	(e.g.,	clear-cutting	for	agriculture),	changes	that	only	affect	a	

portion	of	a	pixel,	like	insect-driven	tree	mortality,	can	be	difficult	for	these	models	to	

predict	(Ye	et	al.,	2021).	However,	a	recent	study	by	Schiefer	et	al.	(2023)	showed	that	

unmanned	aerial	vehicle	observations	of	tree	mortality	at	the	centimeter-scale	could	be	

upscaled	to	Sentinel	data	using	long	short-term	memory	recurrent	neural	networks,	a	type	

of	deep	learning	method	where	earlier	time	steps	influence	predictions	for	future	steps.	
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For	Chapter	3,	we	used	another	deep	learning	strategy,	convolutional	neural	

networks	(CNNs),	to	analyze	the	Landsat	time	series.	Convolutional	neural	networks	

identify	key	features	in	a	data	array	and	are	often	used	for	image	classification.	For	

example,	when	classifying	an	image	as	showing	either	a	dog	or	a	cat,	a	CNN	may	rely	on	

features	like	the	shape	of	the	ears	to	make	a	classification.	Because	the	CNN	convolves	a	

kernel,	commonly	a	3	x	3	matrix,	through	the	2D	image,	it	can	pick	up	on	features	like	an	

ear	in	many	places	in	the	image.	With	respect	to	a	1D	time	series	of	one	or	more	Landsat-

derived	spectral	indices,	this	means	that	the	algorithm	may	be	able	to	pick	up	on	key	

features	in	the	time	series,	such	as	seasonal	signals	consistent	with	tree	mortality.	

Through	these	investigations,	we	aim	to	improve	our	characterization	of	tree	

mortality	during	and	after	a	severe	drought	at	the	scale	of	the	individual	tree	across	a	

broad	spatial	domain	and	describe	key	biophysical	drivers	of	tree	mortality	at	a	regional	

scale.	These	new	data	sets	and	insights	may	help	inform	models	of	tree	mortality	risk	and	

forest	dynamics	as	droughts	become	more	frequent	and	severe	in	the	future.		

	

CHAPTER	1		

Estimating	Individual	Tree	Mortality	in	the	Sierra	Nevada	Using	Lidar	

and	Multispectral	Reflectance	Data	

	

Adapted	from	the	following	manuscript	with	permission	from	coauthors:	
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Hemming-Schroeder,	N.,	Gutierrez,	A.,	Allison,	S.,	&	Randerson,	J.	(2023).	Estimating	

Individual	Tree	Mortality	in	the	Sierra	Nevada	Using	Lidar	and	Multispectral	Reflectance	

Data.	Journal	of	Geophysical	Research:	Biogeosciences,	e2022JG007234.	

	

1.1	Introduction	

Temperate	forests	are	estimated	to	store	over	50	petagrams	of	carbon	in	live	

vegetation	(Xu	et	al.,	2021).	Changing	climate	patterns	may	threaten	this	important	carbon	

pool,	leading	to	a	release	of	stored	carbon	to	the	atmosphere.	For	example,	warmer	and	

drier	summer	conditions	have	already	increased	background	tree	mortality	rates	among	

subalpine	conifer	forests	in	Colorado	since	the	1980s	(Andrus	et	al.,	2021).	Moreover,	

dynamic	vegetation	models	predict	that	at	least	50%	of	needleleaf	evergreen	trees	in	the	

Northern	Hemisphere	will	reach	mortality	thresholds	for	temperature	and	pre-dawn	

moisture	by	2100	(McDowell	et	al.,	2016).	One	key	mechanism	of	tree	mortality	under	

drought	is	thought	to	be	hydraulic	failure	(Adams	et	al.,	2017;	Anderegg	et	al.,	2015a).	

However,	additional	factors	are	needed	to	explain	the	magnitude	and	spatial	patterns	of	

large	tree	mortality	events	(Trugman	et	al.,	2021).	Previous	work	has	shown	that	the	

combined	effects	of	drought	stress	and	growing	populations	of	endemic	bark	beetles	

contribute	to	large	mortality	events	in	California	(Anderegg	et	al.,	2020).	Endemic	bark	

beetles	were	responsible	for	tree	mortality	percentages	in	Ponderosa	and	Sugar	pines	as	

high	as	89.6%	and	48.1%,	respectively,	in	forests	hit	the	hardest	by	the	2012-2016	

California	drought	(Fettig	et	al.,	2019).	

During	the	2012-2016	California	drought,	evapotranspiration	in	the	Sierra	Nevada	

exceeded	precipitation	in	mid-elevation	forests	by	about	1500	mm	in	the	four	years	from	
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2012	to	2015	(Goulden	&	Bales,	2019).	Canopy	water	content	losses	were	observed	

throughout	California’s	forests	(Asner	et	al.,	2016).	Previous	studies	have	found	that	

topographic	features	related	to	hydrology	play	a	key	role	in	mortality	risk	during	drought	

conditions	in	the	Sierra	Nevada.	For	example,	lower	elevation	trees	on	shallower	slopes	are	

at	higher	risk	of	dying	during	drought	(Paz-Kagan	et	al.,	2017;	Stovall	et	al.,	2019).	In	

addition,	trees	surrounded	by	granite	outcrops,	farther	from	rivers,	and	on	southwestern	

slopes	have	been	shown	to	have	a	higher	risk	of	tree	mortality	(Paz-Kagan	et	al.,	2017).	

	Stovall	et	al.	(2019)	used	2013	lidar	from	the	National	Ecological	Observatory	

Network	(NEON)	and	imagery	between	2009	and	2016	from	the	National	Agricultural	

Imagery	Program	(NAIP)	to	map	and	classify	1.8	million	individual	trees	over	two	NEON	

sites	in	the	Southern	Sierra	Nevada	as	dead	or	alive	(Stovall	et	al.,	2019).	Large	trees	

(greater	than	30	meters	in	height)	were	two	times	as	likely	to	die	as	smaller	trees	(trees	

between	5	meters	and	15	meters	in	height)	(Stovall	et	al.,	2019).	In	contrast,	a	nearby	study	

in	Sequoia	National	Park	over	the	same	drought	period	showed	that	trees	belonging	to	the	

genus	Pinus	were	the	only	group	to	show	an	increasing	trend	in	mortality	with	height,	

whereas	most	species	showed	an	increase	in	resilience	with	height	(Stephenson	&	Das,	

2020).	Since	the	western	pine	beetle	prefers	large	Pinus	trees,	the	authors	reasoned	that	

the	pine	beetles	were	responsible	for	the	trend	in	increasing	mortality	with	height	for	Pinus	

trees	(Stephenson	&	Das,	2020).	

To	test	hypotheses	about	drivers	of	tree	mortality	during	drought	conditions,	we	

need	accurate	tree	mortality	maps	that	rely	on	robust	and	reproducible	classification	

algorithms.	In	this	study,	we	use	an	updated	set	of	lidar	and	hyperspectral	reflectance	

observations	available	from	NEON	for	the	years	2013,	2017,	2018,	2019,	and	2021	to	
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create	maps	of	tree	mortality	during	and	after	the	2012-2016	California	drought.	Our	

approach	makes	use	of	these	new	data	resources	to	build	on	the	work	of	Stovall	et	al.	

(2019)	within	an	open-source	framework.	We	use	all	available	lidar	to	identify	the	location	

of	treetops	and	then	identify	the	perimeters	of	individual	tree	crowns	based	on	the	lidar	

data	for	each	year.	Tree	mortality	is	based	on	co-registered	hyperspectral	reflectance	data	

from	the	same	flights,	which	are	more	closely	aligned	with	the	lidar	data	than	the	NAIP	

imagery	used	in	past	work.	NEON	data	providers	also	correct	their	hyperspectral	

reflectance	data	using	a	surface	bidirectional	reflectance	distribution	function.	As	a	result,	

vegetation	indices	such	as	relative	greenness	(green	surface	reflectance	divided	by	the	sum	

of	red,	green,	and	blue	surface	reflectance)	and	normalized	difference	vegetation	index	

(NDVI)	derived	from	their	hyperspectral	datasets	are	potentially	more	robust	with	respect	

to	variations	in	solar	zenith	angle,	collection	angle,	and	surface	topography.	In	contrast,	for	

NAIP	imagery,	little	information	about	the	time	of	day	and	angle	of	data	collection	is	

publicly	available	to	correct	for	these	variations.		

In	this	study,	we	compare	our	revised	method	for	identifying	individual	tree	

mortality	following	the	2012-2016	California	drought	to	the	method	developed	by	Stovall	

et	al.	(2019)	over	a	similar	region	and	time	interval,	quantify	tree	mortality	in	subsequent	

years	(2017-2021)	in	response	to	drought	legacy	effects	and	wildfire	and	evaluate	

environmental	geospatial	controls	on	tree	mortality.	The	method	we	develop	may	be	useful	

for	tracking	tree	mortality	in	other	forests	where	aircraft	lidar	and	spectral	data	are	

available.	Insights	from	the	regional	maps	of	tree	mortality	over	time	may	help	inform	

forest	stewardship,	models	simulating	forest	ecosystem	processes,	and	environmental	

policy.	
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1.2	Methods	

	

1.2.1	Study	site	

	

We	selected	NEON’s	Soaproot	Saddle	and	Lower	Teakettle	sites	in	the	Sierra	

National	Forest	in	the	Sierra	Nevada,	which	experienced	severe	drought	between	2012	and	

2016	(Figure	A.1).	The	spatial	extent	of	these	sites	is	shown	in	Figure	1.1.	The	elevations	

range	from	1000	to	1400	meters	at	Soaproot	Saddle,	which	has	a	mean	precipitation	of	

about	900	mm	per	year	(Krauss,	2018).	Because	the	site	is	located	along	the	rain-snow	

transition,	winter	snow	melts	quickly	(Krauss,	2018).	Dominant	tree	species	at	Soaproot	

Saddle	include	Ponderosa	pine	(Pinus	ponderosa),	incense	cedar	(Calocedrus	decurrens),	

canyon	live	oak	(Quercus	chrysolepis),	and	California	black	oak	(Quercus	kelloggii)	with	high	

mortality	observed	among	Ponderosa	pine	from	bark	beetle	infestations	during	the	

drought	(Krauss,	2018).	Compared	with	Soaproot	Saddle,	Lower	Teakettle	has	a	higher	

elevation	and	wetter	climate	with	respect	to	both	precipitation	and	snow	accumulation,	

which	provides	more	moisture	during	the	dry	season.	The	elevation	for	Lower	Teakettle	

ranges	from	2000	to	2800	meters	with	a	mean	precipitation	of	1220	mm	per	year	(Krauss,	

2018).	In	addition,	snow	accumulates	at	Lower	Teakettle	with	a	30-year	average	maximum	

depth	of	1140	mm	(Krauss,	2018).	In	contrast	to	Soaproot	Saddle,	the	forest	of	Lower	

Teakettle	is	characterized	by	red	fir	(Abies	magnifica),	white	fir	(Abies	concolor),	Jeffrey	

pine	(Pinus	jeffreyi),	and	lodgepole	pine	(Pinus	contorta)	(Krauss,	2018).		
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Figure	1.1.	The	study	sites	outlined	in	yellow	show	the	regions	of	overlapping	lidar	data	

between	2013	and	2021	for	NEON’s	Soaproot	Saddle	and	Lower	Teakettle	sites.	Dark	blue	

lines	and	polygons	are	lakes	and	named	rivers	from	the	National	Hydrography	Dataset	Plus	

High-Resolution	product	from	the	United	States	Geological	Survey	(USGS).	The	background	

raster	image	shows	the	NASA	Shuttle	Radar	Topography	Mission	(SRTM)	elevation	from	

low	elevation	(dark	green)	to	high	elevation	(light	purple).	We	shaded	the	background	

from	no	shade	(northern	aspect)	to	light	shade	(southern	aspect)	to	illustrate	the	

topography	of	the	region.	The	center	location	of	the	zoomed-in	image	is	shown	with	a	black	

point	in	the	California	inset	inside	the	Sierra	Nevada	ecoregion	(black	hashed	polygon).		

	

The	yellow	polygons	in	Figure	1.1	show	the	overlap	of	high-resolution	lidar	from	

NEON’s	airborne	observation	platform	for	the	years	2013,	2017,	2018,	2019,	and	2021	

(NEON,	2021).	NEON	also	has	co-registered,	high-resolution	(1	meter	by	1	meter)	
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hyperspectral	data	(NEON,	2022b)	corrected	for	atmospheric	effects	and	topography	

(Karpowics	&	Kampe,	2022)	over	the	same	spatial	extent	and	years	except	for	some	

missing	data	in	2013.	These	rich	datasets	provide	the	opportunity	to	make	detailed	tree	

mortality	maps	over	time.	

	

1.2.2	Datasets	

	

1.2.2.1	Lidar	and	canopy	height	models	

	

	 	We	downloaded	lidar	point	cloud	tiles	collected	from	NEON’s	airborne	observation	

platform	(NEON,	2021).	The	lidar	resolution	for	2013	is	3	points/m2	and	increases	to	6	

points/m2	in	2017-2019	and	18	points/m2	in	2021.	Each	lidar	point	is	described	by	an	x-,	

y-,	and	z-coordinate.	The	empirically-derived	horizontal	error	is	3cm–5cm,	while	the	

vertical	error	is	estimated	to	be	5cm–10cm	(Krause	&	Goulden,	2022).	To	reduce	noise,	we	

filtered	out	any	altimeter	values	more	than	five	standard	deviations	from	the	mean.	We	

also	removed	altimeter	values	greater	than	120	meters	in	height	after	normalizing	the	lidar	

to	account	for	the	surface	topography.		

	 In	addition,	we	downloaded	NEON’s	canopy	height	model	raster	data	(NEON,	

2022a)	to	help	create	vegetation	masks	to	aid	in	the	granite-detection	algorithm	described	

in	section	1.2.4	and	to	compute	the	canopy	cover	fraction.	A	recent	study	found	significant	

effects	of	canopy	cover	on	microclimate	using	plots	ranging	from	5	to	1300	m2	in	area	

(Zellweger	et	al.,	2020).	We	chose	to	use	the	2013	canopy	cover	fraction	within	a	20-meter	

radius	of	each	tree’s	location	(an	area	of	about	1260	m2)	to	investigate	tree	mortality	
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related	to	initial	microclimate	conditions.	Because	we	find	a	polygon	describing	the	crown	

perimeter	of	each	tree	for	each	year	of	data	(section	1.2.2.5),	we	exclude	the	individual	

tree’s	2013	crown	perimeter	from	the	20-meter	buffer	when	calculating	the	canopy	cover	

fraction.		

We	also	downloaded	NEON’s	digital	terrain	model	raster	data	(NEON,	2023)	to	

derive	slope	and	aspect	to	assess	potential	tree	mortality	drivers.	Both	the	canopy	height	

and	digital	terrain	model	data	have	a	resolution	of	1	meter	by	1	meter.	To	reduce	potential	

noise	in	the	high-resolution	digital	terrain	model,	we	calculated	the	median	slope	and	

aspect	within	a	10-meter	radius	of	each	tree.	The	algorithm	we	used	to	find	each	tree	

location	is	described	in	section	1.2.2.5.	

	

1.2.2.2	Hyperspectral	reflectance	data	

	

We	downloaded	mosaic	orthorectified	hyperspectral	reflectance	data	from	NEON’s	

airborne	observation	platform	for	the	years	2013,	2017,	2018,	2019,	and	2021	(NEON,	

2022b).	The	surface	radiance	collected	by	the	airborne	observation	platform	is	

transformed	to	surface	reflectance	by	removing	atmospheric	effects	from	haze,	cloud	

shadow,	waterbodies,	water	vapor,	and	topography	and	applying	a	bidirectional	

reflectance	distribution	function	(Karpowics	&	Kampe,	2022).	This	dataset	includes	426	

spectral	bands	and	is	distributed	at	a	spatial	resolution	of	1	meter	by	1	meter.	The	

wavelength	interval	for	band	lengths	between	340	nm	and	1349	nm	is	0.40	nm,	while	the	

interval	from	1351	nm	through	1449	nm	is	0.98	nm.	We	approximated	the	Landsat	8	

spectral	bands	by	taking	the	mean	surface	reflectance	for	blue	(452-512	nm),	green	(533-
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590	nm),	red	(636-673	nm),	near	infrared	(851-879	nm),	and	shortwave	infrared	1	(1566-

1651	nm)	to	create	spectral	indices	and	natural-color	(red-green-blue	or	RGB)	images	for	

training	labels.	We	also	selected	two	water	absorption	bands,	water	band	1	(𝑤")	from	1440	

through	1460	nm,	and	water	band	2	(𝑤!)	from	1935	through	1955	nm,	because	the	water	

in	leaves	is	a	strong	absorber	of	radiation	in	these	wavelengths	(Carter,	1991).	Reflectance	

in	the	water	bands	should	be	lower	where	there	is	higher	leaf	water	content.	All	

wavelength	ranges	listed	here	are	inclusive	of	the	boundaries.		

From	the	spectral	bands,	we	created	five	vegetation	indices	including	relative	

greenness,	NDVI,	normalized	difference	moisture	index	(NDMI),	and	two	additional	indices	

like	NDMI	created	with	the	water	absorption	bands	instead	of	the	shortwave	infrared	1	

band.	These	indices	are	described	in	more	detail	in	Table	A.1.	Because	the	relative	

greenness	yielded	the	highest	accuracy	in	the	algorithm	described	in	section	1.2.3	(Table	

1.1),	we	focus	on	relative	greenness	for	this	study.	Diurnal	variations	in	canopy	moisture	

during	the	air	campaigns	may	have	contributed	to	lower	performance	of	the	moisture	

indices.	

	

1.2.2.3	National	Hydrography	Dataset	

	 	 	

We	downloaded	the	National	Hydrography	Dataset	Plus	High-Resolution	for	region	

1803,	which	encompasses	our	study	site	from	the	USGS	Earth	Explorer	website	(U.S.	

Geological	Survey,	2019).	While	we	show	named	rivers	within	this	dataset	in	Figure	1.1,	we	

used	all	rivers	in	the	dataset	for	our	analysis	of	the	relationship	between	distance	to	rivers	

and	tree	mortality.	
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1.2.2.4	Landsat	surface	reflectance	

	

We	retrieved	Landsat	Collection	2	Level	2	Tier	1	surface	reflectance	data	from	the	

USGS	Earth	Explorer	website.	Path	42,	row	34	completely	covers	our	region	of	interest,	so	

we	used	this	tile	in	our	analysis.	To	compute	NDMI,	we	collected	the	near	infrared	band	

(NIR;	Band	4	for	Landsat	5	and	Band	5	for	Landsat	8)	and	shortwave	infrared	1	band	

(SWIR1;	Band	5	for	Landsat	5	and	Band	6	for	Landsat	8)	and	applied	the	formula	

	

𝑁𝐷𝑀𝐼 =
𝑁𝐼𝑅 − 𝑆𝑊𝐼𝑅1
𝑁𝐼𝑅 + 𝑆𝑊𝐼𝑅1	

(1.1)	

NDMI	ranges	from	-1	to	1	where	-1	represents	dry	conditions	(low	near	infrared	surface	

reflectance	relative	to	shortwave	infrared	1	surface	reflectance)	and	1	represents	moist	

conditions.	The	change	in	dry	season	NDMI	has	been	found	to	correspond	to	tree	mortality	

(Goulden	&	Bales,	2019),	so	we	compared	our	estimates	of	tree	mortality	against	dry	

season	NDMI.	To	obtain	dry	season	NDMI,	we	selected	the	four	Landsat	tiles	temporally	

nearest	September	15th	for	a	given	year,	filtered	each	tile	for	clouds,	and	took	the	median	

of	the	surface	reflectance	pixels	for	the	surface	reflectance	bands	before	computing	NDMI.	

We	aggregated	2013	and	2017	tree	mortality	to	the	Landsat	resolution	and	took	the	

difference	to	compare	to	the	corresponding	change	in	NDMI	from	Landsat	between	late	

summer	2013	and	2017.	Because	some	hyperspectral	data	is	missing	in	2013,	this	analysis	

does	not	span	the	entire	region	of	interest	shown	in	Figure	1.1.	
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1.2.2.5	Tree	polygon	algorithm	

	

Using	a	96-meter-by-96-meter	square	moving	window	with	a	24-meter	buffer,	we	

combined	all	the	lidar	point	clouds	from	2013,	2017,	2018,	2019,	and	2021	for	the	

Soaproot	Saddle	and	Lower	Teakettle	sites	into	one	combined	point	cloud	of	x,	y,	and	z	

locations.	We	combined	the	point	clouds	so	that	we	would	detect	any	trees	that	were	

standing	at	any	point	between	2013	and	2021.	If	a	tree	fell	or	was	logged	between	2013	

and	2017,	for	example,	we	would	have	the	treetop	location	from	the	combined	point	cloud	

and	use	the	corresponding	change	in	crown	area	from	one	year	to	the	next	to	classify	it	as	

dead.	To	filter	noise	in	the	lidar	point	clouds,	we	dropped	any	z-values	greater	or	less	than	

5	standard	deviations	from	the	mean.	Following	lidR	package	documentation,	we	first	

rasterized	the	canopy	height	to	1-meter	resolution	and	smoothed	the	canopy	height	raster	

using	a	3	×	3	median	filter.	Elsewhere	in	our	methods,	we	used	the	NEON-processed	canopy	

height	models;	however,	for	this	portion	of	the	methods,	we	generated	the	canopy	height	

model	corresponding	to	our	moving	window	as	we	processed	the	lidar	point	cloud.	We	

used	the	find_trees	function	(R	package:	lidR)	to	identify	the	treetops	of	the	combined	point	

cloud	using	the	local	maxima	filter	lmf	(R	package:	lidR).	The	lmf	function	uses	its	own	

moving	window	on	the	smoothed	canopy	height	raster	to	identify	local	maxima	and	classify	

them	as	treetops.	We	wanted	the	length	of	the	local	maxima	filter	window	to	grow	with	the	

height	of	the	trees	as	suggested	by	the	lidR	package	documentation,	so	we	adjusted	the	

window	size	according	to	the	following	function:	
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𝑤(ℎ) = 0

4𝑚															𝑖𝑓	ℎ < 32𝑚

															
1
8 ℎ															𝑖𝑓	32𝑚 ≤ ℎ ≤ 80𝑚

10𝑚													𝑖𝑓	ℎ > 80𝑚

	

(1.2)	

where	w	is	the	width	of	the	window	and	h	is	the	height	of	the	canopy,	both	in	meters.	We	

decided	on	the	parameters	for	this	function	through	trial	and	error	on	a	subset	of	trees	to	

reduce	the	number	of	trees	that	are	counted	more	than	once	when	the	window	is	too	small	

and	that	are	missed	when	the	window	is	too	large.		

After	finding	the	locations	of	the	trees	from	the	whole	point	cloud,	we	went	through	

each	year	of	lidar	data	(2013,	2017,	2018,	2019,	and	2021)	to	assign	lidar	points	to	each	

tree	for	each	year.	To	do	this,	we	used	the	function	segment_trees	with	the	dalponte2016	

algorithm	(R	package:	lidR)	which	has	three	adjustable	parameters	(Dalponte	&	Coomes,	

2016).	We	selected	a	minimum	threshold	of	3	meters	and	adjusted	the	rules	for	adding	

returns	to	a	given	tree	so	that	returns	need	to	be	at	least	65%	of	the	height	and	75%	of	the	

mean	collection	of	returns	assigned	to	a	given	tree.	Because	there	are	partial	trees	around	

the	edges	of	the	96-meter-by-96-meter	window,	we	filtered	out	any	trees	with	treetop	

locations	in	the	24-meter	buffer	to	prevent	partial	trees	or	duplications	in	the	

segmentation	process.	We	used	the	concaveman	function	to	draw	polygons	around	the	x-	

and	y-coordinates	of	each	tree	for	each	year	(R	package:	concaveman)	and	adjusted	the	

height	of	each	tree	using	the	canopy	height	model	for	each	lidar	year.	The	resulting	

attributes	for	each	tree	are	the	crown	perimeter	polygons	and	height	for	each	year	

surveyed	by	NEON	air	campaigns.	All	analyses	were	completed	using	R,	version	4.1.2.	
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1.2.2.6	Training	data	

	

We	created	an	evenly	spaced	training	grid.	First,	we	drew	a	bounding	box	around	all	

the	NEON	lidar	data	files	for	all	years	(2013,	2017,	2018,	2019,	and	2021).	Then,	we	

selected	a	reference	Landsat	8	image	for	path	42,	row	34,	which	completely	covers	our	

region	of	interest.	We	transformed	the	raster	image	to	the	same	coordinate	reference	

system	as	the	NEON	lidar	data	(UTM,	Zone	11,	CRS:	32611).	The	pixel	size	of	the	Landsat	8	

images	is	30	meters	by	30	meters.	Starting	315	meters	from	the	edges	of	the	bounding	box,	

we	created	an	evenly	spaced	grid,	with	intersections	separated	by	300	meters	in	both	the	x-	

and	y-directions,	resulting	in	120	points	in	the	x-direction	and	72	points	in	the	y-direction	

for	a	total	of	8640	grid	points.	Each	grid	had	a	30-meter	by	30-meter	square	perimeter	

coinciding	with	Landsat	data	pixels.		

NH	and	AG	manually	labeled	trees	mutually	exclusive	sets	of	trees	inside	these	

training	squares	using	2017	RGB	imagery	that	we	derived	from	the	NEON	hyperspectral	

data	following	our	flowchart	shown	in	Figure	A.2.	First,	for	any	tree	that	had	a	crown	area	

greater	than	1	square	meter	that	drops	below	1	square	meter	in	2017,	2018,	and	2019,	we	

labeled	the	tree	dead	for	2017.	Next,	if	a	quarter	or	more	of	the	tree	crown	polygon	was	

taken	up	by	road,	ground,	or	part	of	another	tree,	we	labeled	it	as	uncertain.	If	neither	of	

those	criteria	were	met,	we	considered	evidence	that	the	tree	was	alive	or	dead	in	2017.	If	

at	least	one	third	of	the	crown	area	of	the	tree	was	red	or	gray,	we	labeled	it	as	dead	if	the	

same	was	true	in	2018	and	2019.	If	the	tree	appeared	dead	by	crown	area	color	in	2017	

(i.e.,	if	at	least	one	third	of	the	crown	area	was	red	or	gray)	but	more	than	two-thirds	of	the	

crown	area	in	2018	or	2019	was	green,	we	labeled	it	as	alive.	Alternatively,	if	the	crown	
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area	in	2017	was	more	than	two-thirds	green,	we	labeled	it	as	alive.	If	we	could	not	see	that	

the	tree	was	alive	in	2017,	we	labeled	it	as	live	if	at	least	two	thirds	of	the	crown	area	was	

green	in	2018	or	2019	under	the	assumption	that	a	tree	alive	in	2018	or	2019	must	be	alive	

in	2017.			

We	also	recorded	three	levels	of	certainty	(0,	0.5,	and	1)	where	0	refers	to	no	

certainty,	0.5	is	less	certain,	and	1	is	relatively	certain.	These	certainties	are	defined	in	

further	detail	in	the	flowchart	shown	in	Figure	A.2.	While	our	analysis	considered	0.5	and	1	

acceptable	levels	of	certainty,	future	analyses	could	filter	out	the	trees	with	certainty	values	

of	0.5.	Additional	detail	for	the	assignment	of	labels	and	certainty	values	is	included	in	

Figure	A.2.	We	used	the	flowchart	to	label	9025	trees	and	labeled	8897	as	dead	or	alive	

using	our	protocol.	The	life	status	of	128	trees	was	unclear,	and	these	trees	were	not	

included	in	fitting	parameters	for	the	tree	mortality	algorithm.	We	labeled	6377	trees	

(71.7%)	as	alive	and	2520	trees	(28.3%)	as	dead.	When	we	filtered	out	trees	with	no	

corresponding	hyperspectral	data,	we	had	a	total	of	8885	labeled	trees	for	our	algorithm.	

	

1.2.2.7	Wildfire	perimeters	

	

	 We	downloaded	the	National	United	States	Forest	Service	Final	Fire	Perimeters	to	

quantify	the	number	of	trees	that	died	after	wildfires	in	our	region	of	interest	(USDA	Forest	

Service	National	Forest	System	Lands	GIS	and	Fire	personnel,	2023).	The	2020	Creek	Fire	

and	2021	Blue	Fire	both	burned	through	the	Soaproot	Saddle	site,	affecting	tree	mortality	

between	2019	and	2021.	
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1.2.3	Tree	mortality	classification	algorithm	

	

Our	algorithm	for	generating	tree	crown	perimeter	polygons	and	classifying	the	

trees	and	live	or	dead	is	shown	in	Figure	1.2.	We	explored	five	vegetation	indices	(relative	

greenness,	NDVI,	NDMI	and	two	additional	normalized	difference	moisture	indices	derived	

from	two	water	absorption	bands)	described	in	Table	A.1	to	classify	trees	as	dead	or	alive.	

Previously,	Stovall	et	al.	(2019)	masked	NAIP	imagery	where	the	canopy	heights	were	less	

than	5	meters	to	isolate	tree	canopies	and	limit	tree	height	to	5	meters	and	greater.	We	

followed	the	5-meter	minimum	height	for	our	tree	dataset,	but	we	masked	the	

hyperspectral	data	corresponding	to	canopy	height	model	values	less	than	4	meters	so	that	

we	could	still	collect	some	lower	canopy	returns	within	the	crown	perimeters,	particularly	

for	trees	near	5	meters	in	height.	In	addition,	we	found	that	snow	confounded	tree	

mortality	estimates	in	high	elevation	regions	in	early	summer,	so	we	also	masked	pixels	

where	the	mean	luminosity	(mean	of	the	red,	green,	and	blue	bands)	was	greater	than	0.2.	

For	reference,	we	set	the	minimum	reflectance	to	0	and	and	the	maximum	to	0.2	when	

viewing	the	RGB	imagery	in	the	Quantum	Geographic	Information	System	(QGIS)	software	

for	labeling	trees	for	training	data.	Reflectance	values	greater	than	0.2	for	the	three	visible	

light	bands	were	bright	surfaces	such	as	snow	or	granite.		
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Figure	1.2.	This	diagram	shows	the	starting	datasets	(green	boxes	at	top-left),	R	scripts	

(white	boxes),	manual	methods	in	QGIS	(yellow	box	in	the	middle),	the	resulting	tree	

mortality	maps	(red	box	at	bottom-right),	and	accuracy	(blue	box	at	bottom-left).		
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We	partitioned	our	8885	labeled	trees	into	a	training,	validation,	and	test	dataset	by	

randomly	sampling	60%	of	the	labels	(5331	trees)	for	the	training	set,	20%	of	the	labels	for	

the	validation	dataset	(1777	trees),	and	held	out	the	remaining	20%	of	the	labels	(1777	

trees)	for	the	testing	dataset.	We	used	both	a	validation	dataset	and	testing	dataset,	so	that	

we	could	use	the	validation	dataset	to	select	the	best	spectral	index	while	setting	the	test	

dataset	aside	for	the	final	accuracy	assessment.	We	set	a	seed	for	the	random	number	

generator	within	R	to	ensure	reproducibility	for	the	training,	validation,	and	testing	split.		

Our	model	for	classifying	dead	and	live	trees	has	two	parameters	that	use	an	

individual	vegetation	index	derived	from	NEON’s	hyperspectral	reflectance	data.	For	all	

five	indices	we	considered,	increasing	values	of	the	index	towards	1	indicate	healthier	

vegetation	(e.g.	more	green	or	moist),	so	we	used	the	same	algorithm	to	explore	all	five	

indices.	The	first	parameter	is	a	vegetation	index	threshold	below	which	we	label	a	pixel	

within	a	tree’s	crown	perimeter	dead.	For	example,	healthy	tree	canopies	typically	have	

high	NDVI	values	for	which	near	infrared	surface	reflectance	is	high	relative	to	red	surface	

reflectance.	The	second	parameter	follows	the	methods	of	Stovall	et	al.	(2019)	and	is	a	

threshold	of	dead	pixels	within	a	tree	crown	perimeter	over	which	the	tree	is	classified	as	

dead.	For	example,	Stovall	et	al.	(2019)	classified	a	tree	as	dead	if	more	than	37.5%	of	its	

pixels	within	the	crown	area	were	classified	as	dead	with	respect	to	falling	below	an	NDVI	

threshold.		

We	considered	vegetation	index	thresholds	from	0	to	1	with	an	increment	of	0.01	

and	crown	area	fraction	thresholds	of	0	to	1	with	an	increment	of	0.01.	We	computed	the	

accuracy	on	the	training	dataset	for	every	combination	of	these	two	parameters.	The	grid	

search	for	the	vegetation	indices	with	the	highest	training	dataset	accuracy	(NDVI	and	
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relative	greenness)	are	shown	in	Figure	1.3.	Here,	accuracy	is	defined	to	be	the	number	of	

correct	classifications	of	a	tree	as	dead	or	alive	over	the	total	number	of	classifications.	The	

dark	blue	regions	of	the	parameter	space	maps	indicate	an	accuracy	resulting	from	

guessing	that	most	of	the	trees	are	dead,	while	the	green	regions	result	from	guessing	that	

most	of	the	trees	are	alive.	When	we	classify	trees	with	at	least	37%	of	pixels	under	a	

relative	greenness	of	0.37	as	dead,	we	achieve	an	accuracy	of	93.3%	on	the	training	dataset.	

	

	

Figure	1.3.	Accuracy	levels	for	different	combinations	of	vegetation	index	and	crown	area	

fraction	parameters	used	to	identify	live	or	dead	trees.	In	each	panel,	the	x-axis	shows	the	

vegetation	index	threshold	used	to	identify	a	pixel	of	a	tree	as	live	or	dead.	a.	The	x-axis	

shows	the	relative	greenness	thresholds	from	0	to	1	with	an	increment	of	0.01.	The	y-axis	

indicates	crown	area	fraction	from	0	to	1	with	an	increment	of	0.01.	Dark	blue	shows	the	

lowest	accuracies,	while	yellow	shows	the	highest	accuracies.	The	highest	accuracy	on	the	

training	dataset	(93.3%	shown	on	the	map	by	a	black	cross)	occurs	when	we	label	trees	as	

dead	when	at	least	37%	of	their	crown	area	is	under	a	relative	greenness	of	0.37.	b.	The	x-

axis	shows	the	NDVI	thresholds	from	0	to	1	with	an	increment	of	0.01.	The	y-axis	indicates	
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crown	area	fraction	from	0	to	1	with	an	increment	of	0.01.	The	highest	accuracy	for	NDVI	

on	the	training	dataset	(92.6%)	occurs	when	we	label	trees	with	at	least	29%	of	their	

crown	area	has	an	NDVI	less	than	0.54.		

	

1.2.4	Application,	validation,	and	testing	of	method	

	

Because	the	number	of	labels	is	much	smaller	than	the	total	number	of	trees	within	

the	domain,	we	analyzed	the	accuracy	of	the	parameters	in	our	validation	dataset	in	

relation	to	the	number	of	labeled	training	data	values	used	to	fit	the	parameters	to	see	if	we	

labeled	enough	trees.	We	set	a	seed	in	R	and	randomly	sorted	the	training	labels.	Then	we	

selected	the	first	n	labels	to	use	as	training	data	where	n	begins	at	10	and	increases	by	

increments	of	10.	We	ran	the	whole	algorithm	apart	from	evaluating	the	performance	on	

the	testing	dataset	for	each	quantity	of	cumulative	labels.	The	outcome	from	this	analysis	is	

shown	in	Figure	1.4.	We	found	that	the	accuracies	on	the	training	and	validation	dataset	

converge	after	including	just	a	couple	thousand	trees	for	training	data.	

The	optimal	parameters	and	accuracy	analysis	of	the	indices	explored	in	this	study	

are	arranged	in	order	of	training	dataset	accuracy	in	Table	1.1.	We	consider	a	true	positive	

to	be	an	instance	where	a	dead	tree	is	correctly	classified	as	a	dead	tree.	Sensitivity	refers	

to	proportion	of	true	positives,	which	are	the	total	number	of	accurate	classifications	of	

dead	trees	over	the	total	number	of	dead	trees.	Specificity	refers	to	the	number	of	correctly	

identified	live	trees	over	the	total	number	of	live	trees.	Of	the	five	indices	explored,	relative	

greenness	yielded	the	highest	accuracy	on	the	training	and	validation	datasets	and	also	had	

the	highest	sensitivity	and	specificity	on	the	validation	dataset.	
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Figure	1.4.	The	accuracy	of	the	of	the	parameters	generated	by	a	given	number	of	labeled	

training	data	is	assessed	for	the	a)	training	data	used	and	b)	the	20%	of	data	held	out	for	

validation	(1777	values).	

	

The	confusion	matrices	for	the	training,	validation,	and	testing	datasets	are	shown	

for	relative	greenness	in	Table	1.2.	The	accuracy	of	our	relative	greenness	model	was	

92.1%	on	the	dataset	held	out	for	testing.	A	sample	image	of	trees	labeled	by	our	algorithm	

is	shown	in	Figure	A.3.	Shadows	visible	in	the	RGB	image	(Figure	A.3a)	appear	to	be	

removed	by	the	normalization	in	our	relative	greenness	metric	(Figure	A.3b).	
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Table	1.1	

Performance	of	the	Vegetation	Indices	Explored	in	Chapter	1	

Vegetation	
index	

Vegetation	
index	
threshold	

Crown	
area	
fraction	
threshold	

Training	
accuracy	

Validation	
accuracy	

Validation	
sensitivity	
(correctly	
classified	
dead	trees	
divided	by	
total	dead	
trees)	

Validation	
specificity	
(correctly	
classified	
live	trees	
divided	by	
the	total	
live	trees)	

Relative	
greenness	

0.37	 0.37	 93.3%	 93.2%	 96.7%	 84.8%	

NDVI	 0.54	 0.29	 92.6%	 91.7%	 96.2%	 81.1%	
NDMI1	 0.38	 0.32	 91.9%	 91.3%	 95.5%	 81.3%	
NDMI	 0.21	 0.36	 91.9%	 91.4%	 96.1%	 80.2%	
NDMI2	 0.59	 0.40	 91.0%	 89.8%	 93.6%	 80.8%	
	
Table	1.2	
	
The	Confusion	Matrices	for	Relative	Greenness	for	Training,	Validation,	and	Testing	Datasets	
	
	 Training	accuracy:	

93.3%	(N=5331)	
Validation	accuracy:	
93.2%	(N=1777)	

Testing	accuracy:	92.1%	
(N=1777)	

	 Estimated	
dead	

Estimated	
live	

Estimated	
dead	

Estimated	
live	

Estimated	
dead	

Estimated	
Live	

Labeled	
dead	

1234	 234	 445	 80	 429	 93	

Labeled	
live	

124	 3739	 41	 1211	 47	 1208	

	

1.2.5	Granite-detection	algorithm	

	

We	hypothesized	that	higher	granite	cover	fraction	near	a	tree	would	be	associated	

with	negative	health	outcomes	for	trees	based	on	soil	quality	as	in	a	previous	study	(Paz-

Kagan	et	al.,	2017)	and	due	to	higher	relative	sensible	heating	and	less	latent	cooling	

among	trees	surrounded	by	granite	outcrops	compared	with	those	surrounded	by	
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vegetation.	To	explore	this	hypothesis,	we	developed	a	granite-detection	algorithm.	We	

classified	all	pixels	with	a	canopy	height	less	than	0.5	meters	and	a	luminosity	greater	than	

0.11	as	granite	pixels.	Lastly,	we	rasterized	National	Hydrography	Dataset	waterbody	

polygons	and	USFS	roads	polygons	to	filter	out	any	pixels	that	are	associated	with	

waterbodies	or	roads.	To	investigate	the	role	of	granite	outcrops	in	tree	mortality,	we	

calculated	the	fraction	of	ground	pixels	within	20	meters	of	a	tree	that	are	classified	as	

granite.	

	

1.2.6	Tree	matching	algorithm	

	

We	downloaded	the	Stovall	(2019)	dataset	from	figshare	and	matched	the	trees	to	

trees	in	our	dataset	to	enable	a	comparison	of	our	method	with	the	previous	work	it	builds	

upon.	For	each	tree	in	our	dataset,	we	found	the	distance	from	the	x-	and	y-coordinates	of	

the	2013	treetop	location	and	each	tree	in	the	Stovall	dataset.	If	the	closest	tree	in	the	

Stovall	dataset	fell	inside	the	2013	tree	crown	perimeter	for	our	tree,	we	considered	it	a	

match.	We	matched	714,656	trees	out	of	1,011,634	trees	located	in	our	region	of	interest	

with	overlapping	NEON	spectral	data.	Our	comparison	is	based	on	this	set	of	714,656	trees.		

We	used	the	matched	dataset	to	compare	the	distribution	of	the	mean	NDVI	within	

the	crown	area	of	trees	in	2017	and	over	time	for	each	of	the	following	categories:	1)	trees	

where	both	studies	label	the	tree	as	alive,	2)	trees	where	both	studies	label	the	tree	as	

dead,	and	3)	trees	we	labeled	as	live	in	2017	but	Stovall	labeled	as	dead	in	2016.	We	use	

the	first	two	categories	as	reference	datasets	to	determine	whether	the	trees	in	the	third	

category	are	more	likely	to	be	alive	or	dead	in	2017.	
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1.3	Results		

	

1.3.1	Tree	mortality	during	and	after	the	2012-2016	drought	

	

We	estimate	that	324,301	of	a	total	1,011,577	trees	(32.1%)	were	dead	in	the	study	

domain	by	2017	with	25.4%	of	the	total	trees	dying	between	2013	and	2017	(Figure	1.5).	

Tree	mortality	was	considerably	higher	at	Soaproot	Saddle	than	Lower	Teakettle	(Figure	

1.5a	and	1.5b	for	cumulative	numbers	and	Figure	1.6	for	spatial	maps).	Of	the	275,103	

trees	we	mapped	at	Soaproot	Saddle,	we	classified	49.6%	as	dead	by	2017	(Figure	1.5a).	In	

contrast,	of	the	total	736,474	trees	we	mapped	at	Lower	Teakettle,	only	25.5%	were	dead	

by	2017	(Figure	1.5b).	The	differences	between	the	two	sites	were	further	amplified	when	

considering	the	change	in	mortality	between	2013	and	2017.	During	this	interval,	tree	

mortality	increased	by	45.8%	at	Soaproot	Saddle	and	by	17.4%	at	Lower	Teakettle.	
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Figure	1.5.	The	cumulative	tree	

mortality	fraction	for	trees	in	the	

overlapping	region	of	the	lidar	point	

clouds	for	each	year	of	available	data	

(2013,	2017,	2018,	2019,	2021)	is	

shown	for	a)	Soaproot	Saddle,	b)	

Lower	Teakettle,	and	c)	the	

combined	dataset.	The	light	gold	in	

panels	a	and	c	represents	the	

mortality	between	2019	and	2021	

within	the	perimeters	of	the	2020	

Creek	Fire	and	2021	Blue	Fire.	For	

each	year	of	data,	we	included	trees	

that	had	crown	areas	greater	than	1	

square	meter	in	2013,	a	2013	height	

greater	than	5	meters,	and	spectral	

data	for	the	years	2017,	2018,	2019,	

and	2021.	Due	to	missing	spectral	

data	in	2013,	we	were	only	able	to	

classify	744,727	trees	from	2013	in	

the	study	region	as	dead	or	alive	using	our	algorithm,	so	the	mortality	fraction	shown	for	

2013	is	based	on	those	744,727	trees.	For	the	later	years,	there	were	1,011,577	trees	that	

met	our	criteria.		
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Maps	of	the	temporal	evolution	of	tree	mortality	are	shown	for	Soaproot	Saddle	in	

Figure	A.4	and	for	Lower	Teakettle	in	Figure	A.5.	We	found	very	little	additional	tree	

mortality	at	Soaproot	Saddle	between	2017	and	2019;	however,	additional	mortality	was	

visible	by	2021	when	absolute	tree	mortality	reached	a	cumulative	level	in	non-fire	

affected	areas	of	55.9%	(Figure	1.5,	Figure	1.6).	In	Lower	Teakettle,	visible	increases	in	tree	

mortality	occurred	each	year	between	2017	and	2019,	with	little	additional	change	in	the	

final	interval	between	2019	and	2021.	There	are	some	areas	that	appear	misclassified	in	

2019	because	trees	labeled	dead	in	2019	are	labeled	live	later	in	2021.	We	explore	some	

key	areas	of	inconsistent	classification	in	our	2019	tree	mortality	estimates	in	Figure	A.6.	

One	region	in	Lower	Teakettle	(Figure	A.6a)	appears	to	have	high	levels	of	snow	cover	and	

low	luminosity,	while	the	second	region	(Figure	A.6b)	has	trees	that	were	brown	in	2019	

but	green	in	2021.													

The	Creek	Fire	in	2020	and	the	Blue	Fire	in	2021	contributed	to	significant	

additional	tree	mortality	at	Soaproot	Saddle.	While	most	of	the	Creek	Fire	affected	areas	of	

the	Sierra	National	Forest	to	the	northwest	of	our	region	of	interest,	part	of	the	wildfire	

extent	intersected	our	study	domain,	affecting	76,644	trees	(Figure	A.4,	panel	d).	Within	

the	Creek	Fire	perimeter	intersecting	our	study	domain,	45.2%	of	the	trees	were	dead	in	

2019	prior	to	the	start	of	the	fire.	After	the	fire	in	2021,	85.5%	of	the	trees	within	the	fire	

perimeter	were	dead	(an	increase	by	89%).	We	found	that	tree	mortality	within	the	2021	

Blue	Fire	perimeter	increased	from	64.3%	to	95.6%	between	2019	and	2021	(an	increase	

of	49%)	among	the	11,068	trees	within	the	Blue	Fire’s	perimeter.	We	show	a	zoomed	in	

image	of	the	2021	Blue	Fire	burn	area	in	Figure	A.7.		
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Figure	1.6.	The	spatial	pattern	of	tree	mortality	in	2017	averaged	on	a	30-meter-by-30-

meter	grid	for	a)	Soaproot	Saddle	and	b)	Lower	Teakettle.	Light	yellow	pixels	indicate	

100%	tree	mortality	for	the	trees	in	that	pixel,	while	dark	blue	indicates	0%	tree	mortality.	

The	aspect	is	converted	from	0	degrees	to	360	degrees	to	a	scaled	value	reflecting	North	

(1)	to	South	(0)	and	overlayed	in	white	to	gray	to	show	the	underlying	topography.		

									 		

	 We	plotted	the	mean	relative	greenness	and	mean	NDVI	density	distributions	for	

our	estimates	of	live	and	dead	trees	in	Figure	1.7.	The	relative	distributions	for	mean	

relative	greenness	reach	a	maximum	of	0.42	for	live	trees	and	0.33	for	dead	trees.	The	

mode	for	mean	NDVI	is	0.76	for	live	trees	and	0.37	for	dead	trees.	
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Figure	1.7.	The	vegetation	index	

distributions	of	live	(dark	blue)	and	

dead	(light	yellow)	trees	is	shown	for	a.	

mean	relative	greenness	and	b.	mean	

NDVI	during	2017	for	all	the	individual	

trees	in	the	study	domain	shown	in	

Figure	1.1.	

	

1.3.2	Biophysical	drivers	of	tree	

mortality	

	

Next,	we	consider	biophysical	

drivers	of	tree	mortality	within	our	

study	region.	We	explored	tree	height,	

canopy	cover	fraction	within	20	meters	

(excluding	an	individual	tree’s	canopy	

within	its	crown	perimeter),	distance	

from	the	nearest	river,	trees	per	hectare,	

the	mean	distance	of	the	10	nearest	trees,	slope,	aspect,	and	the	fraction	of	granite	within	

20	meters	to	investigate	the	role	of	tree	height	and	canopy	cover,	proximity	to	rivers,	tree	

population	density,	and	topography.	We	used	the	tree	locations	derived	from	the	combined	

point	cloud	to	compute	the	tree	population	density,	mean	distance	of	the	10	nearest	trees,	
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distance	from	rivers,	and	fraction	of	granite	within	30	meters.	For	tree	height	and	canopy	

cover,	we	used	the	tree	heights	and	crown	perimeters	from	2013.	Figure	1.8	shows	our	

analysis	of	each	of	these	feature	variables	for	Soaproot	Saddle	and	Lower	Teakettle	

individually,	while	the	analyses	for	the	combined	dataset	are	shown	in	Figure	A.8.	The	

slopes,	y-intercepts,	and	mortality	ranges	for	each	feature	variable	are	shown	in	Table	A.2.		

 

Figure	1.8.	We	selected	bins	spanning	the	domain	of	each	feature	variable	(the	variables	

on	the	x-axes	of	the	panel	images)	for	live	and	dead	trees	and	computed	the	likelihood	of	

mortality	for	each	bin	of	each	feature	variable.	The	size	and	color	of	the	points	indicate	the	
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order	of	magnitude	of	the	number	of	trees	in	each	bin.	We	computed	a	trend	line	through	

the	points	for	any	point	representing	a	bin	containing	at	least	50	trees.			

	

To	assess	the	correlations	among	feature	variables	and	our	target	variable,	we	

computed	the	correlations	between	each	pair	of	feature	variables	and	the	change	in	mean	

relative	greenness	between	2013	and	2017	for	each	tree	(Figure	A.9).	We	chose	the	change	

in	mean	relative	greenness	within	the	crown	perimeter	of	the	tree	to	have	a	continuous	

variable	for	the	tree’s	health	status	rather	than	a	binary	0	or	1	for	dead	or	alive	when	

computing	the	correlations	among	variables.	We	found	that	tree	height	has	the	strongest	

correlation	with	likelihood	of	tree	mortality	at	the	site	level	(Figure	A.9)	and	ranged	from	a	

8.4%	increase	in	mortality	probability	for	every	10-meter	increase	in	height	at	Lower	

Teakettle	to	a	10%	increase	in	mortality	likelihood	for	every	10-meter	increase	in	height	at	

Soaproot	Saddle	(Table	A.2).	The	drier,	lower	elevation	site	(Soaproot	Saddle)	also	had	

stronger	positive	relationships	between	tree	mortality	and	trees	per	hectare,	distance	to	

rivers,	and	canopy	cover	fraction	than	at	Lower	Teakettle	(Table	A.2).	While	tree	mortality	

fraction	decreases	with	increasing	slope	at	Soaproot	Saddle,	tree	mortality	fraction	

increases	with	increasing	slope	at	Lower	Teakettle.		

	

1.3.3	Comparison	with	previous	work	

	

To	make	a	fair	comparison	with	Stovall	et	al.	(2019),	we	only	compare	trees	from	

Stovall	et	al.	(2019)	that	intersect	a	crown	perimeter	of	one	of	our	trees.	If	multiple	tree	top	

locations	intersect	our	crown	perimeter,	we	chose	the	one	with	the	closest	tree	height	as	
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ours.	Both	studies	only	consider	trees	above	5	meters	in	height.	The	number	of	trees	we	

found	in	the	overlapping	domain	of	the	two	studies,	the	fraction	of	those	trees	we	were	

able	to	match,	and	the	corresponding	mortality	fraction	of	each	group	is	shown	in	Table	

1.3.	While	the	tree	top	locations	relative	to	the	lidar	point	clouds	in	the	two	studies	are	

similar	in	a	high-resolution	example	(Figure	A10),	Stovall	et	al.	(2019)	found	more	trees	

overall.	The	spatial	patterns	and	differences	in	tree	top	locations	Soaproot	Saddle	and	

Lower	Teakettle	are	shown	for	representative	regions	in	Figure	A11.		

 

Figure	1.9.	Fractional	mortality	comparison.	a.	The	mortality	fraction	at	Soaproot	Saddle	

for	our	study,	b.	for	the	study	by	Stovall	et	al.	(2019),	and	c.	the	difference	between	the	two.	

d.-f.	The	same	as	a.-c.	for	Lower	Teakettle.	All	pixels	are	30m	x	30m	Landsat	pixels.	For	our	

study,	the	mortality	fraction	is	computed	for	the	year	2017,	while	mortality	fraction	is	
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computed	for	2016	for	Stovall	et	al.	(2019)	due	to	differences	in	methods	and	

corresponding	data	availability.	The	aspect	is	overlayed	in	white	(north)	to	gray	(south)	to	

show	the	underlying	topography.		

	

Because	different	years	were	studied	by	Stovall	et	al.	(2019)	compared	with	this	

study,	the	closest	comparison	of	tree	mortality	after	the	drought	is	the	cumulative	tree	

mortality	in	2016	from	Stovall	et	al.	(2019)	compared	to	our	2017	mortality.	While	Stovall	

et	al.	(2019)	found	a	cumulative	mortality	of	41%	for	2016	compared	with	our	32%	from	

2017,	we	can	compare	only	the	region	of	overlap.	Using	the	values	from	Table	1.3,	we	find	

that	our	cumulative	tree	mortality	fraction	in	2017	in	the	overlapping	domain	of	the	two	

studies	is	33%	vs.	40%	for	Stovall	et	al.	(2019).	

To	consider	spatial	differences	in	mortality	between	the	two	studies,	we	rasterized	

the	Stovall	et	al.	(2019)	dataset	to	the	Landsat	grid.	Figure	1.9	shows	the	mortality	fraction	

from	our	study,	that	of	Stovall	et	al.	(2019),	and	the	difference	between	the	two	studies.	In	

the	difference	maps	(Figure	1.9c	and	1.9f),	brown	areas	represent	pixels	where	our	tree	

mortality	estimates	are	higher	than	those	of	Stovall	et	al	(2019),	while	green	areas	

represent	pixels	where	our	estimates	of	tree	mortality	are	lower.		

	

Table	1.3	

Confusion	matrix	for	Stovall	et	al.	(2019)	label	comparison	

	 Labeled	dead	in	Stovall	
et	al.	

Labeled	live	in	Stovall	et	
al.	

Labeled	dead	in	this	
study	

151,393	trees	(21.2%)	 68,732	trees	(9.6%)	

Labeled	live	in	this	study	 125,785	(17.6%)	 368,576	trees	(51.6%)	
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	 Table	1.3	shows	the	confusion	matrix	or	comparison	table	of	our	study	labels	from	

2017	NEON	imagery	and	lidar	data	and	labels	from	Stovall	et	al.	(2019)	based	on	2013	lidar	

data	and	2016	NAIP	imagery.	Our	method	for	matching	the	trees	from	our	study	to	the	

Stovall	et	al.	(2019)	study	is	described	in	Section	1.2.5.	For	the	714,486	trees	we	were	able	

to	match,	the	studies	have	72.8%	agreement,	though	this	agreement	is	primarily	

determined	by	trees	that	are	alive,	the	larger	of	the	two	groups	in	the	study.	Both	studies	

label	the	same	368,576	trees	as	live	and	the	same	151,393	trees	as	dead.	Because	our	study	

is	based	on	surface	reflectance	one	year	later	than	that	of	Stovall	et	al.	(2019),	the	trees	that	

they	labeled	as	live	that	we	labeled	as	dead	are	not	necessarily	incompatible.	These	trees	

may	have	been	alive	in	2016	and	then	died	by	2017.	However,	125,785	of	the	trees	that	

Stovall	et	al.	(2019)	labeled	as	dead	in	2016	were	labeled	as	alive	in	2017	in	this	study.	In	

other	words,	45.4%	of	the	matched	trees	labeled	as	dead	in	the	Stovall	et	al.	(2019)	study	

are	labeled	as	alive	in	our	study.		



 

37 
 

	

Figure	1.10.	Comparison	of	

mean	crown	area	NDVI	

distributions	for	trees	labeled	

differently	and	the	same	between	

our	study	and	that	of	Stovall	et	al.	

(2019).	The	x-axis	shows	mean	

NDVI	of	individual	trees,	while	

the	y-axis	shows	the	probability	

density	function.	a.	We	show	the	

mean	NDVI	distributions	for	

trees	that	were	identified	as	live	

in	this	study	but	dead	in	Stovall	

et	al.	(2019).	The	boundaries	for	

the	middle	99%	of	the	mean	

NDVI	values	of	these	trees	are	

shown	by	the	black	vertical	bars	that	carry	down	into	the	next	panel.	b.	The	mean	NDVI	

distributions	of	trees	that	both	our	study	and	Stovall	et	al.	(2019)	labeled	as	live	are	shown	

in	blue,	while	the	distributions	for	trees	we	both	labeled	dead	are	shown	in	light	yellow.		

	

To	better	understand	the	differences	between	the	two	approaches,	we	compared	

the	mean	NDVI	within	the	crown	perimeters	of	trees	we	labeled	as	live,	but	Stovall	et	al.	

(2019)	labeled	as	dead	(Figure	1.10).	The	trees	where	both	studies	agree	are	well-
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separated	by	mean	NDVI.	Overall,	the	distribution	of	the	mismatched	trees	shown	in	Figure	

1.10a	more	closely	matches	the	distribution	of	the	live	trees	shown	in	Figure	1.10b.		

 

Figure	1.11.	Comparison	of	

NDVI	and	crown	area	for	

different	sets	of	labeled	trees	

from	Stovall	et	al.	(2019)	and	

the	approach	developed	here.	a.	

NDVI	time	series	with	the	crown	

perimeter	of	trees	labeled	as	live	

in	both	studies	(blue),	dead	in	

both	studies	(yellow),	or	as	live	

in	the	current	study	but	dead	in	

Stovall	et	al.	(gray).	b.	The	same	

as	for	panel	a	but	for	crown	

areas	derived	solely	from	NEON	

lidar	measurements.	
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	 Because	we	used	the	combined	point	cloud	to	collect	our	tree	locations,	we	can	track	

each	individual	tree	over	time.	We	plotted	the	mean	NDVI	within	the	crown	perimeters	

between	2013	and	2021	and	the	change	in	the	crown	area	over	the	same	time	frame	

(Figure	1.11).	The	mean	relative	greenness	for	the	trees	we	labeled	as	live	and	Stovall	et	al.	

labeled	dead	more	closely	resemble	the	trees	both	studies	labeled	as	live	than	those	labeled	

dead.	In	Figure	1.11b,	we	see	higher	variance	in	crown	area.	However,	the	trees	that	both	

studies	agree	are	dead	by	2017	show	a	decline	in	crown	area,	with	a	crown	area	of	0	m2	

falling	within	one	standard	deviation	of	the	mean.	The	other	two	categories	(where	both	

studies	agree	the	trees	are	live	in	blue,	and	where	only	our	study	labels	trees	as	live	in	

gray)	decline	more	slowly.	We	would	still	expect	to	see	some	decline	from	2013	to	2021,	

since	this	group	of	trees	includes	trees	that	die	between	2017	and	2021.	

We	compared	the	tree	mortality	between	2013	and	2017	rasterized	to	the	Landsat	

grid	to	the	change	in	late	summer	NDMI	over	the	same	years.	We	used	the	change	between	

2013	and	2017	to	capture	the	large	tree	mortality	event	at	the	end	of	the	2012-2016	

drought	and	due	to	the	years	of	data	availability	of	the	NEON	datasets	(2013,	2017,	2018,	

2019,	and	2021).	The	result	is	shown	in	Figure	A.12.	We	found	that	there	is	a	negative	

linear	association	with	an	R2	value	of	0.36.	This	indicates	that	higher	tree	mortality	is	

associated	with	a	decrease	in	late	summer	NDMI	consistent	with	work	by	Goulden	and	

Bales	(2019).	

		

1.4	Discussion	
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We	mapped	the	spatial	patterns	of	tree	mortality	under	drought	conditions	in	the	

Sierra	Nevada.	We	loosely	followed	the	methodology	charted	by	Stovall	et	al.	(2019)	but	

made	several	key	changes	with	respect	to	the	datasets	used	and	the	ways	in	which	trees	

were	segmented	and	labeled.	We	found	evidence	that	fewer	trees	may	have	died	by	2016	

than	previously	estimated,	although	there	were	broadly	similar	patterns	with	higher	levels	

of	mortality	at	the	lower	elevation	Soaproot	Saddle.	Our	lower	estimate	of	cumulative	tree	

mortality	(32%	vs.	41%)	could	be	due	to	differences	in	the	total	number	of	trees	analyzed	

(we	analyzed	half	the	number	of	trees)	and	proportion	of	low-to-high	elevation	regions	

that	we	considered.	For	example,	trees	from	the	lower	elevation	site	(Soaproot	Saddle)	

were	more	likely	to	die,	so	considering	fewer	trees	from	that	region	will	lead	to	a	lower	

tree	mortality	estimate.	However,	within	the	region	where	our	study	overlaps	with	

previous	work,	our	method	–	which	had	93%	accuracy	on	our	training	dataset	–	disagreed	

with	45.4%	of	the	labels	for	trees	labeled	dead	by	Stovall	et	al.	(2019).	A	comparison	of	

NDVI	and	crown	area	time	series	for	this	set	of	mismatches	revealed	a	pattern	that	was	

more	consistent	with	the	characteristics	of	live	trees	identified	by	both	studies.		

Differences	in	spatial	patterns	from	previous	research	efforts	may	be	due	to	

differences	in	the	preprocessing	of	the	spectral	reflectance	data.	Spectral	reflectance	data	

are	sensitive	to	the	time	of	day	that	the	returns	are	collected.	While	NEON	hyperspectral	

data	is	corrected	for	atmospheric	effects	and	topography	(Karpowics	&	Kampe,	2022),	

there	is	not	enough	information	provided	with	the	NAIP	imagery	to	apply	this	correction.	

Previous	work	correcting	NAIP	imagery	using	Landsat	data	revealed	significant	differences	

in	reflectance	indices	such	as	NDVI	before	and	after	correction	(Zhang	et	al.,	2019).	The	

differences	in	reflectance	in	the	NAIP	imagery	at	different	times	of	day	and	different	angles	
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of	reflection	in	the	highly	variable	terrain	in	the	Sierra	Nevada	mountains	may	account	for	

many	of	the	differences	between	the	tree	mortality	map	presented	in	this	study	and	

previous	results	by	Stovall	et	al.	(2019).	

Consistent	with	previous	work,	we	found	that	tree	mortality	risk	increases	with	

height.	We	found	a	steep	increase	in	mortality	risk	with	height	(about	10%	per	10	meters	

of	height)	at	the	lower	elevation	site	(Soaproot	Saddle)	up	to	a	tree	height	of	30	meters.	

Trees	taller	than	30	meters	maintained	a	70%	likelihood	of	mortality	after	the	drought.	At	

the	higher	elevation	site	(Lower	Teakettle),	we	found	a	more	moderate	increase	in	

mortality	risk	with	height	(about	8.4%	per	10	meters	of	height).	There	was	much	more	tree	

mortality	at	the	lower	elevation	Soaproot	Saddle	site,	consistent	with	previous	work	on	

drought-associated	tree	mortality	(Byer	&	Jin,	2017;	Stovall	et	al.,	2019).		

After	the	drought,	2.0%	of	the	trees	died	between	2017	and	2018,	and	2.8%	died	

between	2018	and	2019.	Legacy	effects	from	the	2012-2016	drought	may	have	kept	

mortality	levels	elevated	in	subsequent	years.	Most	of	these	additional	increases	occurred	

at	Lower	Teakettle.	When	we	mapped	additional	tree	mortality	for	each	year	of	data,	we	

found	some	inconsistencies,	particularly	between	2019	and	2021	where	trees	that	we	

labeled	as	dead	in	2019	were	later	labeled	as	live	in	2021.	On	closer	examination	in	QGIS,	

one	region	is	in	an	area	where	there	is	both	visible	snow	and	low	luminosity	in	the	surface	

reflectance,	potentially	due	to	a	late	evening	or	early	morning	data	collection	flight.	The	low	

luminosity	poses	a	challenge	to	removing	snow-filled	pixels	by	our	methods	which	impose	

a	luminosity	threshold.	Other	areas	in	the	eastern	regions	of	Lower	Teakettle	appear	

brown	in	2019	but	look	green	and	healthy	in	spectral	imagery	from	July	2021.	Because	our	
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algorithm	only	looks	at	the	spectral	signature	of	the	trees	for	a	given	year,	we	would	not	

expect	these	trees	to	be	accurately	classified	without	additional	processing.		

Because	biophysical	drivers	of	tree	mortality	vary	significantly	by	species	

(Stephenson	&	Das,	2020),	improvements	in	species	classification	models	from	high-

resolution	spectral	and	lidar	data	may	help	to	create	accurate	maps	of	tree	mortality	risk.	

Future	directions	for	this	work	include	using	the	individual	tree	mortality	dataset	to	build	

tree	mortality	models	that	incorporate	non-linear	relationships	and	interactions	among	

biophysical	features.	Raster	data	provided	with	this	study	may	be	helpful	to	scientists	

working	to	improve	Landsat-based	estimates	of	tree	mortality.	In	addition,	these	estimates	

of	the	impact	of	drought	and	subsequent	wildfire	may	assist	land	managers	in	forest	

conservation	efforts	and	may	provide	helpful	parameters	for	dynamic	vegetation	models	

that	include	these	effects.	

	

1.5	Conclusion	

	

Our	study	provides	an	open-source	methodological	framework	for	estimating	tree	

mortality	from	high-resolution	lidar	and	spectral	data	that	can	be	applied	to	other	forests	

using	hand-labeled	training	data	and	parameters	specific	to	the	trees	in	new	study	sites.	

We	estimate	that	49.6%	of	trees	were	dead	by	the	end	of	the	2012-2016	California	drought	

at	Soaproot	Saddle	and	25.5%	were	dead	at	Lower	Teakettle.	While	tree	mortality	at	

Soaproot	Saddle	appears	to	saturate	in	2017,	we	found	that	trees	at	higher	elevations	

continue	to	die	at	a	rate	of	about	2%	per	year	after	the	drought	subsided.	Moreover,	we	

found	that	subsequent	wildfire	at	Soaproot	Saddle	increased	tree	mortality	fraction	by	49-
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89%	within	burned	areas.	The	datasets	provided	here	may	help	to	constrain	dynamic	

vegetation	models	to	improve	our	understanding	of	forest	disturbance	now	and	in	the	

future.	

	

1.6	Data	Availability	Statement	

	

	 The	scripts	for	the	methods	and	datasets	we	created	for	this	study	are	archived	at	

Zenodo	at	the	following	website:	https://doi.org/10.5281/zenodo.7812035	(Hemming-

Schroeder	et	al.,	2023a).	Our	algorithm,	analyses,	and	several	figures	were	created	using	R	

Statistical	Software,	version	4.1.2	(R	Core	Team,	2023).	We	completed	the	hand-labeling	of	

training	data	and	additional	figures	using	QGIS,	version	3.18.2-Zürich	(QGIS	Development	

Team,	2023).	We	ran	the	R	scripts	for	the	algorithm	on	the	High	Performance	Community	

Computing	Cluster	(HPC3)	at	the	University	of	California,	Irvine.	The	batch	scripts	for	

running	the	R	scripts	on	a	high	performance	computing	cluster	are	written	for	a	SLURM	

scheduler.		

	

CHAPTER	2	

Retrospectively	modeling	individual	tree	mortality	risk	after	a	severe	

drought	in	California	

Adapted	from	an	unpublished	manuscript	with	permission	from	coauthors	Carl	Norlen,	

Markelle	Kelly,	Padhraic	Smyth,	Steven	Allison,	and	James	Randerson	
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2.1	Introduction	

	

	 Our	climate	is	warming	with	increasingly	frequent	and	severe	droughts	in	the	

western	United	States	over	the	last	two	decades	(Crockett	&	Westerling,	2018).	Prolonged	

warm	and	dry	droughts	are	associated	with	large	tree	mortality	events	in	temperate	

conifer	forests	(Adams	et	al.,	2009;	Allen	et	al.,	2010).	These	large	tree	mortality	events	are	

caused	by	a	combination	of	increasing	hydraulic	stress	and	growing	bark	beetle	

populations	during	severe	droughts	(Anderegg	et	al.,	2015b).	During	the	2012-2016	

drought	in	California,	soil	water	was	depleted	to	a	depth	of	5-15	m	and	an	estimated	129	

million	trees	died	(USDA,	2017).	In	hotter	and	drier	low	elevation	forests,	about	half	of	the	

trees	died	with	higher	levels	of	mortality	observed	in	areas	farther	away	from	streams	

(Hemming-Schroeder	et	al.,	2023b;	Paz-Kagan	et	al.,	2017)	and	for	taller	trees	(Hemming-

Schroeder	et	al.,	2023b;	Paz-Kagan	et	al.,	2017;	Stovall	et	al.,	2019).		

A	key	driver	of	tree	mortality	among	taller	trees	at	low	elevations	is	preferential	

selection	of	large	trees	by	bark	beetles	(Fettig	et	al.,	2019;	Koontz	et	al.,	2021;	Stephenson	

et	al.,	2019).	One	study	showed	that	combined	effects	of	drought	and	bark	beetles	killed	

about	48%	of	sugar	pine	(Pinus	lambertiana)	and	90%	of	Ponderosa	pine	(Pinus	ponderosa)	

during	the	2012-2016	drought	(Fettig	et	al.,	2019).	Tree	mortality	among	Ponderosa	pine	

during	the	drought	is	primarily	attributed	to	western	pine	beetle	(Robbins	et	al.,	2021).	

Under	baseline	conditions,	background	tree	mortality	in	western	forests	of	the	United	

States	is	primarily	associated	with	endemic	bark	beetle	attack	(Das	et	al.,	2016).	Initially,	

western	pine	beetle	populations	begin	to	grow	beyond	endemic	numbers	as	warm	and	dry	

drought	conditions	stress	smaller	host	trees	and	allow	more	beetles	to	survive	milder	
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winters	(Robbins	et	al.,	2021).	As	bark	beetle	populations	grow	over	a	drought	period,	they	

can	coordinate	attacks	on	larger	trees	(Raffa	et	al.,	2008).	The	large	loss	of	Ponderosa	pine	

during	this	last	drought	may	prevent	a	similarly	large	tree	mortality	event	from	occurring	

again	until	the	host	population	recovers	which	may	not	happen	until	much	later	this	

century	(Robbins	et	al.,	2023).	

Another	mechanism	that	may	reduce	the	impact	of	future	droughts	is	mechanical	

thinning.	Mechanical	thinning	of	understory	and	overstory	trees	at	the	Teakettle	

Experimental	Forest	fifteen	years	prior	to	the	2012-2016	drought	increased	tree	growth	

rates	before	and	during	the	drought	(Zald	et	al.,	2022).	Similarly,	a	study	by	Keen	et	al.	

(2023)	found	evidence	that	mechanical	thinning	may	protect	trees	that	would	otherwise	be	

vulnerable	to	drought	and	bark	beetles.	This	may	be	an	important	explanatory	mechanism	

behind	a	finding	by	Norlen	and	Goulden	(2023)	that	die-off	during	a	drought	may	reduce	

mortality	in	subsequent	droughts	in	semi-arid	conifer	forests	like	the	Sierra	Nevada.	

While	mechanical	thinning	or	smaller-scale	drought-induced	tree	mortality	may	

help	protect	a	forest	against	future	drought,	large-scale	die-off	and	wildfire,	particularly	in	

lower	elevation	regions	of	the	Sierra	Nevada,	may	drive	shifts	to	new	biomes	as	the	climate	

continues	to	change.	A	recent	study	by	Hill	et	al.	(2023)	found	that	almost	20%	of	the	Sierra	

Nevada’s	vegetation	may	no	longer	match	the	current	climate	conditions.	Moreover,	most	

of	the	area	with	the	mismatch	is	located	under	2400	m	(Hill	et	al.,	2023).	Since	the	

elevation	range	of	Ponderosa	pine	is	from	400	m	to	2200	m	(Robbins	et	al.,	2023),	stands	

with	Ponderosa	pine	are	particularly	vulnerable	to	drought	and	western	pine	beetles	in	the	

Sierra	Nevada.	In	the	years	following	the	drought,	forested	areas	of	the	Sierra	Nevada	

dominated	by	Ponderosa	pine	had	the	highest	number	of	snags	(Vilanova	et	al.,	2023).	



 

46 
 

Previous	studies	investigating	drivers	of	tree	mortality	in	the	Sierra	Nevada	have	

found	that	tree	mortality	risk	increases	with	tree	height	(Hemming-Schroeder	et	al.,	2023b;	

Stovall	et	al.,	2019).	While	there	is	evidence	to	suggest	that	taller	trees	may	experience	

vascular	damage	from	the	hydraulic	demands	of	drought	conditions	(Anderegg	et	al.,	

2015a),	the	correlation	between	tree	height	and	mortality	may	be	driven	by	preferential	

selection	of	larger	host	trees	by	western	pine	beetles	(Restaino	et	al.,	2019).	A	study	by	

Stephenson	and	Das	(2020)	showed	that	among	just	under	6000	trees	in	Sequoia	National	

Park,	the	only	species	to	show	an	increasing	trend	of	mortality	with	height	were	trees	of	

the	Pinus	genus.	They	found	that	the	relationship	was	so	strong	among	the	Pinus	genus	of	

trees	which	represented	only	10%	of	trees	in	their	study	region,	that	it	overshadowed	the	

weaker	trend	of	declining	mortality	with	increasing	height	among	other	tree	species.	In	

contrast,	Restaino	et	al.	(2019)	found	a	positive	association	between	basal	area	and	tree	

mortality	for	incense	cedar	and	white	fir.		

In	addition	to	tree	size,	topographic	features	have	been	associated	with	tree	

mortality	risk.	Paz-Kagan	et	al.	(2017)	conducted	a	study	investigating	tree	mortality	in	

Sequoia	National	Forest	after	the	2012-2016	drought	and	found	elevated	tree	mortality	at	

low	elevations,	shallower	slopes,	and	greater	distance	from	rivers.	In	addition,	they	found	

that	western	and	southwestern	aspects	were	associated	with	higher	tree	mortality	(Paz-

Kagan	et	al.,	2017).	In	a	related	study	to	the	south	of	Sequoia	National	Forest,	Hemming-

Schroeder	et	al.	(2023b)	also	found	a	positive	relationship	between	tree	mortality	and	

shallower	slopes	as	well	as	distance	from	rivers	for	trees	at	low	elevations.	However,	trees	

at	high	elevations	showed	the	opposite	relationship	with	slope	and	a	much	weaker	

relationship	with	distance	from	rivers	(Hemming-Schroeder	et	al.,	2023b).	Neither	site	
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showed	a	relationship	between	tree	mortality	and	aspect	(Hemming-Schroeder	et	al.,	

2023b).	

Models	struggle	to	predict	tree	mortality	in	advance	(Trugman	et	al.,	2021).	Process-

based	models	need	to	account	for	many	factors	such	as	demography,	hydraulic	stress,	and	

interactions	with	bark	beetles	which	introduce	high	levels	of	model	complexity	and	

uncertainty	(Trugman,	2021).	Machine	learning	models	may	offer	an	alternative	strategy	

for	modeling	challenging	problems	like	tree	mortality	risk	during	an	extreme	drought.	For	

example,	Paz-Kagan	et	al.	(2017)	used	support	vector	machines	to	estimate	tree	species	

and	tree	mortality	for	2-meter	hyperspectral	reflectance	and	canopy	height	model	pixels	

collected	in	2015	at	Sequoia	National	Park.	Following	this	effort,	they	used	random	forests	

with	height,	soil	type,	topography,	and	fire	history	feature	data	to	estimate	tree	mortality	

likelihood	and	found	that	elevation,	distance	from	rivers,	and	rock	cover	were	the	top	three	

predictor	variables	(Paz-Kagan	et	al.,	2017).			

More	recently,	Koontz	et	al.	(2021)	segmented	lidar	point	clouds	and	images	from	

drones	taken	in	2018	before	aggregating	spectral	information	from	pixels	within	individual	

tree	crowns	to	estimate	tree	species	and	mortality.	Because	the	pixel	information	is	

aggregated	for	individual	trees,	this	may	allow	for	more	independent	examples	from	the	

individual	trees	for	training	and	validation	in	any	modeling	efforts.	Several	segmentation	

algorithms	for	delineating	the	crowns	of	individual	trees	are	explored	and	compared	to	

ground	data	to	select	the	best	one	(Koontz	et	al.,	2021).		However,	because	the	data	is	

collected	in	2018	after	many	trees	have	died,	it	can	be	difficult	to	accurately	collect	traits	

for	dead	trees	(Koontz	et	al.,	2021)	or	account	for	fallen	dead	trees.			
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In	our	study,	we	use	a	data	set	of	more	than	one	million	trees	collected	from	high-

resolution	aircraft	lidar	and	multispectral	data	between	2013	and	2021	to	analyze	risk	

factors	for	tree	mortality	in	the	Southern	Sierra	Nevada	in	response	to	the	2012-2016	

California	drought.	Because	the	earliest	data	set	that	we	use	is	in	2013,	we	can	collect	the	

location	and	height	of	trees	that	died	after	2013	and	may	also	be	able	to	capture	tree	

mortality	prior	to	2013	before	trees	lose	their	branches	and	become	more	difficult	to	

detect	by	lidar.		We	use	extreme	gradient	boosting	to	model	individual	tree	mortality	risk.	

Because	extreme	gradient	boosting	is	a	tree-based	method	like	random	forests,	it	can	

capture	non-linear	relationships	between	the	feature	variables	and	target	variable.	While	

random	forests	use	a	popular	vote	of	a	given	number	of	trees	to	make	a	classification,	

extreme	gradient	boosting	uses	gradient	descent	to	learn	the	model's	parameters.	In	

general,	gradient	descent	refers	to	moving	in	the	direction	within	the	parameter	space	that	

minimizes	your	loss	function.	Because	of	this,	extreme	gradient	boosting	may	be	more	

accurate	than	other	decision	tree	methods.	For	our	feature	variables,	we	only	use	

information	from	vegetation	traits,	topography,	climate	variables	prior	to	the	drought	and	

the	perturbation	in	precipitation	and	temperature	during	the	drought.	The	question	that	

guides	our	investigation	is	the	following:	To	what	extent	can	we	model	individual	tree	

mortality	risk	using	information	available	prior	to	observed	die-off	events?	Tree	mortality	

risk	models	in	regions	vulnerable	to	biome	shifts	may	help	inform	conservation	efforts	as	

these	forests	respond	to	a	climate	increasingly	characterized	by	heat	waves	and	drought.	

	

2.2	Methods		
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2.2.1	Study	site	and	tree	mortality	data	

	

	

Figure	2.1.	The	2017	tree	mortality	fraction	is	shown	for	Soaproot	Saddle	(to	the	west)	

and	Lower	Teakettle	(to	the	east)	on	the	30-meter	resolution	Landsat	grid.	Dark	blue	

represents	no	tree	mortality,	whereas	yellow	represents	100%	tree	mortality	in	a	pixel.	

The	semi-transparent	topography	shows	the	north-to-south	(white-to-gray)	aspect	

calculated	from	the	National	Aeronautics	and	Space	Administration’s	(NASA)	Shuttle	Range	

and	Topography	Mission	(SRTM)	data	set.	The	inset	shows	the	outline	of	state	of	California	

from	the	Topologically	Integrated	Geographic	Encoding	and	Referencing	(TIGER)	database	

with	the	Sierra	Nevada	Level	3	Ecoregion	(hashed	polygon),	and	the	location	of	the	study	

sites	marked	with	a	black	point.	This	figure	is	adapted	from	the	information	shown	in	

Figures	1	and	6	in	Hemming-Schroeder	et	al.	(2023b).	
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For	this	study,	we	used	a	data	set	of	more	than	one	million	trees	classified	as	dead	

or	alive	in	2017	from	Hemming-Schroeder	et	al.	(2023b).	This	tree	mortality	data	set	is	

derived	from	the	National	Ecological	Observatory	Network’s	(NEON)	airborne	observation	

platform’s	lidar	and	hyperspectral	data	sets	at	the	Soaproot	Saddle	and	Lower	Teakettle	

sites	in	the	Sierra	National	Forest	of	California	shown	in	Figure	2.1.	Soaproot	Saddle	has	a	

lower	elevation	between	1000	m	and	1400	m	with	warmer	temperatures	and	precipitation	

of	about	900	mm	per	year	(Krauss,	2018).	The	most	prominent	tree	species	at	Soaproot	

Saddle	include	Ponderosa	pine	(Pinus	ponderosa),	incense	cedar	(Calocedrus	decurrens),	

canyon	live	oak	(Quercus	chrysolepis),	and	California	black	oak	(Quercus	kelloggii)	(Krauss,	

2018).	Consistent	with	previous	studies,	NEON	reported	high	mortality	for	Ponderosa	pine	

due	to	bark	beetle	infestation	during	the	drought	(Krauss,	2018).	The	site	had	an	estimated	

cumulative	mortality	of	about	50%	by	2017	after	the	2012-2016	drought	(Hemming-

Schroeder	et	al.,	2023b).	Meanwhile,	Lower	Teakettle	is	at	higher	elevation	(2000	m	to	

2800	m)	with	higher	precipitation	(1220	mm	per	year)	and	proportion	of	precipitation	

falling	and	accumulating	as	snow	(Krauss,	2018).	Lower	Teakettle	is	also	characterized	by	

cooler	temperatures	and	had	an	estimated	26%	cumulative	tree	mortality	by	2017	after	the	

2012-2016	drought	(Hemming-Schroeder	et	al.,	2023b).	The	most	prominent	tree	species	

at	Lower	Teakettle	include	red	fir	(Abies	magnifica),	white	fir	(Abies	concolor),	Jeffrey	pine	

(Pinus	jeffreyi),	and	lodgepole	pine	(Pinus	contorta)	(Krauss,	2018).	About	a	quarter	of	the	

trees	(275,103)	in	the	individual	tree	mortality	data	set	are	from	Soaproot	Saddle,	while	

the	remaining	three	quarters	(736,474	trees)	are	from	Lower	Teakettle.		

	

2.2.2	Feature	Variables	
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2.2.2.1	Vegetation	traits	

	

	 Trees	in	the	individual	tree	data	set	were	segmented	by	combining	all	lidar	data	

available	at	the	time	of	publication	(from	flight	campaigns	in	2013,	2017,	2018,	2019,	and	

2021)	to	identify	individual	trees.	Each	lidar	point	has	an	x-,	y-,	and	z-coordinate.	

Hemming-Schroeder	et	al.	(2023b)	appended	a	year	and	used	the	entire	data	set	to	identify	

the	tree	top	locations	using	the	algorithm	of	Dalponte	and	Coomes	(2016).	In	a	following	

step,	the	data	frame	for	each	lidar	point	cloud	was	filtered	by	year	to	segment	the	tree	with	

a	given	treetop	to	obtain	its	approximate	point	cloud	for	each	year.	Then,	concave	polygons	

were	drawn	around	the	x-	and	y-locations	of	the	segmented	point	clouds	to	draw	a	crown	

perimeter	for	each	tree	for	each	year	of	data.	Hemming-Schroeder	et	al.	(2023)	created	a	

canopy	height	model	for	each	portion	of	data	in	the	study	region	(the	data	was	processed	

using	a	96	m	by	96	m	window	with	a	24	m	buffer).	The	canopy	height	model	generated	

from	the	lidar	point	cloud	was	used	to	assign	the	height	of	each	tree	for	each	year	of	

available	data.	The	data	were	filtered	to	include	only	trees	that	had	crown	information	for	

all	five	years	of	flight	campaigns	to	allow	for	an	assessment	of	tree	status	based	on	changes	

in	lidar-derived	crown	area	and	surface	reflectance	for	each	year	of	data.	A	total	of	

1,011,577	trees	are	in	the	data	set.	More	detail	is	provided	in	Hemming-Schroeder	et	al.	

(2023b).		

	 For	each	tree	location,	the	canopy	fraction	is	derived	from	filtering	the	canopy	

height	model	from	NEON	(2022a)	to	exclude	values	under	5	meters	and	then	computing	

the	area	of	the	remaining	canopy	within	a	20	m	radius	of	each	individual	tree.	The	crown	
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perimeter	of	the	individual	tree	was	removed	from	the	circular	buffer	to	exclude	the	tree’s	

own	canopy	from	the	canopy	cover	fraction	of	its	neighborhood.	The	trees	per	hectare	

variable	is	calculated	from	all	the	trees	greater	than	5	meters	in	height	that	were	detected	

using	the	combined	lidar	point	cloud.	

	

2.2.2.2	Vegetation	indices		

	

We	downloaded	Landsat	Collection	2	Level	2	Tier	1	surface	reflectance	Landsat	data	

from	the	United	States	Geological	Survey	(USGS)	Earth	Explorer	website	for	path	42	and	

row	34.	We	computed	the	Normalized	Difference	Vegetation	Index	(NDVI)	and	Normalized	

Difference	Moisture	Index	(NDMI)	for	the	four	Landsat	scenes	temporally	nearest	

September	15,	2011,	to	obtain	initial	vegetation	conditions	in	late	summer	before	the	

2012-2016	drought.	NDVI	is	computed	by	taking	the	difference	of	Landsat’s	near	infrared	

and	red	bands	and	dividing	by	their	sum.	The	domain	of	NDVI	is	between	-1	and	1,	

inclusive,	where	1	represents	healthier	vegetation	with	high	reflectance	in	the	near	

infrared	and	low	reflectance	in	the	red	band.	Similarly,	NDMI	is	computed	by	taking	the	

difference	of	the	near	infrared	and	short	infrared	1	bands	and	diving	by	their	sum.	The	

domain	of	NDMI	is	also	between	-1	and	1,	inclusive,	where	1	represents	low	reflectance	in	

the	shortwave	infrared	1	band	which	corresponds	to	high	moisture.		

	

2.2.2.3	Evapotranspiration		
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We	generated	30-m	gridded	evapotranspiration	(ET)	data	for	each	water-year.	The	

water-year	begins	in	October	of	the	previous	calendar	year	and	goes	through	the	end	of	

September	of	the	given	water-year.	For	example,	the	2009	water-year	runs	from	October	

2008	through	September	2009.	To	create	the	gridded	ET	product,	we	collected	annual	

Landsat	NDVI	retrieved	from	Google	Earth	Engine	(Gorelick	et	al.,	2017)	for	each	water-

year	and	annual	ET	from	a	network	of	10	eddy	covariance	flux	towers	distributed	across	

California	(retrieved	from	https://www.ess.uci.edu/~california/).	For	each	of	the	10	eddy	

covariance	sites,	we	extracted	annual	NDVI	values	for	9	upwind	Landsat	pixels.	We	then	

created	a	regression	between	annual	NDVI	and	annual	ET	which	we	used	to	extrapolate	ET	

across	the	landscape	and	through	time	(R2	=	0.692).	This	method	for	generating	gridded	ET	

from	NDVI	was	originally	described	in	Goulden	(2012)	and	revised	in	Norlen	and	Goulden	

(2023).		

	

2.2.2.4	Granite	fraction		

	

	 We	computed	the	granite	fraction	within	20	meters	of	each	individual	treetop.	First,	

we	collected	the	NEON	canopy	height	model	raster	data	and	RGB	raster	data	derived	from	

NEON’s	hyperspectral	data	(both	at	1	meter	resolution).	We	assigned	a	pixel	as	granite	if	

the	canopy	height	was	less	than	0.5	m	and	the	luminosity	of	the	pixel	was	greater	than	0.20.	

For	each	individual	tree,	we	generated	a	20-m	circular	buffer.	The	granite	fraction	within	

each	buffer	was	used	for	the	granite	fraction	variable.	

	

2.2.2.5	Distance	from	rivers		
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	 We	downloaded	the	High-Resolution	National	Hydrography	Dataset	from	U.S.	

Geological	Survey	(2019)	for	region	1803	and	computed	the	distance	between	each	

individual	tree	and	the	nearest	river.		

	

2.2.2.6	Topography		

	

	 The	aspect	and	slope	variables	were	computed	from	the	NEON	digital	terrain	model	

(1	m	resolution).	We	used	the	raster	package	in	R	to	compute	the	aspect	and	the	slope	from	

the	digital	terrain	raster	data.	To	address	noise,	we	smoothed	the	aspect	and	slope	

calculations	as	follows.	First,	we	generated	10-m	circular	buffers	around	each	treetop	

location.	Then,	we	calculated	the	median	aspect	and	slope	within	each	10-m	buffer.	Since	

aspect	begins	at	0	radians	pointing	north	and	ends	again	at	North	at	2𝜋	radians,	we	

transformed	the	aspect	to	create	an	index	(1)	from	north	to	south,	𝐴#$,	and	(2)	from	east	to	

west,	𝐴%& .	We	computed	𝐴#$	and	𝐴%&	using	the	following	equations	where	𝑥	is	the	aspect	

in	radians:	

	

	

𝐴#$ = 0.5 cos 𝑥 + 0.5	

𝐴%& = 0.5 sin 𝑥 + 0.5	

(2.1)	

	

2.2.2.7	Climate	Variables		
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We	downloaded	Daymet	data	which	is	a	monthly-averaged	1-km	resolution	climate	

data	product.	We	computed	mean	annual	precipitation	before	(2009-2011)	and	percent	

change	during	the	drought	(2012-2016)	by	water-year.	Next,	we	computed	the	mean	dry	

season	temperature	before	and	difference	during	the	drought	using	the	same	water-years	

as	for	mean	annual	precipitation.		

Finally,	we	reasoned	that	warmer	winter	temperatures	may	melt	the	winter	

snowpack,	decreasing	the	available	water	during	the	dry	season.	In	addition,	warmer	

winter	temperatures	may	allow	for	more	endemic	bark	beetles	to	survive	the	winter,	

increasing	their	populations.	We	calculated	the	minimum	winter	temperature	during	and	

difference	during	the	drought	to	account	for	these	effects.		

	

2.2.3	Model	Setup	

	

2.2.3.1	Target	variable	

	

Ideally,	we	would	choose	whether	a	tree	died	during	the	drought	between	2012	and	

2016	to	capture	drought-induced	mortality.	However,	our	data	set	begins	in	2013	after	the	

drought	has	started,	and	the	2013	hyperspectral	dataset	is	incomplete	for	a	large	portion	of	

Lower	Teakettle.	Our	next	available	time	point	is	in	2017	which	has	complete	data	for	both	

sites.	Because	of	this,	we	use	whether	a	tree	is	dead	in	2017	as	our	target	variable.	The	

implication	is	that	we	assume	that	tree	mortality	prior	to	the	drought	is	low	enough	to	

ignore.		
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2.2.3.2	Feature	variables	

	

To	model	tree	mortality	risk,	we	use	6	metrics	of	vegetation	traits,	5	metrics	

corresponding	to	topography,	and	6	metrics	of	climate	data	(Table	2.1).	For	the	combined	

dataset	(trees	from	both	Soaproot	Saddle	and	Lower	Teakettle),	we	computed	the	2nd-	and	

98th-percentile	of	each	feature	variable.	Those	represent	the	lower	and	upper	limits	of	the	

scalebar	in	Figures	2.2	and	2.3	which	show	the	mapped	feature	variables	for	Soaproot	

Saddle	and	Lower	Teakettle,	respectively.	For	example,	panel	(a)	showing	tree	height	for	

Soaproot	Saddle	in	Figure	2.2	and	Lower	Teakettle	in	Figure	2.3	uses	the	same	scale	bar.	

We	calculated	the	lower	boundary	and	upper	boundary	of	the	domain	for	each	variable	

using	the	2nd	and	98th	percentile	of	each	feature	from	the	entire	dataset.	These	percentiles	

for	each	site	and	the	combined	dataset	are	shown	in	Table	B.1.	The	original	resolution	of	

the	feature	variables	varies,	so	we	aggregated	each	one	from	the	scale	of	the	individual	tree	

to	the	Landsat	coordinate	reference	system	and	resolution	(30	meters)	for	visualization.		

	
	
	
	
	
	
Table	2.1	
	
The	feature	variables	used	to	model	tree	mortality	risk	in	Chapter	2.	
	
Feature	variable	 Resolution	 Source	 Ecological	rationale	
Tree	height	(2013)	 <	1	m	 Derived	from	NEON	

lidar	
Beetles	select	for	larger	trees	
later	in	the	drought.	Larger	
trees	have	higher	water	
demands.	
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Canopy	cover	within	
20	meters	(2013)	

1	m	 Derived	from	NEON	
canopy	height	
models	

Higher	canopy	cover	may	offer	
increased	latent	cooling.	

Trees	per	hectare	
(2013)	

30	m	 Derived	from	NEON	
lidar	

Closer	trees	may	compete,	and	
high	tree	population	density	
may	increase	risk	of	bark	
beetle	infestation.	

NDVI	before	the	
drought	(2011)	
	

30	m	 Derived	from	
Landsat	

Healthier	vegetation	prior	to	
the	drought	may	be	more	
likely	to	survive.	

NDMI	before	the	
drought	(2011)	

30	m	 Derived	from	
Landsat	

Vegetation	with	more	leaf	
moisture	and	more	moisture	
in	the	surrounding	soil	may	be	
more	sensitive	to	water	
deficits.	

Evapotranspiration	
before	the	drought	
(2009-2011)	

30	m	 Derived	from	
Landsat	by	Norlen	
and	Goulden	(2023)	

Evapotranspiration	prior	to	
the	drought	may	indicate	the	
moisture	overdraft	during	
water	deficits.	

Granite	fraction	
within	20	m	

1	m	 Derived	from	NEON	
canopy	height	
models	and	
hyperspectral	data	

Granite	outcrops	may	indicate	
poor	soil	quality	and	higher	
sensible	heating.	

Distance	to	rivers	
(m)	

<	1	m	 Derived	from	NEON	
lidar	and	the	
National	
Hydrography	
Dataset	

Trees	further	from	rivers	may	
be	more	water-stressed	but	
may	also	be	more	adapted	to	
drier	conditions.	

Slope	 1	m	 Derived	from	NEON	
lidar	digital	terrain	
model	

Steep	slopes	may	be	
associated	with	relatively	
cooler	conditions	at	low	
elevations	but	poorer	soil	
quality	and	higher	runoff.	

North-south	aspect	 1	m	 Derived	from	NEON	
lidar	digital	terrain	
model	

Southern	slopes	receive	more	
solar	radiation	during	the	day	
and	may	become	more	water	
stressed.	However,	vegetation	
on	southern	slopes	may	also	
be	adapted	for	drier	
conditions.	

East-west	aspect	 1	m	 Derived	from	NEON	
lidar	digital	terrain	
model	

Because	of	the	westerlies,	
storm	systems	moving	over	
the	Sierra	Nevada	typically	
move	from	west	to	east.	As	air	
parcels	are	pushed	up	
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mountains,	they	condense	and	
rain	on	western	slopes	leaving	
a	rain	shadow	(or	dry	
conditions)	on	eastern	slopes.	

Annual	mean	
precipitation	before	
and	fraction	of	
baseline	annual	
mean	precipitation	
during	the	drought	

1	km	 Daymet	 The	typical	amount	of	water	
inputs	to	the	system	may	drive	
species	distributions.	The	
magnitude	of	the	drought	
perturbation	may	affect	areas	
differently	depending	on	the	
baseline	water	inputs.	

Dry	season	
(summer	and	fall)	
mean	temperature	
before	and	
difference	during	
the	drought	

1	km	 Daymet	 Dry	season	temperatures	
exacerbate	water	stress	
during	drought	conditions.	

Winter	mean	
monthly	minimum	
temperature	before	
and	difference	
during	the	drought	

1	km	 Daymet	 Cooler	winter	temperatures	
lead	to	increased	fraction	of	
precipitation	that	is	snow	and	
increases	the	longevity	of	the	
winter	snowpack	which	
provides	dry	season	moisture.	
Warmer	winter	temperatures	
allow	for	greater	numbers	of	
bark	beetles	to	survive.	
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Figure	2.2.	Feature	variables	for	Soaproot	Saddle.	We	show	the	17	feature	variables	used	

in	our	model	to	predict	tree	mortality	risk.	We	computed	the	2nd-	and	98th-percentiles	of	

each	variable	from	the	full	feature	data	set	including	both	Soaproot	Saddle	and	Lower	

Teakettle	at	the	level	of	the	individual	tree	to	choose	the	lower	and	upper	boundary	cut-

offs.	

	

a.		Tree	height

	
	

	

b.		Canopy	cover	fraction

Lower
boundary

c.		Trees	per	hectare

Upper
boundary

d.		Pre-drought	NDVI e.		Pre-drought	NDMI

f.		Mean	annual	ET g.		Granite	fraction h.		Distance	to	rivers i.		Slope j.		South-to-north	aspect

k.		West-to-east	aspect l.		Mean	annual	precip.	
			(baseline)

m.		Fraction	of	baseline
					mean	annual	precip.	
					during	drought

n.		Dry	season	temp.	
				(baseline)

o.		Change	in	dry	season	
				temp.		during	drought

p.		Mean	winter	min.		temp.	
				(baseline)

q.		Change	in	mean	winter	
				min.		temp.		during	drought
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Figure	2.3.	Feature	variables	for	Lower	Teakettle.	We	show	the	17	feature	variables	used	

in	our	model	to	predict	tree	mortality	risk.	We	computed	the	2nd-	and	98th-percentiles	of	

each	variable	from	the	full	feature	data	set	including	both	Soaproot	Saddle	and	Lower	

Teakettle	at	the	level	of	the	individual	tree	to	choose	the	lower	and	upper	boundary	cut-

offs.	

	

a.		Tree	height

	
	

	

Lower
boundary

b.		Canopy	cover
fraction

c.		Trees	per	hectare

Upper
boundary

d.		Pre-drought	NDVI e.		Pre-drought	NDMI

f.		Mean	annual	ET
(2009-2011)

g.		Granite	fraction h.		Distance	to	rivers i.		Slope j.		South-to-north	aspect

k.		West-to-east	
				aspect

l.		Mean	annual	precip.	
		(baseline)

m.		Fraction	of	baseline	
					mean	annual	precip.	
					during	drought

n.		Dry	season	temp.	
				(baseline)

o.		Change	in	dry	season	
				temp.		during	drought
				

p.		Mean	winter	min.		temp.	
				(baseline)

q.		Change	in	mean	winter	
				min.		temp.		during	drought
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2.2.3.3	Training,	validation,	and	test	data	

	

We	set	a	seed	for	reproducibility	and	randomly	split	our	data	set	into	an	60/20/20	

training,	validation,	and	testing	data	sets.	Some	trees	in	the	test	data	set	may	be	near	trees	

in	the	training	and	validation	data	sets	and	may	yield	overly	optimistic	results	on	the	test	

data	due	to	spatial	autocorrelation.	Next,	because	the	classes	are	not	evenly	represented	in	

the	original	data	set,	a	random	split	yields	a	training	data	set	with	uneven	live	and	dead	

classes.	Uneven	training	classes	may	lead	to	a	bias	in	the	model	whereby	the	model	favors	

the	larger	class	and	performs	poorly	on	the	smaller	class.	Because	of	the	imbalance	in	the	

live	and	dead	classes	(about	68%	compared	to	32%),	a	model	may	overfit	to	the	live	class	if	

the	training	and	validation	data	are	not	resampled.	To	explore	potential	biases	from	class	

imbalances	and	their	remedies,	we	completed	two	resampling	strategies	including	(1)	no	

resampling	and	(2)	resampling	to	equalize	the	number	of	live	and	dead	trees.	To	weight	

each	example	in	each	class	as	evenly	as	possible,	we	replicated	the	class	examples	as	many	

times	as	needed	before	randomly	sampling	for	the	remaining	amount	under	100%.	For	

example,	if	a	class	needed	to	be	increased	by	150%,	we	replicated	the	data	set	once	(for	the	

100%)	and	then	randomly	sampled	without	replacement	for	the	remaining	50%.		

We	completed	both	resampling	schemes	at	three	levels	of	data	inclusion:	(A)	the	full	

data	set,	(B)	data	from	Soaproot	Saddle	only,	and	(C)	data	from	Lower	Teakettle	only.	The	

two	resampling	strategies	across	three	levels	of	site	inclusion	make	for	a	total	of	six	

resampled	data	sets.	The	number	of	trees	without	resampling	and	with	resampling	for	even	

classes	are	shown	in	Table	2.2	for	each	site	and	the	combined	dataset.	The	original	split	at	

Soaproot	Saddle	is	already	approximately	equal	in	number	for	both	classes.	At	Lower	
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Teakettle,	the	number	of	trees	in	the	dead	class	is	about	one	quarter	of	the	total	number	of	

trees.	In	the	combined	dataset,	about	one	third	of	the	trees	are	dead.	The	numbers	in	

parentheses	indicate	the	class	fraction.	

	

Table	2.2	

The	total	number	of	trees	in	the	training	data	set	for	each	resampling	strategy	and	site	

	 No	resampling	 Resampling	live	and	dead	classes	
only	

Class	 Dead	 Live	 Total	 Dead	 Live	 Total	
Both	sites	 194,052	

(0.32)	
409,675	
(0.68)	

603,727	 409,675	
(0.50)	

409,675	
(0.50)	

819,350	

Soaproot	
Saddle	only	

81,508	
(0.50)	

81,051	
(0.50)	

162,559	 81,508	
(0.50)	

81,508	
(0.50)	

163,016	

Lower	
Teakettle	
only	

112,544	
(0.26)	

328,624	
(0.74)	

441,168	 328,624	
(0.50)	

328,624	
(0.50)	

657,248	

	

2.2.3.4	Null	models	

	

To	help	assess	model	skill,	we	introduce	two	null	models.	In	the	first	null	model	

(Null	Model	I),	we	guess	that	all	the	trees	belong	to	the	larger	class	(either	live	or	dead).	In	

the	second	model,	we	guess	that	trees	belong	to	this	larger	class	with	probability	p	

corresponding	to	the	fraction	of	the	total	represented	by	the	larger	class.	Since	the	same	

reasoning	holds	if	the	classes	are	equal,	the	resulting	null	model	class	and	overall	

accuracies	apply	to	any	of	the	training	datasets	shown	in	Table	2.2.				

Let	0.5 < 𝑝	 ≤ 1	be	the	fraction	of	the	larger	class	which	means	1 − 𝑝 < 0.5	is	the	

fraction	of	the	smaller	class.	Let	the	total	number	of	trees	in	both	classes	be	𝑁.	Then,	the	

larger	class	has	𝑁𝑝	trees	and	the	smaller	class	has	𝑁(1 − 𝑝).	In	Null	Model	I,	we	consider	a	
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case	where	we	guess	that	all	the	trees	belong	to	the	larger	of	the	two	classes.	The	

theoretical	confusion	matrix	is	shown	in	Table	2.3.	We	choose	the	live	class	to	be	in	the	

position	of	the	larger	class	because	the	number	of	trees	in	the	live	class	is	equal	or	greater	

than	that	of	the	dead	class	in	this	study.	

	

Table	2.3	

Theoretical	confusion	matrix	and	class	accuracies	for	guessing	all	examples	belong	to	the	

larger	class	

	 Modeled	dead	 Modeled	live	 Class	accuracy	
Labeled	dead	 0	 𝑁(1 − 𝑝)	 0

0 + 𝑁(1 − 𝑝) = 0	

Labeled	live	 0	 𝑁𝑝	 𝑁𝑝
0 + 𝑁𝑝 = 1	

	

The	class	accuracy	for	the	dead	class	is	0	or	0%	while	the	class	accuracy	for	the	live	class	

(the	class	that	is	equal	or	greater	in	number)	is	1	or	100%.	The	overall	accuracy	of	this	

model	is	represented	by	

	

0 ∙ 𝑁(1 − 𝑝) + 1 ∙ 𝑁𝑝
𝑁 = 𝑝	

	

(2.2)	

	

If	we	guess	all	the	trees	are	live	(the	class	equal	or	greater	in	number),	we	can	expect	that	

the	class	accuracy	for	dead	trees	will	be	0%	and	the	class	accuracy	for	the	live	trees	will	be	
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100%.	This	yields	an	overall	accuracy	of	𝑝 ∙ 100%.	By	the	same	reasoning,	this	argument	

also	holds	if	𝑝 = 0.5	and	therefore	1 − 𝑝 = 0.5	and	the	classes	are	equal.	

Next,	we	introduce	Null	Model	II.	In	Null	Model	II,	we	guess	a	tree	belongs	to	the	

equal	or	larger	class	𝑝 ∙ 100%	of	the	time.	Table	2.4	shows	the	confusion	matrix	and	

corresponding	class	accuracy	for	Null	Model	II.	

	

Table	2.4	

Theoretical	confusion	matrix	and	class	accuracies	for	guessing	examples	belong	to	the	equal	

or	larger	class	with	probability	𝑝		

	 Modeled	dead	 Modeled	live	 Class	accuracy	

Labeled	dead	 𝑁(1 − 𝑝)(1 − 𝑝)	 𝑁(1 − 𝑝)𝑝	 𝑁(1 − 𝑝)(1 − 𝑝)
𝑁(1 − 𝑝)(1 − 𝑝) + 𝑁(1 − 𝑝)𝑝 = 1 − 𝑝	

Labeled	live	 𝑁𝑝(1 − 𝑝)	 𝑁𝑝 ∙ 𝑝	 𝑁𝑝 ∙ 𝑝
𝑁𝑝(1 − 𝑝) + 𝑁𝑝 ∙ 𝑝 = 𝑝	

	

The	theoretical	class	accuracy	for	dead	trees	would	be	1 − 𝑝	and	for	live	trees,	𝑝.	

The	overall	accuracy	expected	in	Null	Model	II	is	given	by	the	following:	

	

𝑁(1 − 𝑝)(1 − 𝑝) + 𝑁𝑝 ∙ 𝑝
𝑁 = (1 − 𝑝)! + 𝑝!	

(2.3)	

	

If	the	classes	are	balanced	so	that	𝑝 = 0.5,	the	class	accuracies	would	both	be	0.50	and	the	

overall	accuracy	would	also	be	0.50.		
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Using	the	right-hand	side	of	Equations	(2.2)	and	(2.3),	we	show	the	theoretical	class	

and	overall	accuracies	that	would	be	achieved	from	Null	Model	I	and	Null	Model	II.	Our	

models	need	to	outperform	these	null	models	to	be	considered	better	than	only	guessing	

the	majority	class	or	randomly	guessing	based	on	the	fraction	of	dead	trees.		

	

Table	2.5	

The	class	accuracies	and	total	accuracy	for	Null	Model	I	and	Null	Model	II	

	 Null	Model	I:	
Guess	all	trees	belong	to	the	live	
class	(the	equal	or	larger	of	the	two	
classes)	

Null	Model	II:	
Guess	a	tree	belongs	to	the	live	class	
with	probability	𝑝	where	𝑝	is	the	
fraction	corresponding	to	the	live	
class	

	 Class	
accuracy	
for	dead	
trees	

Class	
accuracy	
for	live	
trees	

Total	
accuracy	

Class	
accuracy	
for	dead	
trees	

Class	
accuracy	
for	live	
trees	

Total	
accuracy	

Both	sites,	
no	
resampling	

0.00	 1.00	 0.68	 0.32	 0.68	 0.56	

Soaproot	
Saddle,	no	
resampling	

0.00	 1.00	 0.50	 0.50	 0.50	 0.50	

Lower	
Teakettle,	
no	
resampling	

0.00	 1.00	 0.74	 0.26	 0.74	 0.62	

Both	sites,	
even	
classes	

0.00	 1.00	 0.50	 0.50	 0.50	 0.50	

Soaproot	
Saddle,	
even	
classes	

0.00	 1.00	 0.50	 0.50	 0.50	 0.50	

Lower	
Teakettle,	
even	
classes	

0.00	 1.00	 0.50	 0.50	 0.50	 0.50	
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2.2.3.5	Model	and	hyperparameters	

	

We	used	the	extreme	gradient	boosting	package	(xgboost)	and	R,	version	4.1.2,	to	

model	tree	mortality	as	a	binary	variable	from	our	feature	variables.	Extreme	gradient	

boosting	is	a	method	first	described	by	Chen	and	Guestrin	(2015).	Subsequent	decision	

trees	are	used	in	an	iterative	process	to	fit	the	model	using	a	loss	function	(Chen	&	

Guestrin,	2015).	Different	activation	functions	can	be	used	for	the	final	classification.	We	

used	the	softmax	function	which	gives	an	estimated	likelihood	of	an	example	belonging	to	

each	class.	The	class	likelihoods	are	nonnegative	and	must	sum	to	one.		

There	are	several	model	hyperparameters	to	select	when	running	an	extreme	

gradient	boosting	model.	We	held	the	learning	rate	constant	at	0.01	and	the	number	of	

rounds	constant	at	1000	for	all	the	models.	For	the	remaining	hyperparameters,	we	

completed	a	grid	search	and	varied	the	following:	

a. Maximum	tree	depth	from	a	value	of	1	through	12,	increasing	by	1,	

b. The	number	of	features	sampled	in	each	step	of	the	model	(0.6,	0.8,	1.0),	

c. The	fraction	of	examples	from	the	training	set	that	were	used	in	each	step	of	the	

model	(0.4,	0.6,	and	0.8),	

d. The	value	of	gamma	(minimum	loss	reduction	required	to	add	another	node	to	a	

branch	of	a	decision	tree)	for	values	4,	8,	and	12,	

e. The	value	of	the	L2	regularization	term	for	values	0,	1,	and	2,		

f. The	value	of	the	L1	regularization	term	for	values	0,	1,	and	2.	
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Since	the	L1	and	L2	regularization	terms	are	used	in	a	similar	way	by	adding	a	term	to	the	

loss	function	to	prevent	overfitting,	we	only	varied	one	of	them	at	a	time.	This	means	that	

we	explored	12	maximum	depths,	3	fractions	of	feature	sampling,	3	fractions	of	examples	

used	in	successive	steps	of	the	model,	3	terms	for	gamma,	and	6	regularization	terms.	In	

total,	we	explored	1296	model	hyperparameter	combinations	for	each	of	the	six	

resampling	and	data	inclusion	strategies.		

To	choose	the	best	model	from	the	hyperparameter	search,	we	computed	the	

Matthew’s	correlation	coefficient	(MCC)	on	the	confusion	matrix	values	of	the	validation	

data	set.	The	MCC	is	computed	as	follows:	

	

𝑀𝐶𝐶 =
𝑇𝑃 ∙ 𝑇𝑁 − 𝐹𝑃 ∙ 𝐹𝑁

N(𝑇𝑃 + 𝐹𝑃)(𝑇𝑃 + 𝐹𝑁)(𝑇𝑁 + 𝐹𝑃)(𝑇𝑁 + 𝐹𝑁)
	

(2.4)	

	

where	TP	is	the	number	of	true	positives	(accurately	identified	dead	trees),	TN	is	the	

number	of	true	negatives	(accurately	identified	live	trees),	FP	are	the	false	positives	

(inaccurately	classified	as	dead	trees),	and	FN	are	the	false	negatives	(inaccurately	

classified	as	live	trees)	and	the	domain	of	the	MCC	is	between	-1	and	1,	inclusive.	Using	the	

confusion	matrices	of	the	null	models,	it	can	be	shown	that	the	MCC	for	Null	Model	I	and	

Null	Model	II	are	both	0.	For	the	purposes	of	computing	the	MCC,	the	choice	of	whether	to	

call	the	live	class	the	positives	or	the	dead	class	the	positives	is	arbitrary.	

We	found	that	when	we	chose	the	model	with	the	highest	MCC	on	the	validation	

data	set	(𝑀𝐶𝐶'()*+)	,	the	training	accuracy	could	still	be	as	much	as	5%	higher	than	the	
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validation	dataset	accuracy.	This	indicates	that	our	model	was	overfitting	to	the	training	

data.	To	account	for	this,	we	filtered	out	any	results	from	the	hyperparameter	search	where	

the	difference	between	the	training	accuracy	and	validation	accuracy	was	0.5%	or	greater	

before	selecting	the	model	hyperparameter	combination	with	the	highest	MCC	score	on	the	

validation	dataset.	We	show	the	spread	of	the	model	training	and	validation	accuracy	

across	the	hyperparameter	search	for	each	maximum	depth	in	Figure	2.4.	Each	point	and	

error	bar	in	the	panels	of	Figure	2.4	represents	108	models	from	the	hyperparameter	

search.			

	

Figure	2.4.	The	training	and	validation	accuracies	for	the	hyperparameter	search	are	

shown	for	maximum	tree	depths	from	1	to	12.	The	training	accuracies	are	shown	in	gold,	

d. Soaproot Saddle, Resampled e. Lower Teakettle, Resampled f. Both Sites, Resampled

a. Soaproot Saddle, No Resampling b. Lower Teakettle, No Resampling c. Both Sites, No Resampling
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and	the	validation	accuracies	are	shown	in	dark	blue.	Error	bars	represent	the	middle	95%	

of	the	accuracies	for	the	hyperparameter	search.	We	performed	the	same	hyperparameter	

search	for	each	resampling	and	data	inclusion	option	including	a.	data	from	Soaproot	

Saddle	only	and	no	resampling,	b.	data	from	Lower	Teakettle	only	and	no	resampling,	c.	

data	from	both	sites	and	no	resampling,	d.	data	from	Soaproot	Saddle	only	and	resampling	

to	even	the	number	of	live	and	dead	trees,	e.	data	from	Lower	Teakettle	only	and	

resampling	to	even	the	number	of	live	and	dead	trees,	and	f.	data	from	both	sites	and	

resampling	to	even	the	number	of	live	and	dead	trees.	

	

2.2.3.6	Model	Selection	

	

In	Table	2.6,	we	show	the	training	and	validation	accuracies	for	the	best	model	of	

each	of	the	6	experiments.	We	also	compute	the	MCC	for	the	training	and	validation	

datasets	and	compute	the	relative	gain	in	validation	accuracy	over	the	theoretical	

accuracies	of	the	null	models.	To	compute	the	relative	gain	in	validation	accuracy,	we	

computed	the	following:	

	

𝐺 = 	
𝐴𝑐𝑐'()*+ − 𝐴𝑐𝑐,-))

𝐴𝑐𝑐,-))
	

(2.5)	

	

where	𝐺	is	the	relative	gain,	𝐴𝑐𝑐'()*+ 	is	the	validation	accuracy,	and	𝐴𝑐𝑐,-)) 	is	the	

theoretical	accuracy	of	the	null	model.	
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Table	2.6	

Accuracy	metrics	for	each	of	the	six	resampling	and	data	inclusion	strategies.	

	 Training	
accuracy	

Training	
MCC	

Validation	
accuracy	

Validation	
MCC	

Relative	
gain	
over	Null	
Model	1	

Relative	
gain	over	
Null	
Model	II	

Soaproot	
Saddle,	not	
resampled	

0.74	 0.49	 0.74	 0.48	 0.47	 0.47	

Soaproot	
Saddle,	
resampled	
to	even	the	
classes	

0.74	 0.48	 0.74	
	
	
	

0.48	 0.48	 0.47	

Both	sites,	
not	
resampled	

0.76	 0.39	 0.75	 0.38	 0.11	 0.33	

Both	sites,	
resampled	
to	even	the	
classes		

0.68	 0.36	 0.67	 0.36	 0.34	 0.34	

Lower	
Teakettle,	
resampled	
to	even	the	
classes	

0.61	 0.22	 0.61	 0.22	 0.21	 0.21	

Lower	
Teakettle,	
not	
resampled	

0.76	 0.20	 0.75	 0.17	 0.01	 0.22	

	

The	models	that	only	used	training	and	validation	data	from	Soaproot	Saddle	

performed	the	best.	The	training	data	for	Soaproot	Saddle	before	and	after	resampling	are	

very	similar,	since	the	classes	are	almost	even	in	number	before	resampling.	The	models	

achieve	a	74%	accuracy	on	both	the	training	and	validation	datasets	which	is	a	47-48%	

gain	over	the	null	models.		
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The	model	experiment	with	the	next	best	MCC	score	on	the	validation	dataset	is	the	

combined	site	with	no	resampling.	The	training	and	validation	accuracies	for	this	model	are	

both	74%	compared	with	null	model	accuracies	of	68%	(guessing	all	trees	are	live)	and	

56%	(guessing	live	trees	with	probability	p)	which	corresponds	to	a	gain	of	9-31%.	

However,	this	model	underpredicts	the	dead	class	of	trees	with	a	class	accuracy	of	35%	

compared	with	a	class	accuracy	for	live	trees	of	95%	(shown	in	Table	2.7).	The	pattern	of	

having	a	low	class	accuracy	for	the	smaller	class	and	very	high	class	accuracy	for	the	larger	

class	is	similar	to	Null	Model	I	(guessing	all	trees	are	live).		

	We	attempted	to	avoid	the	class	bias	of	Null	Model	I	with	the	next	best	sampling	

scheme	as	rated	by	the	validation	MCC.	In	the	dataset	with	both	sites	where	we	resampled	

to	even	the	classes,	we	found	a	training	and	validation	accuracy	of	63%.	Since	the	

theoretical	null	model	accuracies	for	this	setup	are	both	50%,	this	is	a	gain	of	26%.	The	

confusion	matrix	for	this	model	setup	is	shown	in	Table	2.7,	part	b,	where	we	show	the	true	

positives	and	true	negatives	both	outweigh	the	errors.	The	class	accuracies	are	closer	

together	with	a	class	accuracy	for	dead	trees	of	55%	and	an	accuracy	of	80%	for	live	trees.		

The	worst-performing	models	only	used	data	from	Lower	Teakettle.	Our	resampled	

model	to	even	the	classes	of	the	Lower	Teakettle	data	achieved	an	accuracy	of	58%	(a	gain	

of	16%	over	the	null	models)	and	shows	class	accuracies	over	50%	for	both	classes	(55%	

and	68%	for	dead	and	live,	respectively).	While	the	Lower	Teakettle	model	with	the	

original	data	achieved	an	accuracy	of	74%,	the	class	accuracy	for	dead	trees	is	low	(10%)	

and	is	very	similar	to	Null	Model	I.		
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Table	2.7	

Confusion	matrices	and	class	accuracies	for	a.	no	resampling	and	b.	resampling	to	even	the	

number	of	live	and	dead	trees	for	the	training	and	validation	datasets	for	both	sites,	data	

from	Soaproot	Saddle	only,	and	data	from	Lower	Teakettle	only	

	

a. No	resampling	 Training	data		 Validation	data	

Modeled	
dead	

Modeled	
live	

Class	
accuracy	

Modeled	
dead	

Modeled	
live	

Class	
accuracy	

Both	
sites	

Labeled	
dead	

68,344	 125,708	 0.35	 22,372	 42,651	 0.34	

Labeled	
live	

21,763	 387,912	 0.95	 7,494	 128,725	 0.94	

Soaproot	
Saddle	
only	

Labeled	
dead	

57,453	 24,055	 0.70	 19,072	 8,241	 0.70	

Labeled	
live	

17,917	 63,134	 0.78	 5,938	 20,723	 0.77	

Lower	
Teakettle	
only	

Labeled	
dead	

11,639	 100,905	 0.10	 3,528	 34,182	 0.09	

Labeled	
live	

5,210	 323,414	 0.98	 1,976	 107,582	 0.98	

b. Resampling	to	
even	classes		

Training	data	
	

Validation	data	

Modeled	
dead	

Modeled	
live	

Class	
accuracy	

Modeled	
dead	

Modeled	
live	

Class	
accuracy	

Both	
sites	

Labeled	
dead	

229,114	 180,531	 0.56	 75,914	 61,360	 0.55	

Labeled	
live	

84,159	 325,516	 0.79	 28,325	 107,894	 0.79	

Soaproot	
Saddle	
only	

Labeled	
dead	

57,405	 24,103	 0.70	 19,042	 8,271	 0.70	

Labeled	
live	

17,988	 63,520	 0.78	 5,962	 20,849	 0.78	

Lower	
Teakettle	
only	

Labeled	
dead	

180,286	 148,338	 0.55	 59,623	 50,489	 0.54	

Labeled	
live	

107,063	 221,561	 0.67	 35,955	 73,603	 0.67	
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	 We	combined	the	training	and	validation	datasets	for	each	of	the	six	resampling	and	

data	inclusion	experiments	and	trained	a	model	on	this	combined	dataset	representing	

80%	of	the	total	data	in	the	study.	We	used	the	unique	set	of	optimal	hyperparameters	that	

we	found	for	each	of	the	six	resampling	schemes.	The	optimal	hyperparameters	for	each	

resampling	scheme	are	shown	in	Table	2.8.	

	

Table	2.8	

The	optimal	hyperparameters	for	each	model	resampling	scheme	

	 Not	resampled	 Resampled	for	even	classes	
Hyperparameter	 Both	

sites	
Soaproot	
Saddle	

Lower	
Teakettle	

Both	
sites	

Soaproot	
Saddle	

Lower	
Teakettle	

Maximum	depth	 9	
	

5	 11	 8	 4	 4	

Fraction	of	
feature	
variables	

0.6	 0.6	 1.0	 0.6	 1.0	 1.0	

Fraction	of	
training	data	

0.8	
	

0.4	 0.8	 0.4	 0.4	 0.6	

Gamma	 8	
	

8	 8	 12	 4	 8	

L1	
regularization	
(alpha)	

0	
	

0	 0	 0	 0	 0	

L2	
regularization	
(lambda)	

1	 1	 1	 1	 1	 1	

	

2.2.3.7	Mortality	fraction	and	expected	mortality	fraction	maps	

	

	 To	visualize	the	modeled	mortality	risk,	we	aggregated	the	tree	mortality	estimates	

to	the	coordinate	reference	system	and	resolution	of	Landsat	data	(30-meter	resolution).	

We	computed	mortality	fraction	in	two	ways.	The	first	way,	which	we	refer	to	as	the	
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mortality	fraction,	is	to	compute	the	number	of	dead	trees	from	the	total	number	of	trees	in	

each	pixel.	The	second	way,	which	we	refer	to	as	the	expected	mortality	fraction,	

incorporates	the	estimated	likelihood	of	belonging	to	each	class	produced	by	the	model’s	

softmax	function.	For	each	pixel,	we	sum	the	estimated	likelihood	of	belonging	to	the	dead	

class	over	the	total	number	of	trees.	In	other	words,	we	compute	the	expected	mortality	

fraction	for	pixel	(𝑖, 𝑗),	

𝜇*,/ =
1
𝑁*,/

T𝑥*,/,0

#!,#

01"

	

(6)	

	

where	𝑖	and	𝑗	are	the	indices	for	each	pixel	corresponding	to	the	𝑥-	and	𝑦-direction,	𝑁*,/ 	is	

the	number	of	trees	in	the	pixel	(𝑖, 𝑗),	and	0 ≤ 𝑥*,/,0 ≤ 1	refers	to	the	estimated	likelihood	

that	the	𝑘th	tree	in	pixel	(𝑖, 𝑗)	is	dead.	In	cases	where	the	tree	is	classified	as	alive,	the	

estimated	likelihood	of	the	tree	being	dead	falls	on	the	interval	[0,	0.5).	

	

2.3	Results	

	

2.3.1	Best	fit	accuracy	and	confusion	matrices	

	

	 For	the	best	fit	models	and	maps	shown	in	the	results,	we	combined	the	training	and	

validation	dataset	into	one	large	training	dataset	representing	80%	of	the	examples.	We	fit	

the	models	using	the	optimal	parameters	that	we	found	for	each	resampling	scheme	and	

test	them	against	the	dataset	set	we	held	out	for	testing	(20%)	which	was	not	used	in	
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earlier	parts	of	our	analysis.	The	testing	dataset	is	not	resampled.	The	training	and	test	

dataset	accuracies	and	MCC	values	are	shown	in	Table	2.9	along	with	the	relative	gain	over	

the	null	models	with	respect	to	the	test	accuracy.	

	

Table	2.9	

The	training	(80%	using	the	combined	training	and	validation	datasets)	and	test	(20%)	

accuracy	is	shown	for	the	best	fit	model	for	each	resampling	scheme.	The	relative	gain	over	

the	null	models	is	computed	relative	to	the	test	accuracy.	

	 Training	
accuracy	

Training	
MCC	

Test	
accuracy	

Test	MCC	 Relative	
gain	over	
Null	
Model	1	

Relative	
gain	over	
Null	
Model	II	

Soaproot	
Saddle,	not	
resampled	

0.74	 0.49	 0.74	 0.47	 0.47	 0.47	

Soaproot	
Saddle,	
resampled	
to	even	the	
classes	

0.74	 0.48	 0.74	 0.47	 0.47	 0.47	

Both	sites,	
not	
resampled	

0.76	 0.39	 0.75	 0.38	 0.11	 0.33	

Both	sites,	
resampled	
to	even	the	
classes		

0.68	 0.37	 0.72	 0.35	 0.43	 0.43	

Lower	
Teakettle,	
resampled	
to	even	the	
classes	

0.61	 0.22	 0.64	 0.20	 0.28	 0.28	

Lower	
Teakettle,	
not	
resampled	

0.76	 0.20	 0.76	 0.18	 0.02	 0.22	

	



 

76 
 

Table	2.10	

Confusion	matrices	for	the	combined	training	and	validation	dataset	used	to	train	the	final	

models	(80%)	and	testing	(20%)	datasets.	

a. No	resampling	 Combined	training	and	validation	
data	used	for	training	(80%)	

Testing	data	(held	out	dataset	
representing	20%	of	total)	

Modeled	
dead	

Modeled	
live	

Class	
accuracy	

Modeled	
dead	

Modeled	
live	

Class	
accuracy	

Both	
sites	

Labeled	
dead	

91,801	 167,274	 0.35	 22,355	 42,198	 0.35	

Labeled	
live	

29,322	 516,572	 0.95	 7,698	 128,992	 0.94	

Soaproot	
Saddle	
only	

Labeled	
dead	

77,047	 31,774	 0.71	 18,906	 8,148	 0.70	

Labeled	
live	

23,947	 83,765	 0.78	 6,093	 20,944	 0.77	

Lower	
Teakettle	
only	

Labeled	
dead	

15,948	 134,306	 0.11	 3,696	 33,803	 0.10	

Labeled	
live	

7,162	 431,020	 0.98	 2,082	 107,571	 0.98	

b. Resampling	to	
even	classes		

Combined	training	and	validation	
data	used	for	training	(80%)	

Testing	data	(held	out	dataset	
representing	20%	of	total)	

Modeled	
dead	

Modeled	
live	

Class	
accuracy	

Modeled	
dead	

Modeled	
live	

Class	
accuracy	

Both	
sites	

Labeled	
dead	

306,659	 240,290	 0.56	 35,822	 28,731	 0.55	

Labeled	
live	

111,889	 434,005	 0.80	 28,582	 108,108	 0.79	

Soaproot	
Saddle	
only	

Labeled	
dead	

76,672	 32,149	 0.70	 18,848	 8,206	 0.70	

Labeled	
live	

24,102	 84,217	 0.78	 6,078	 20,959	 0.78	

Lower	
Teakettle	
only	

Labeled	
dead	

239,731	 199,005	 0.55	 20,546	 16,953	 0.55	

Labeled	
live	

142,278	 295,904	 0.68	 35,840	 73,813	 0.67	

	

	 In	Table	2.10,	we	show	the	confusion	matrices	for	each	of	the	resampling	schemes	

for	the	training	and	test	dataset.	The	performance	is	comparable	to	what	we	saw	for	the	
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comparison	between	the	training	and	validation	datasets	in	section	2.2.3.6	for	model	

selection.	

	

2.3.2	Mortality	fraction	maps	

	

	 The	mortality	fraction	computed	using	the	number	of	dead	trees	over	the	total	

number	of	trees	in	each	pixel	with	at	least	one	tree	is	shown	for	each	resampling	scheme	in	

Figure	2.5	for	Soaproot	Saddle	and	Figure	2.6	for	Lower	Teakettle.	In	both	Figures	2.5	and	

2.6,	the	models	are	shown	in	panels	a.	through	f.,	while	the	reference	map	computed	from	

the	observations	is	shown	in	panel	g.	The	first	column	shows	the	result	for	training	on	data	

from	Soaproot	Saddle	only,	while	the	second	and	third	column	show	the	result	of	training	

on	Lower	Teakettle	only	and	data	from	both	sites	in	the	third	column.	The	first	row	shows	

the	results	for	data	which	was	not	resampled,	whereas	the	second	row	shows	the	results	

for	data	that	was	resampled	to	even	the	number	of	examples	of	live	and	dead	trees.	The	

difference	maps	for	Soaproot	Saddle	and	Lower	Teakettle	are	shown	in	Figures	B1	and	B2,	

respectively.	

The	models	that	were	trained	on	data	from	Soaproot	Saddle	only	and	the	full	data	

set	with	no	resampling	have	very	similar	results	at	Soaproot	Saddle.	They	also	compare	

relatively	well	to	the	observations,	though	areas	of	higher	modeled	mortality	are	too	high,	

and	the	areas	of	low	modeled	mortality	are	too	low.	However,	when	the	training	dataset	

from	both	sites	is	resampled	to	include	even	number	of	live	and	dead	trees,	we	see	greater	

overestimates	of	tree	mortality	at	Soaproot	Saddle	(modeled	data	in	Figure	2.5f	compared	

to	observations	in	Figure	2.5g).	For	the	models	trained	only	on	Lower	Teakettle,	we	find	
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almost	no	tree	mortality	at	Soaproot	Saddle	using	the	training	dataset	that	was	not	

resampled	(Figure	2.5b)	and	very	little	mortality	from	the	model	using	the	resampled	

training	dataset	(Figure	2.5e)	which	does	not	appear	to	coincide	with	the	patterns	of	

mortality	in	the	observations.	

	 		

	

Figure	2.5.	Modeled	mortality	fraction	at	Soaproot	Saddle	
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Figure	2.6.	Modeled	mortality	fraction	at	Lower	Teakettle		

	

	 In	contrast	to	Soaproot	Saddle,	the	spatial	pattern	of	tree	mortality	that	best	

represents	the	observations	at	Lower	Teakettle	is	the	resampled	dataset	from	both	sites.	

Both	training	datasets	that	use	only	data	from	Soaproot	Saddle	overestimate	tree	mortality	

throughout	Lower	Teakettle.	However,	the	training	datasets	that	only	used	data	from	

Lower	Teakettle	also	produce	poor	alignment	with	the	magnitude	of	tree	mortality	

throughout	Lower	Teakettle.	The	training	dataset	that	was	not	resampled	estimates	no	tree	

mortality	throughout	large	portions	of	the	study	region.	However,	the	dataset	that	was	

resampled	captures	some	of	the	pattern	of	tree	mortality	but	shows	extreme	values.	For	

the	training	datasets	using	data	from	both	sites,	the	dataset	that	was	not	resampled	yields	a	

model	that	underestimates	tree	mortality	with	a	similar	pattern	as	the	model	trained	on	

the	data	that	was	not	resampled	from	Lower	Teakettle	only.	The	dataset	from	both	sites	
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that	was	resampled	for	even	classes	captures	the	pattern	and	magnitude	of	mortality	at	

Lower	Teakettle	the	best	from	the	resampling	schemes	we	explored.	

	

2.3.3	Expected	mortality	fraction	maps	

	

	 We	incorporated	the	estimated	likelihood	that	each	tree	is	dead	produced	by	the	

model’s	softmax	function	to	compute	an	expected	mortality	fraction	that	incorporates	the	

model’s	certainty	about	each	classification.	More	details	are	found	in	section	2.2.3.7	of	the	

methods.	The	modeled	expected	mortality	fraction	is	shown	in	Figure	2.7	for	Soaproot	

Saddle	for	the	six	resampling	schemes.	Qualitatively,	the	spatial	pattern	and	magnitude	of	

the	expected	mortality	fraction	appears	highly	similar	among	the	models	trained	on	

datasets	from	Soaproot	Saddle	only	(Figure	2.7a	and	2.7d)	as	well	as	the	training	dataset	

from	both	sites	that	was	not	resampled	(Figure	2.7c).	The	expected	mortality	fraction	

modeled	from	the	training	dataset	from	both	sites	that	was	resampled	to	even	the	classes	

overestimate	mortality.	The	overestimate	is	apparent	in	the	difference	maps	(Figure	B.3)	

where	there	is	a	much	stronger	overestimate	in	mortality	fraction	throughout	Soaproot	

Saddle	in	Figure	B.3,	panel	f,	than	shown	in	panels	a,	c,	and	d.	The	expected	mortality	

fraction	modeled	from	data	from	Lower	Teakettle	underestimates	tree	mortality	fraction	

and	appears	to	show	a	different	pattern	of	mortality	than	seen	in	the	observations.	

	



 

81 
 

	

Figure	2.7.	Modeled	expected	mortality	fraction	at	Soaproot	Saddle.	

	

	

Figure	2.8.	Modeled	expected	tree	mortality	fraction	at	Lower	Teakettle.	

	

	 The	modeled	expected	mortality	fraction	for	Lower	Teakettle	is	shown	in	Figure	2.8,	

and	the	differences	between	the	observed	mortality	fraction	and	modeled	expected	
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mortality	fraction	are	shown	for	Lower	Teakettle	in	Figure	B.4.	The	model	at	Lower	

Teakettle	again	overestimates	tree	mortality	when	only	trained	on	data	from	the	lower	

elevation	site,	Soaproot	Saddle	(Figure	2.8a	and	2.8d).	The	dataset	resampled	using	only	

data	from	Lower	Teakettle	overestimates	tree	mortality	fraction	throughout	most	of	the	

study	site	(Figure	2.8e).	To	a	lesser	extent,	the	model	trained	on	the	full	dataset	also	

overestimates	tree	mortality	throughout	Lower	Teakettle	(Figure	2.8f).	However,	we	see	a	

difference	in	the	spatial	pattern	and	magnitude	of	tree	mortality	models	trained	on	data	

from	Lower	Teakettle	only	and	from	both	sites	that	are	not	resampled	when	estimated	

using	the	expected	mortality	fraction.	The	difference	maps	show	a	more	balanced	and	

diffuse	error	pattern	for	over-	and	under-estimates	of	tree	mortality	for	these	models	

(Figure	B.4,	panels	b	and	c).		

	 In	Figure	2.9,	we	show	the	1:1	plots	of	the	modeled	mortality	fraction	and	expected	

mortality	fraction	for	the	30-meter	pixels	against	the	observations	for	pixels	with	at	least	4	

trees.	For	the	modeled	mortality	fraction	(first	two	rows	of	Figure	2.9),	models	trained	only	

on	data	from	Soaproot	Saddle	performed	relatively	well	on	data	from	Soaproot	Saddle	

(Figure	2.9a	and	2.9d).	In	Figure	2.9a,	we	show	the	results	for	models	trained	on	data	that	

was	not	resampled	(i.e.,	the	original	training	and	validation	data)	in	Figure	2.9a	and	the	

resampled	data	in	Figure	2.9d.	In	both	cases,	the	medians	of	the	box	plots	align	well	with	

the	1:1	line.	In	Figure	2.9b,	we	show	the	modeled	mortality	fraction	for	models	trained	on	

the	original	(not	resampled)	training	and	validation	datasets	at	Lower	Teakettle	and	only	

include	the	pixels	at	that	site.	The	observed	mortality	fractions	at	Lower	Teakettle	between	

0	and	0.5	are	largely	estimated	as	a	mortality	fraction	of	0.	More	nonzero	estimates	of	

mortality	occur	for	higher	observed	values	of	mortality,	but	the	model	still	underestimates	
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for	mortality	fractions	between	0.6	and	1.0.	The	corresponding	result	with	trained	on	the	

resampled	dataset	shows	a	better	fit	with	the	1:1	line	(Figure	2.9e).	In	both	Figures	2.9b	

and	2.9e,	darker	boxplot	values	for	lower	mortality	fractions	indicate	more	trees	fall	in	

these	lower	mortality	fraction	intervals	compared	to	the	light	yellow	boxes	at	higher	

mortality	fractions.	We	see	a	similar	trend	with	the	combined	dataset	in	Figures	2.9c	and	

2.9f.	The	accuracy	of	the	model	at	Soaproot	Saddle	appears	to	improve	the	match	to	the	1:1	

line	at	higher	mortality	fractions	in	Figure	2.9c.	Figure	2.9f	shows	underestimates	of	

mortality	for	mortality	fractions	between	0.2	and	0.5	and	overestimates	between	0.8	and	

0.9.	

	 The	last	two	rows	of	Figure	2.9	show	the	expected	mortality	fraction.	The	expected	

mortality	does	poorly	at	the	extremes.	These	models	overestimate	mortality	fraction	for	

pixels	with	low	mortality	and	underestimate	it	for	pixels	with	high	mortality.	
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Figure	2.9.	Plots	of	mortality	fraction	against	observed	mortality	fraction	for	mortality	

estimates	aggregated	to	Landsat	resolution	(30	meters)	and	filtered	for	pixels	with	at	least	

four	trees.	The	first	two	rows	show	the	results	for	the	mortality	fraction	predictions,	while	

the	last	two	rows	show	the	results	for	the	expected	mortality	fraction.	The	first	column	

shows	the	results	of	models	trained	on	Soaproot	Saddle	only	and	only	represents	pixels	

from	Soaproot	Saddle.	The	second	column	shows	the	same	for	Lower	Teakettle,	and	the	

third	column	shows	the	results	for	models	trained	on	data	from	both	sites	and	shows	pixels	

from	both	sites.	Finally,	the	first	and	third	rows	show	the	results	for	models	trained	on	the	

original	training	and	validation	datasets	with	no	resampling.	The	second	and	fourth	rows	

show	results	for	models	trained	on	the	datasets	that	were	resampled	to	even	the	number	of	

live	and	dead	trees.	

	

2.3.4	Variable	importance	

	

We	used	the	xgb.importance	function	within	the	xgboost	package	in	R,	version	4.1.2,	

to	compute	the	fractional	gain	from	each	feature.	We	computed	this	for	models	trained	on	

data	sets	that	were	resampled	and	that	were	not	resampled	to	check	for	variations	due	to	

the	resampling	methods	and	found	that	models	trained	on	a	given	site	had	comparable	

results	regardless	of	resampling	scheme.	The	results	are	shown	in	Table	2.11.	Because	the	

order	of	importance	as	measured	by	the	fractional	gain	varies	depending	on	the	resampling	

scheme	used,	we	arranged	the	table	in	the	order	corresponding	to	the	resampling	scheme	

with	the	best	performance.	The	best	model	that	we	found	was	for	the	resampling	scheme	

where	we	used	only	data	from	Soaproot	Saddle	but	resampled	to	even	the	classes.				
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The	most	important	variable	for	each	of	the	resampling	schemes	was	the	height	of	

the	trees	as	estimated	from	NEON	lidar	in	2013.	This	feature	is	especially	important	for	the	

models	for	Soaproot	Saddle	only	where	the	fractional	gain	from	the	splits	involving	this	

feature	among	the	decision	trees	contributes	to	46-47%	of	the	total	gain	in	accuracy	within	

the	model.	The	next	important	features	at	Soaproot	Saddle	include	the	distance	to	rivers	

and	the	canopy	cover	fraction	within	20	meters	of	a	tree.	

For	the	models	trained	and	validated	on	examples	from	Lower	Teakettle	only,	the	

baseline	NDVI	was	one	of	the	top	three	features.	The	next	important	feature	was	slope	in	

the	case	of	the	data	that	was	not	resampled	and	the	temperature	perturbation	during	the	

drought	in	the	case	of	the	resampled	dataset.	For	the	models	which	attempted	to	

characterize	trends	at	both	Soaproot	Saddle	and	Lower	Teakettle,	the	temperature	

perturbation	during	the	drought	was	nearly	as	important	as	the	height	with	respect	to	the	

fractional	gain.	The	next	important	variable	was	slope.	The	north-to-south	and	east-to-west	

aspect	were	among	some	of	the	least	important	variables	we	explored.			

Models	trained	on	data	from	both	sites	depend	on	the	difference	in	mean	dry	season	

temperature	during	the	drought	almost	as	much	as	tree	height	(21-24%	vs.	28-29%).	The	

third	most	important	variable	for	both	is	baseline	dry	season	temperature	(8-9%).	The	

elevated	dependence	on	climate	variables	compared	to	the	site-level	models	may	reflect	

that	model	trained	on	data	from	both	sites	use	the	climate	variables	to	distinguish	between	

the	mortality	pattern	of	Soaproot	Saddle	and	Lower	Teakettle.	
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Table	2.11	

Variable	importance	ranking	for	each	resampling	scheme	shown	in	order	of	importance	of	the	

best	which	was	Soaproot	Saddle	data	only,	resampled	for	even	classes.	The	bolded	values	

represent	the	top	three	feature	variables	for	a	given	resampling	scheme.	

	 Not	resampled	 Resampled	for	even	classes	
Variable	 Both	sites	 Soaproot	

Saddle	
Lower	
Teakettle	

Both	sites	 Soaproot	
Saddle	

Lower	
Teakettle	

Height	 0.27	 0.47	 0.23	 0.26	 0.50	 0.35	
Distance	to	
rivers	

0.04	 0.08	 0.05	 0.04	 0.09	 0.03	

Canopy	
cover	
fraction	

0.04	 0.06	 0.05	 0.04	 0.07	 0.04	

Slope	 0.05	 0.06	 0.09	 0.05	 0.05	 0.08	
Trees	per	
hectare	

0.03	 0.04	 0.02	 0.02	 0.04	 0.01	

Baseline	
annual	
precipitation	

0.04	 0.04	 0.05	 0.04	 0.03	 0.04	

Difference	in	
mean	dry	
season	
temperature	
during	the	
drought	

0.18	 0.04	 0.08	 0.21	 0.04	 0.11	

Baseline	
NDMI	

0.03	 0.04	 0.04	 0.03	 0.03	 0.02	

Mean	
baseline	dry	
season	
temperature	

0.10	 0.03	 0.03	 0.09	 0.04	 0.04	

Granite	
fraction	

0.02	 0.03	 0.03	 0.02	 0.03	 0.01	

Fraction	of	
baseline	
annual	
precipitation	
during	the	
drought	

0.03	 0.02	 0.06	 0.03	 0.02	 0.05	

Baseline	
NDVI	

0.03	 0.02	 0.07	 0.03	 0.02	 0.08	
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Baseline	
minimum	
winter	
temperature	

0.05	 0.02	 0.04	 0.06	 0.01	 0.05	

Difference	in	
minimum	
winter	
temperature	
during	the	
drought	

0.04	 0.02	 0.04	 0.04	 0.02	 0.03	

North-south	
aspect	

0.01	 0.01	 0.03	 0.01	 0.01	 0.01	

ET	 0.02	 0.01	 0.05	 0.02	 0.01	 0.03	
East-west	
aspect	

0.01	 0.00	 0.03	 0.01	 0.00	 0.01	

	

	

2.4	Discussion	

	

	 Our	aim	in	this	study	was	to	find	out	to	what	extent	we	can	model	individual	tree	

mortality	risk	before	a	severe	drought	using	the	machine	learning	method	extreme	

gradient	boosting.	To	complete	this	objective,	we	selected	seventeen	feature	variables	

which	include	vegetation	traits,	topography,	and	climate	variables	and	explored	six	

resampling	schemes	to	train	a	model	to	predict	whether	or	not	a	tree	would	die.	We	

considered	training	data	from	Soaproot	Saddle	only,	Lower	Teakettle	only,	and	from	both	

sites.	Compared	with	Lower	Teakettle,	we	found	a	higher	accuracy	for	tree	mortality	

predictions	at	Soaproot	Saddle	and	different	sets	of	key	drivers	of	tree	mortality	at	the	two	

sites.	In	addition,	we	found	that	using	estimated	likelihoods	of	a	tree	being	dead	improved	

our	ability	to	create	a	general	model	of	tree	mortality	risk	at	both	sites.	
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Our	tree	mortality	models	at	Soaproot	Saddle	were	more	accurate	than	at	Lower	

Teakettle	with	an	accuracy	of	74%,	a	48%	gain	over	random	guessing.	This	means	that	the	

feature	variables	we	explored	are	more	predictive	of	the	tree	mortality	at	the	lower	

elevation	sites.	While	tree	height	was	the	most	important	predictor	variable	at	both	sites,	it	

accounted	for	47-50%	of	the	gain	in	accuracy	at	Soaproot	Saddle	compared	with	23-35%	at	

Lower	Teakettle.	In	a	previous	study,	Hemming-Schroeder	et	al.	(2023b)	showed	that	the	

change	in	mortality	likelihood	increased	with	height	at	Soaproot	Saddle	at	a	higher	rate	

than	at	Lower	Teakettle.	Mortality	likelihood	increased	by	approximately	10%	for	every	

10-meter	gain	in	height	at	Soaproot	Saddle	compared	to	5%	for	every	10-meter	increase	in	

height	(Hemming-Schroeder	et	al.,	2023b).	The	stronger	trend	in	tree	mortality	with	height	

at	the	lower	elevation	site	is	likely	related	to	Ponderosa	pines	living	at	this	elevation	range	

because	large	Ponderosa	pines	are	preferentially	selected	by	bark	beetles	when	their	

populations	become	large	enough	to	successfully	attack	large	trees	during	a	prolonged	and	

warm	drought	(Robbins	et	al.,	2021).	Previous	work	has	found	elevated	mortality	among	

Ponderosa	pines	after	the	2012-2016	drought	(Fettig	et	al.,	2019).	Moreover,	while	

Ponderosa	pines	have	an	increasing	tree	mortality	likelihood	trend	with	height,	trees	of	

other	genera	show	the	opposite	(Stephenson	&	Das,	2020)	which	may	help	explain	why	

tree	height	is	a	less	clear	predictor	of	tree	mortality	at	Lower	Teakettle	and	why	tree	

mortality	there	is	harder	to	predict.		

Additional	drivers	of	tree	mortality	predictions	at	Soaproot	Saddle	may	also	be	

important	due	to	the	interaction	between	drought	stress	and	bark	beetle	behavior	at	low	

elevations.	Previous	work	on	tree	mortality	at	Soaproot	Saddle	showed	that	tree	mortality	

risk	increased	with	increasing	distance	to	rivers	and	with	increasing	canopy	cover	fraction	
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(Hemming-Schroeder	et	al.,	2023b).	Being	far	from	a	river	and	in	competition	with	

neighboring	trees	for	available	soil	water	may	increase	water	stress	for	a	given	tree	and	

therefore	likelihood	of	that	tree	being	attacked	by	bark	beetles.	Moreover,	a	tree’s	

likelihood	of	being	attacked	by	bark	beetles	may	also	increase	in	more	densely	populated	

neighborhoods	of	host	trees.	Higher	elevation	sites	with	cooler	conditions	and	different	

species	may	require	different	feature	variables	to	accurately	represent	patterns	of	

mortality.	

However,	we	found	that	the	predicted	spatial	tree	mortality	pattern	at	both	sites	

improved	when	we	considered	the	expected	mortality	fraction.	Several	machine	learning	

methods	including	extreme	gradient	boosting	use	an	activation	function	for	classification	

which	produces	an	estimated	likelihood	of	belonging	to	one	class	or	another.	In	a	binary	

classification	problem,	a	tree	with	an	estimated	mortality	likelihood	of	0.51	can	have	the	

same	classification	as	a	tree	with	an	estimated	mortality	likelihood	of	0.99,	even	though	

one	classification	is	much	more	certain	than	the	other	which	has	almost	no	certainty.	The	

expected	mortality	fraction	incorporates	the	uncertainty.	A	limitation	of	this	metric	is	that	

mortality	fractions	near	0	and	1	are	challenging	to	predict,	because	they	would	require	high	

model	certainty	to	reach.	Conversely,	the	binary	classification	approach	yields	more	

extreme	values	(near	0	and	1)	than	seen	in	the	data.	Future	work	may	explore	improving	

the	magnitude	of	the	predictions.		

We	found	relatively	high	accuracy	at	Soaproot	Saddle,	a	warmer	and	dry	low	

elevation	site	in	the	Sierra	Nevada.	Improving	tree	mortality	risk	modeling	in	this	region	

may	help	to	inform	stewardship	efforts	for	forests	which	may	no	longer	match	the	current	

climate	and	are	at	risk	of	shifting	to	new	biome	types	after	a	large	disturbance.	Soaproot	
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Saddle	also	represents	an	elevation	range	conducive	to	Ponderosa	pine	which	were	killed	

in	large	numbers	during	the	2012-2016	drought	because	of	the	combined	effects	of	

drought	stress	and	growing	western	pine	beetle	populations.	Representing	these	models	

effectively	with	mechanistic	models	may	require	a	relatively	high	number	of	parameters	

and	model	complexity.	Our	results	show	that	an	off-the-shelf	machine	learning	method	like	

extreme	gradient	boosting	may	be	an	efficient	way	to	estimate	mortality	risk	in	transitional	

zones	like	the	lower	elevations	of	the	Sierra	Nevada	which	are	susceptible	to	the	combined	

effects	of	drought	and	insect	attack.	

	

2.5	Conclusion	

	

	 We	used	a	recently	available	dataset	of	over	one	million	trees	to	retrospectively	

model	individual	and	aggregated	tree	mortality	risk	during	a	severe	drought	in	the	Sierra	

Nevada	ecoregion	of	California.	We	found	that	tree	mortality	risk	was	easier	to	predict	at	a	

lower	elevation	site	which	experienced	50%	tree	mortality	during	the	2012-2016	drought.	

Our	study	shows	that	some	of	the	complex	interactions	between	drought	and	insect	attack	

may	be	captured	by	an	off-the-shelf	machine	learning	model.	While	tree	mortality	at	lower	

elevations	was	more	challenging	to	predict,	we	found	that	incorporating	model-estimated	

likelihood	of	a	tree	being	dead	improved	the	spatial	structure	and	magnitude	of	our	

mortality	predictions,	particularly	for	the	model	trained	on	the	original	data	which	has	

class	imbalances.	Modeling	tree	mortality	risk	in	forests	most	vulnerable	to	large-scale	

disturbance	may	help	inform	forest	conservation	efforts	and	estimates	of	carbon	losses	

from	these	ecosystems	as	the	climate	changes.	
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CHAPTER	3	

Estimating	tree	mortality	fraction	after	the	2012-2016	California	

drought	using	convolutional	neural	networks	and	Landsat	time	series	

data	

Adapted	from	an	unpublished	manuscript	with	permission	from	coauthors	Luciana	Chavez	

Rodriguez,	Padhraic	Smyth,	Steven	Allison,	and	James	Randerson	

	

3.1	Introduction	

	

	 California	experienced	a	severe	drought	between	2012	and	2016.	Between	the	years	

2012	and	2015,	a	precipitation	deficit	led	to	an	estimated	1.5-meter	overdraft	in	the	water	

budget	in	the	Sierra	Nevada	(Goulden	&	Bales,	2019).	Moreover,	subsurface	water	may	

have	been	depleted	to	a	subsurface	depth	ranging	between	5	and	15	meters	(Goulden	&	

Bales,	2019).	Canopy	water	losses	in	some	areas	exceeded	30%	(Asner	et	al.,	2016).	The	

drought	was	also	unusually	warm	with	temperatures	increasing	throughout	the	drought	

period	(Crockett	&	Westerling,	2018).	During	drought	conditions,	endemic	bark	beetle	

populations	can	grow	to	epidemic	numbers	through	a	combination	of	surviving	warmer	

winters	and	attacking	drought-stressed	trees	(Robbins	et	al.,	2021).	The	combined	effects	

of	the	warm	drought	and	insect	attack	led	to	mortality	fraction	as	high	as	50%	by	the	end	of	

the	drought	in	warmer,	lower	elevation	regions	of	the	Sierra	Nevada	(Hemming-Schroeder	

et	al.,	2023b).		
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Regional	estimates	of	tree	mortality	following	the	drought	used	high-resolution	

lidar	data	from	flight	campaigns	and	meter-to-submeter	scale	imagery	to	identify	trees	and	

classify	them	as	dead	or	alive	(Hemming-Schroeder	et	al.,	2023b;	Stovall	et	al.,	2019).	These	

studies	span	an	area	of	about	160	km2	coinciding	with	the	National	Ecological	Observatory	

Network’s	Soaproot	Saddle	and	Lower	Teakettle	sites	in	the	Sierra	Nevada	east	of	Fresno,	

California,	in	the	Sierra	National	Forest.	Estimates	of	tree	mortality	in	Hemming-Schroeder	

et	al.	(2023b)	range	from	25	to	50%	with	the	highest	areas	of	tree	mortality	occurring	at	

low	elevations	and	among	the	tallest	trees.	However,	a	key	limitation	of	high-resolution	

data	is	that	it	is	often	limited	to	a	smaller	domain.	

A	key	large	scale	data	set	for	investigating	tree	mortality	during	the	2012-2016	

California	drought	are	the	annual	Aerial	Detection	Survey	(ADS)	data	sets	generated	

through	the	United	States	Forest	Service’s	Aerial	Survey	Program	(2023).	This	data	set	is	

hand-drawn	on	tablets	and	collected	while	viewing	a	three-kilometer	swath	of	a	forested	

areas	from	small	aircraft	(Coleman	et	al.,	2018;	United	States	Forest	Service	Aerial	Survey	

Program,	2023).	A	research	study	investigating	the	accuracy	of	the	polygons	collected	for	

the	ADS	data	sets	showed	that	damage	type	is	correctly	classified	97%	of	the	time	relative	

to	a	ground	truth	data	set	primarily	collected	in	California	(Coleman	et	al.,	2018).	Several	

studies	have	used	this	dataset	to	train	models	of	tree	mortality	from	satellite	data.	For	

example,	Young	et	al.	(2017)	fit	a	statistical	model	based	on	modeled	climatic	water	deficit	

and	basal	area	from	LEMMA	to	the	ADS	data	and	report	an	adjusted	R2	of	0.20	between	

their	model	and	observations.	In	another	study,	Byer	and	Jin	(2017)	used	random	forests	in	

a	two-stage	model	to	estimate	tree	mortality	severity	class	at	a	resolution	of	250	meters	

from	topography	and	time	series	indices	derived	from	MODIS	and	report	an	accuracy	of	
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96.3%	with	class	accuracies	for	the	non-background	mortality	classes	ranging	from	73-

81%.	Their	regression	model	which	also	used	random	forests	estimated	the	trees	dead	per	

acre	with	a	reported	root	mean	square	error	of	7	trees	on	the	validation	data	set	(Byer	&	

Jin,	2017).		

Additional	studies	have	used	satellite	time	series	data	characterize	disturbance	from	

insect	attack.	The	Landsat-based	Detection	of	Trends	in	Disturbance	and	Recovery	

(LandTrendr)	algorithm	draws	linear	segments	creating	a	linear	piecewise	function	

through	the	time	series	to	detect	change	disturbance,	recovery	and	stable	ecosystem	states	

(Kennedy	et	al.,	2010).	In	a	subsequent	study,	Liang	et	al.	(2014)	added	a	classification	

component	to	the	LandTrendr	algorithm	to	further	classify	disturbed	pixels	with	mountain	

pine	beetle	outbreaks	in	Colorado	using	National	Agricultural	Imagery	Program	images	to	

generate	training	data.	Classification	accuracies	on	the	validation	data	set	ranges	from	87-

94%	(Liang	et	al.,	2014).			

In	2014,	Zhu	and	Woodcock	published	the	Continuous	Change	Disturbance	

Classification	(CCDC)	algorithm.	The	CCDC	algorithm	also	segments	the	time	series	but	fits	

harmonic	terms	in	addition	to	a	degree	one	polynomial	to	capture	seasonal	patterns	as	well	

as	underlying	trends.	If	a	pixel’s	surface	reflectance	exceeds	the	prediction	of	the	harmonic	

model	for	three	consecutive	time	points,	a	disturbance	is	identified.	A	random	forest	model	

is	used	to	classify	the	disturbance	and	had	a	92%	accuracy	for	detecting	whether	or	not	

there	was	a	change	on	the	validation	data	set	(Zhu	&	Woodcock,	2014).	Some	of	the	

omission	errors	include	pixels	with	a	partial	disturbance	(Zhu	&	Woodcock,	2014).	To	

address	challenges	the	CCDC	algorithm	has	in	identifying	more	gradual	disturbance	types	

like	beetle	kill	and	drought	stress,	Zhu	et	al.	(2020)	built	upon	the	CCDC	algorithm	by	
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optimizing	the	surface	reflectance	bands	used	and	threshold	parameterizations	to	create	

the	Continuous	Monitoring	of	Land	Disturbance	algorithm	which	has	a	producer’s	accuracy	

of	60%	for	class	which	included	insect	attack.	They	also	found	that	using	key	surface	

reflectance	bands	including	green,	red,	near	infrared,	and	shortwave	infrared	1	and	2	was	

more	important	than	using	indices	derived	from	these	bands	and	that	using	a	multispectral	

approach	was	better	than	a	single	band	alone	(Zhu	et	al.,	2020).	Ye	et	al.	(2021)	build	on	

the	Continuous	Monitoring	of	Land	Disturbance	algorithm	using	a	state	space	model	and	

achieved	a	producer’s	accuracy	of	85%	for	detecting	insect	attack	in	Colorado	(Ye	et	al.,	

2021).	

While	the	previous	classification	methods	perform	particularly	well	in	cases	where	

a	disturbance	affects	an	entire	pixel,	the	classification	of	disturbances	like	insect	attack	

have	been	more	challenging	(Zhu	et	al.,	2020).	Moreover,	much	of	this	work	has	focused	on	

making	a	binary	or	multiclass	classification	rather	than	predicting	a	continuous	variable	for	

each	pixel.	A	recent	study	by	(Schiefer	et	al.,	2023)	linked	high-resolution	tree	mortality	

fraction	from	unmanned	aerial	vehicles	with	under	4	cm	resolution	to	the	relatively	high	

resolution	Sentinel-1	and	Sentinel-2	timeseries	using	long	short	term	memory	networks.	

They	found	a	correlation	between	the	observed	and	predicted	mortality	fraction	of	0.66.	

Similarly	to	Zhu	et	al.	(2020),	they	found	that	using	several	bands	yielded	the	best	outcome.	

Similar	methods	may	help	link	high	resolution	data	sets	from	flight	campaigns	available	

over	a	wider	domain	and	the	40-year	Landsat	time	series.		

In	this	study,	we	pose	the	following	question:	Can	convolutional	neural	networks	be	

used	to	predict	cumulative	tree	mortality	fraction	within	a	Landsat	pixel	after	the	2012-

2016	drought	from	Landsat	time	series	data?	We	use	the	time	series	of	surface	reflectance	
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from	Landsat	5	and	Landsat	8	as	our	feature	variables	and	use	a	one-dimensional	

convolutional	neural	network	through	the	time	series	to	estimate	tree	mortality	fraction	in	

2017.	We	start	with	a	convolutional	neural	network	rather	than	a	recurrent	neural	

network	like	the	long	short	term	memory	network	to	begin	with	a	simpler	model.	We	used	

30-meter	2017	tree	mortality	fraction	raster	data	derived	from	an	individual	tree	mortality	

data	set	described	in	Hemming-Schroeder	et	al.	(2023b)	and	publicly	available	(Hemming-

Schroeder	et	al.,	2023a).	By	training	a	model	which	can	be	applied	to	a	larger	domain	than	

the	individual	tree	mortality	data	set,	we	aim	to	provide	a	tool	to	characterize	the	impact	of	

the	drought	on	the	carbon	cycle	at	a	larger	scale.	

	

3.2	Methods	

	

3.2.1	Study	site	

	

The	individual	tree	mortality	data	set	that	we	are	using	comes	from	the	Soaproot	

Saddle	and	Lower	Teakettle	National	Ecological	Observatory	Network	sites	in	the	Sierra	

National	Forest.	Figure	3.1	shows	the	spatial	extent	of	the	individual	tree	mortality	data	set.	

During	the	2012-2016	California	drought,	these	sites	experienced	25-50%	tree	mortality	

(Hemming-Schroeder	et	al.,	2023b).	Higher	tree	mortality	(nearly	50%)	occurred	at	the	

lower	elevation	site,	Soaproot	Saddle.	The	elevation	range	at	Soaproot	Saddle	is	from	1000-

1400	m	(Krauss,	2018).	It	is	also	the	drier	of	the	two	sites	and	has	a	mean	annual	

precipitation	of	900	mm	per	year	(Krauss,	2018).	The	most	common	tree	species	at	

Soaproot	Saddle	include	Ponderosa	pine	(Pinus	ponderosa),	incense	cedar	(Calocedrus	
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decurrens),	canyon	live	oak	(Quercus	chrysolepis),	and	California	black	oak	(Quercus	

kelloggii)	(Krauss,	2018).	Among	these	tree	species,	Ponderosa	pine	may	have	experienced	

the	highest	mortality	rates	due	to	bark	beetle	attack	during	the	drought	(Krauss,	2018).		

In	contrast,	Lower	Teakettle	has	a	higher	elevation	range	of	2000	to	2800	meters	

and	a	higher	average	annual	rainfall	of	1200	mm	per	year	(Krauss,	2018).	Whereas	snow	at	

Soaproot	Saddle	melts	quickly,	the	snowpack	at	Lower	Teakettle	has	a	30-year	average	

depth	of	1140	mm	(Krauss,	2018).	Dominant	tree	species	at	Lower	Teakettle	include	red	fir	

(Abies	magnifica),	white	fir	(Abies	concolor),	Jeffrey	pine	(Pinus	jeffreyi),	and	lodgepole	pine	

(Pinus	contorta)	(Krauss,	2018).		

	

Figure	3.1.	The	decrease	in	NDMI	between	2011	(before	the	drought)	and	2017	(after	the	

drought)	for	our	study	region.	The	outline	of	Soaproot	Saddle	is	shown	to	the	west	and	

Lower	Teakettle	to	the	east.	For	visual	clarity,	we	show	the	negative	change	(decrease	in	
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NDMI	during	the	drought)	separate	from	the	positive	change	(increase	in	NDMI	during	the	

drought).	The	positive	change	is	shown	in	Figure	C.1.	

	

3.2.2	Data	Sets	

	

3.2.2.1	Landsat	surface	reflectance	

	

We	downloaded	Landsat	5	Thematic	Mapper,	Landsat	7	Enhanced	Thematic	Mapper	

Plus,	and	Landsat	8	Operational	Land	Imager	data	sets	from	the	Collection	2	Level	2	Tier	1	

surface	reflectance	data	inventory	on	the	United	States	Geological	Survey	(USGS)	Earth	

Explorer	website.	The	Landsat	5	data	we	downloaded	begins	in	April	of	1984	and	ends	in	

October	of	2011.	Landsat	7	data	covers	some	of	the	gap	between	Landsat	5	and	Landsat	8	

in	2012	from	May	2012	through	October	2012,	and	we	use	Landsat	8	data	from	May	2013	

through	June	of	2023.	

After	converting	the	Landsat	digital	numbers	to	surface	reflectance	and	filtering	for	

clouds,	cloud	shadows,	snow,	and	water	using	the	QA	Pixel	later,	we	computed	6	bands.	We	

found	the	relative	red,	green,	and	blue	surface	reflectance	by	taking	those	surface	

reflectance	bands	and	dividing	by	their	sum.	Next,	we	computed	mean	luminosity	by	taking	

the	average	of	the	three	visible	bands.	Finally,	we	computed	two	vegetation	indices,	the	

normalized	difference	vegetation	index	(NDVI)	and	the	normalized	difference	moisture	

index	(NDMI).	NDVI	is	computed	by	taking	the	difference	between	the	near	infrared	band	

(band	3	for	Landsat	5	and	Landsat	7	and	band	4	for	Landsat	8)	and	the	red	band	(band	4	

for	Landsat	5	and	Landsat	7;	band	5	for	Landsat	8)	and	diving	by	their	sum.	Similarly,	NDMI	
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is	computed	by	taking	the	difference	between	the	near	infrared	band	and	first	shortwave	

infrared	band	(band	5	for	Landsat	5	and	Landsat	7	and	band	6	for	Landsat	8)	and	dividing	

by	their	sum.	The	domains	of	the	relative	visible	bands	and	luminosity	are	between	0	and	1,	

inclusive,	whereas	the	domains	of	NDVI	and	NDMI	are	between	-1	and	1,	inclusive.	For	

NDVI	and	NDMI,	values	closer	to	1	indicate	vegetation	that	is	greener	and	moister,	

respectively.	

In	Figures	3.2	and	3.3,	we	show	the	starting	NDMI	in	2011	before	the	drought	and	

the	progressive	decreases	in	NDMI	during	the	drought	period	for	Soaproot	Saddle	and	

Lower	Teakettle,	respectively.	Decreases	in	NDMI	indicate	drying.	For	visual	clarity	

irrespective	of	color,	we	plotted	the	decreases	in	NDMI	separately	from	the	increases.	

Figures	C2	and	C3	show	the	baseline	2011	NDMI	and	increases	in	NDMI	throughout	the	

drought	period.	These	are	much	less	pronounced	than	the	progressive	drying.	While	the	

drought	ends	in	2016,	we	still	see	an	overall	decline	in	NDMI	in	2017	for	both	sites.	
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Figure	3.2.	Progressive	decrease	in	NDMI	during	the	2012-2016	drought	at	Soaproot	

Saddle.	a.	The	baseline	NDMI	in	2011.	b.	The	decrease	in	NDMI	between	2011	and	2012,	c.	

2011	and	2013,	d.	2011	and	2014,	e.	2011	and	2015,	f.	2011	and	2015,	g.	2011	and	2016,	

and	h.	2011	and	2017.	The	respective	increases	in	NDMI	at	Soaproot	Saddle	are	shown	in	

Figure	C.2.	
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Figure	3.3.	Progressive	decrease	in	NDMI	during	the	2012-2016	drought	at	Lower	

Teakettle.	a.	The	baseline	NDMI	in	2011.	b.	The	decrease	in	NDMI	between	2011	and	2012,	

c.	2011	and	2013,	d.	2011	and	2014,	e.	2011	and	2015,	f.	2011	and	2015,	g.	2011	and	2016,	

and	h.	2011	and	2017.	The	respective	increases	in	NDMI	at	Lower	Teakettle	are	shown	in	

Figure	C.3.	

	

3.2.2.3	Landsat	Time	Series	

	

		 The	Landsat	satellites	have	a	return	interval	of	16	days.	We	explored	each	possible	

16-day	interval	sequence	of	time	points	between	1984	and	2023	and	selected	the	one	

which	coincided	with	the	most	Landsat	scenes.	Each	Landsat	scene	was	matched	to	its	

nearest	date.	While	Landsat	7	is	offset	by	8	days	from	Landsat	5	and	8,	we	dropped	Landsat	
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7	due	to	striping	in	the	imagery	for	the	time	series	models.	We	obtained	the	2020	Creek	

Fire	perimeter	from	the	National	United	States	Forest	Service	Final	Fire	Perimeters	(USDA	

Forest	Service	National	Forest	System	Lands	GIS	and	Fire	personnel,	2023),	and	plotted	the	

time	series	for	three	pixels	randomly	selected	from	within	the	fire	perimeter	to	validate	

our	time	series.	The	time	series	for	NDMI	is	plotted	in	Figure	3.4	for	these	three	pixels.	The	

points	prior	to	the	drought	period	(orange	rectangle	from	2012	to	2016	water-years)	are	

from	Landsat	5,	while	the	data	beginning	in	2013	is	from	Landsat	8.	While	some	of	the	

declines	in	NDMI	during	the	drought	are	more	subtle,	there	is	a	marked	decline	during	the	

burning	period	of	the	2021	Creek	Fire.	For	our	analysis	of	2017	tree	mortality,	we	only	

include	time	series	data	through	September	of	2017.	
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Figure	3.4.	Pixels	within	the	2020	Creek	Fire	perimeter.	We	randomly	selected	three	pixels	

with	at	least	4	trees	to	validate	the	time	series	data.	While	our	algorithm	only	uses	the	time	

series	through	September	of	2017	to	model	the	mortality	fraction	in	2017,	we	wanted	to	

ensure	that	the	time	series	appeared	to	be	accurately	assembled.	The	orange	rectangle	

represents	the	drought	period	from	2012	through	2016,	while	the	dark	orange	rectangle	in	

late	2020	represents	the	burning	period	of	the	Creek	Fire.	There	is	no	data	in	2012,	

because	we	cut	Landsat	7	data	from	our	analysis.	Other	missing	data	largely	reflects	time	

points	that	were	filtered	out	due	to	cloud	cover,	cloud	shadow,	or	snow.	
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	 For	our	tree	mortality	observations,	we	used	an	individual	tree	mortality	data	set	

described	in	Hemming-Schroeder	et	al.	(2023b)	and	published	on	Zenodo	(Hemming-

Schroeder	et	al.,	2023a).	This	data	set	is	primarily	derived	from	lidar	and	hyperspectral	

data	from	the	Soaproot	Saddle	and	Lower	Teakettle	sites	from	the	NEON.	The	lidar	and	

hyperspectral	data	are	collected	using	NEON’s	airborne	observation	platform	for	the	years	

2013,	2017,	2018,	2019,	and	2021.	Since	the	algorithm	uses	the	combined	lidar	point	cloud	

to	detect	treetops,	a	tree	present	in	2013	which	falls	by	2017	will	still	be	included	in	tree	

mortality	estimates.	Any	trees	that	are	not	at	least	5	meters	tall	in	2013	are	filtered	out	of	

the	data	set.	For	the	mortality	fraction	data	set,	we	used	the	mortality	fraction	in	2017	for	

all	trees	within	a	given	Landsat	pixel.		

	 The	published	data	set	from	Hemming-Schroeder	et	al.	(2023a)	includes	a	trees	per	

pixel	raster	file	at	the	spatial	resolution	of	the	Landsat	data	(30	meters).	However,	some	of	

the	pixels	with	a	value	of	zero	trees	may	have	some	trees	in	them	which	were	not	detected	

in	the	treetop	algorithm.	More	details	about	our	masking	strategy	to	obtain	valid	pixels	

with	zero	trees	are	included	in	the	next	section.		

	

3.2.2.4	National	Ecological	Observatory	Network	canopy	height	models	

	

	 We	downloaded	all	available	canopy	height	data	for	Soaproot	Saddle	and	Lower	

Teakettle	from	NEON	which	includes	the	years	2013,	2017,	2018,	2019,	and	2021.	The	

intersection	of	these	data	at	the	two	sites	over	these	five	years	is	shown	in	the	outlines	in	

Figure	3.1.	The	canopy	height	models	are	derived	from	lidar	point	clouds	collected	on	
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NEON’s	airborne	observation	platform.	The	spatial	resolution	of	the	canopy	height	models	

is	1	meter.		

We	aggregated	this	data	by	taking	the	maximum	canopy	height	model	value	for	each	

Landsat	pixel	in	our	study	region.	If	our	trees	per	pixel	raster	data	from	section	3.2.2.2	

showed	zero	trees	but	the	aggregated	canopy	height	model	showed	a	maximum	height	in	

the	Landsat	pixel	over	5	meters,	we	concluded	that	we	were	missing	data	in	that	pixel.	

These	pixels	were	assigned	a	value	of	NA.	

	

3.2.3	Model	

	

3.2.3.1	Feature	and	target	variables	

	

	 We	used	the	time	series	data	for	each	of	our	Landsat	bands	(relative	blue,	relative	

green,	relative	red,	luminosity,	NDVI,	and	NDMI)	as	our	feature	data.	If	data	was	missing	

due	to	missing	or	dropped	scenes	(e.g.	Landsat	7	data),	we	filled	those	time	points	with	0	

for	bands	with	a	domain	between	0	and	1	and	-1	for	indices	with	a	domain	from	-1	to	1.	We	

then	transformed	NDVI	and	NDMI	to	fall	between	0	and	1	by	adding	1	and	dividing	by	two.	

For	each	band,	we	train	parameters	for	the	following	model:	

	

𝑓*(𝑋*) = 𝑦⃑	

(3.1)	

where	𝑖	refers	to	one	of	the	six	bands,	𝑓* 		is	the	one-dimensional	convolutional	neural	

network	trained	on	data	from	band	𝑖,		𝑋* 	is	the	time	series	data	for	band	𝑖,	and	𝑦⃑	is	the	2017	
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tree	mortality	fraction	of	each	pixel.	In	this	equation,	𝑋* 	has	dimensions	𝑁	by	𝑀	where	𝑁	is	

the	number	of	pixels	and	𝑀	is	the	number	of	time	points,	and	𝑦⃑	has	dimensions	𝑁	by	1.	For	

pixels	with	zero	trees,	we	assigned	a	mortality	fraction	of	zero.	Our	rationale	is	that	an	ideal	

model	based	on	the	time	series	will	be	able	to	recognize	the	signature	of	pixels	with	no	

trees	and	assign	a	mortality	fraction	of	zero.	

	 In	addition	to	fitting	a	model	for	each	band	separately,	we	explore	a	one-

dimensional	convolutional	neural	network	on	the	combined	bands.	In	this	case,	we	have	

the	same	overall	structure	as	Equation	3.1,	but	𝑋* 	is	now	a	3D	array	with	dimensions	𝑁	by	

𝑀	by	6	where	the	last	dimension	represents	the	number	of	channels	or	bands.		

	

3.2.3.2	Convolutional	neural	network	architecture	

	

We	used	the	keras	library	in	R,	version	4.1.2,	for	the	convolutional	neural	networks.	

In	all	the	models,	we	use	a	one-dimensional	convolutional	neural	network,	because	we	only	

convolve	a	kernel	in	one	dimension,	time.	In	the	case	of	training	a	model	on	a	single	band,	

we	convolve	a	1	by	𝑗	kernel	through	the	time	series	for	each	pixel	where	𝑗	is	the	number	of	

time	points	covered	by	our	kernel.	Meanwhile,	for	the	case	with	all	the	bands,	we	convolve	

a	1	by	j	by	6	kernel	through	the	time	series	for	each	pixel	where	6	represents	the	number	of	

channels	or	bands.	

The	architecture	of	the	one-dimensional	convolutional	neural	network	is	described	

in	Table	3.1	for	the	model	trained	on	a	single	band.	For	the	model	trained	on	all	the	bands,	

the	key	difference	is	that	the	kernel	sizes	are	3x3	with	2x2	pooling.	To	select	an	

architecture,	we	began	with	a	base	model	described	in	Chollet	and	Allaire	(2018)	that	
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performs	well	for	classification	on	the	modified	National	Institute	of	Standards	and	

Technology	handwriting	data	sets	(Deng,	2012).	We	kept	the	length	three	kernel	in	Step	2	

which	represents	a	time	period	of	about	6	weeks	to	first	collect	sub-seasonal	patterns	in	

the	time	series.	We	alternate	between	pooling	with	a	size	of	two	which	halves	the	number	

of	terms	and	using	a	relatively	small	kernel	(length	3)	to	try	to	tease	out	key	patterns	in	the	

data	while	reducing	the	number	of	terms	prior	to	flattening	the	array	in	Step	11.	We	

include	two	dropout	regularization	steps	after	two	of	the	network	layers	to	reduce	

overfitting.	The	dropout	rate	represents	the	fraction	of	inputs	that	are	randomly	set	to	zero	

during	model	training.	Additional	analysis	on	the	sensitivity	of	the	results	to	the	network	

architecture	would	help	inform	how	well	this	model	may	perform	in	other	use-cases.	

	

Table	3.1	

Architecture	of	convolutional	neural	network	for	training	on	single	bands	

Step	 Description	
1	 Initiate	a	sequential	model	using	the	keras	library	in	R,	version	4.1.2	
2	 Convolve	a	length	3	kernel	through	the	time	series	and	generate	32	filters	with	

ReLu	activation	function	
3	 Pool	the	result	with	pool	size	of	2	
4	 Convolve	a	length	3	kernel	through	the	time	series	and	generate	64	filters	with	

ReLu	activation	function	
5	 Pool	the	result	with	pool	size	of	2	
6	 Convolve	a	length	3	kernel	through	the	time	series	and	generate	64	filters	with	

ReLu	activation	function	
7	 Pool	the	result	with	pool	size	of	2	
8	 Convolve	a	length	3	kernel	through	the	time	series	and	generate	64	filters	with	

ReLu	activation	function	
9	 Dropout	regularization	with	rate	0.25	
10	 Flatten	the	filters	to	a	one-dimensional	array	
11	 Dense	layer	with	length	64	using	ReLu	activation	function	
12	 Dropout	regularization	with	rate	0.50	
13	 Output	single	value	between	0	and	1	with	sigmoid	function	
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3.3	Results	

	

3.3.1	Model	Performance	

	

We	set	a	seed	and	generated	a	partition	of	the	pixels	in	our	study	region	to	60%	

training,	20%	validation,	and	20%	held	out	until	the	end	for	testing.	The	same	training	

pixels	are	used	to	train	each	model	for	the	models	trained	on	each	band	and	on	all	the	

bands.	Similarly,	we	use	the	same	validation	pixels	for	all	the	models	to	select	a	best	model.	

The	results	on	our	training	and	validation	data	sets	at	each	training	epoch	are	shown	in	

Figure	3.5.	While	the	keras	library	generates	its	own	validation	data	set	from	the	training	

data	internally,	we	used	our	pre-selected	validation	data	set	to	ensure	we	were	comparing	

model	performance	on	the	same	training	and	validation	data	sets.	

The	mean	square	error	for	both	the	training	and	validation	data	sets	falls	below	0.17	

for	the	model	trained	on	all	the	bands,	outperforming	the	cases	of	each	band	considered	

separately.	While	training	the	models,	we	saved	each	model	after	each	epoch,	so	that	we	

could	choose	the	model	with	the	optimal	number	of	epochs.	Because	the	performance	on	

the	validation	data	set	stopped	improving	after	the	22nd	epoch	for	our	best	model,	we	used	

that	version	of	the	model	for	our	tree	mortality	predictions.	In	practice,	this	means	that	we	

can	run	our	combined	data	set	(training,	validation,	and	test)	of	pixels	through	the	saved	

model	and	rasterize	the	output	to	view	our	mortality	fraction	maps.	

The	performance	of	the	model	on	the	training	and	validation	data	sets	after	22	

epochs	is	shown	in	Table	3.2.	Our	best	model	had	a	mean	square	error	of	0.158	and	0.165	

on	the	training	and	validation	data	sets,	respectively.	On	our	test	data	set	we	held	out	until	
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the	end	of	our	model	selection	process	for	assessing	the	model	performance,	the	model	had	

a	mean	square	error	of	0.164.		

	

	

Figure	3.5.	The	mean	absolute	error	on	the	training	and	validation	data	sets	while	training	

the	model	for	a.	all	the	bands,	b.	relative	blue,	c.	relative	green,	d.	luminosity,	e.	NDMI,	f.	

g. Red
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NDVI,	and	g.	relative	red.	The	performance	on	the	training	data	set	is	shown	in	orange,	

while	the	performance	on	the	validation	data	set	is	shown	in	aqua.			

	

Table	3.2	

Mean	absolute	error	on	the	training	(60%)	and	validation	(20%)	data	sets	for	22	epochs	

arranged	by	performance	on	the	validation	data	set.	

Band	 Training	 Validation	
All	 0.158	 0.165	
Red	 0.169	 0.174	
NDMI	 0.168	 0.174	
Green	 0.169	 0.174	
NDVI	 0.169	 0.177	
Luminosity	 0.177	 0.181	
Blue	 0.185	 0.195	
	

	 We	found	that	the	CNN	that	we	trained	on	all	6	Landsat-derived	bands	achieved	the	

best	results	with	a	mean	absolute	error	of	0.158	on	the	training	data	and	0.165	on	the	

validation	and	test	data.		

	

3.3.2	The	spatial	distribution	of	the	tree	mortality	fraction	predictions	

	

We	show	a	comparison	of	the	tree	mortality	observations	and	predictions	in	Figure	

3.6.	Much	of	the	spatial	structure	from	the	observations	is	present	in	the	CNN	predictions,	

though	some	of	the	finer	detail	is	lost.	The	errors	are	relatively	diffuse	with	little	spatial	

structure	which	shows	some	evidence	that	there	is	little	spatial	bias	in	the	modeled	result.		
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Figure	3.6.	Modeled	mortality	fraction	at	Soaproot	Saddle	and	Lower	Teakettle.	a.	The	

observed	mortality	fraction	at	Soaproot	Saddle.	b.	The	predicted	mortality	fraction	at	

Soaproot	Saddle.	c.	The	negative	component	of	the	difference	between	the	observations	

and	the	predictions	(i.e.	overpredictions)	at	Soaproot	Saddle.	d.	The	positive	component	of	

the	difference	between	the	observations	and	the	predictions	(i.e.	underpredictions)	at	

Soaproot	Saddle.	e.	The	observed	mortality	fraction	at	Lower	Teakettle.	f.	The	predicted	

mortality	fraction	at	Lower	Teakettle.	g.	The	negative	component	of	the	difference	between	

the	observations	and	the	predictions	(i.e.	overpredictions)	at	Lower	Teakettle.	h.	The	

positive	component	of	the	difference	between	the	observations	and	the	predictions	(i.e.	

underpredictions)	at	Lower	Teakettle.	
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	 In	Figure	3.7,	we	plot	the	spread	of	the	predicted	mortality	fraction	for	each	

observed	mortality	fraction	bin	for	pixels	with	at	least	4	trees.	The	bin	with	the	most	trees	

in	it	has	a	mortality	fraction	of	zero.	At	low	observed	mortality	fractions	(0.2	or	less),	the	

model	tends	to	overpredict	mortality	fraction.	In	contrast,	the	model	underpredicts	

mortality	for	moderate	to	high	tree	mortality	bins.	The	correlation	between	the	mortality	

fraction	observations	and	predicts	is	0.66	(an	𝑅!	of	0.44)	for	all	the	pixels	and	rises	to	0.75	

(an	𝑅!	of	0.57)	when	we	only	consider	pixels	with	at	least	four	trees.	
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Figure	3.7.	Mortality	fraction	in	2017	predictions	vs.	observations	for	pixels	with	at	least	

four	trees.	We	binned	the	observed	2017	tree	mortality	fraction	to	the	nearest	10th	and	

plotted	the	spread	of	the	2017	tree	mortality	fraction	predictions.	The	line	plotted	on	the	

graph	is	the	1:1	line,	and	the	color	of	the	boxes	indicates	the	number	of	pixels	which	fall	

within	them.	Darker	colors	indicate	more	pixels.	
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	 We	applied	our	trained	CNN	model	to	a	broader	domain	of	Landsat	pixels	shown	in	

Figure	3.8	to	estimate	2017	tree	mortality	fraction.		Each	grid	line	shown	in	the	figure	

indicates	5	kilometers.	The	pattern	of	high	mortality	fraction	observed	at	Soaproot	Saddle	

is	present	in	the	gridded	area	to	the	north,	east,	and	southeast	of	the	study	site.	These	areas	

have	comparable	elevation	ranges	as	Soaproot	Saddle	(Figure	1.1).	Similarly,	estimates	of	

tree	mortality	at	elevation	ranges	comparable	to	Lower	Teakettle	to	the	northwest	of	the	

site	show	lower	levels	of	tree	mortality	fraction	consistent	with	what	we	observed	at	

Lower	Teakettle.	

	

	

Figure	3.8	Extended	tree	mortality	predictions	for	2017.	We	applied	our	model	to	the	time	

series	of	Landsat	pixels	over	a	broader	domain.	The	white	outlines	show	our	study	sites,	

and	the	raster	data	shows	tree	mortality	fraction	from	0	(dark	blue)	to	1	(light	yellow).	
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3.4	Discussion	

	

In	this	study,	we	used	mortality	fraction	raster	data	from	a	data	set	of	more	than	one	

million	individual	trees	derived	from	airborne	campaigns	to	model	mortality	fraction	from	

Landsat	time	series.	We	found	that	a	one-dimensional	convolutional	neural	network	

trained	on	six	bands	including	the	relative	blue,	green,	and	red;	luminosity;	NDVI;	and	

NDMI	performed	better	than	any	single	band.	While	the	model	overestimates	low	mortality	

and	underestimates	moderate	to	high	mortality,	the	spatial	structure	of	the	model	is	well-

represented.	

Previous	studies	have	shown	that	the	change	in	late	summer	NDMI	over	a	drought	

period	is	correlated	with	tree	mortality	(Goulden	&	Bales,	2019).	In	Chapter	1,	we	showed	

that	the	correlation	between	Landsat-derived	late	summer	NDMI	from	2013	to	2017	with	

the	change	in	mortality	fraction	over	the	same	time	period	has	an	R2	value	of	0.36	for	pixels	

with	at	least	4	trees.	In	this	study,	we	found	an	R2	between	our	predictions	and	mortality	

fraction	of	0.57	which	shows	that	our	CNN	model	can	describe	more	than	50%	more	

variation	in	the	mortality	fraction.		

Our	work	builds	upon	previous	studies	characterizing	vegetation	changes	after	

disturbance	using	satellite-derived	time	series	of	surface	reflectance.	Previous	efforts	

focused	on	classification	may	not	be	able	to	provide	the	level	of	detail	needed	to	

characterize	tree	mortality	from	drought	and	insect-driven	disturbance.	A	previous	study	

showed	that	a	long	short	term	memory	network	can	be	used	to	estimate	tree	mortality	

fraction	derived	from	very	high	resolution	unmanned	aerial	vehicle	data	from	the	relatively	

high-resolution	Sentinel-1	and	2	imagery	(Schiefer	et	al.,	2023).	In	this	study,	we	show	that	
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the	30-meter	Landsat	time	series	can	also	be	used	in	this	way	with	comparable	correlations	

between	the	observed	and	predicted	mortality	fraction.	

A	key	limitation	of	our	study	is	that	we	fit	a	model	to	the	2017	tree	mortality	

fraction	which	occurred	after	a	particularly	severe	drought	which	means	that	we	do	not	

know	how	well	the	model	would	perform	in	estimating	tree	mortality	at	other	times	or	for	

less	severe	disturbances.	Future	work	might	focus	on	assessing	how	well	such	a	model	can	

be	generalized	to	additional	time	points	and	tree	mortality	scenarios.	Nevertheless,	the	

model	we	generated	in	this	study	can	be	used	to	expand	maps	of	tree	mortality	in	the	

Sierra	Nevada	to	better	characterize	the	extent	of	tree	mortality	during	the	2012-2016	

drought.	

The	2012-2016	California	drought	may	be	indicative	of	future	droughts	as	the	

climate	warms	and	precipitation	patterns	change	(Crockett	&	Westerling,	2018).	Changes	

in	temperature	and	precipitation	may	already	exceeded	the	limits	of	forests	in	hotter,	

lower	elevation	forests	of	the	Sierra	Nevada	(Hill	et	al.,	2023).	This	means	that	large-scale	

mortality	in	these	regions	could	lead	to	large-scale	ecosystem	shifts.	Leveraging	high-

resolution	tree	mortality	datasets	to	expand	the	domain	of	drought-driven	disturbance	

maps	may	help	us	to	characterize	the	changes	that	have	occurred	and	characterize	

consequences	for	carbon	cycling	and	ecosystem	services	now	and	in	the	future.		

	

3.5	Conclusion	

	

The	2012-2016	California	drought	was	particularly	severe	with	widespread	

consequences	for	California	forests.	We	showed	that	a	one-dimensional	convolutional	
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neural	network	can	be	used	to	estimate	tree	mortality	fraction	after	a	severe	drought	from	

the	Landsat	time	series	with	a	mean	absolute	error	of	about	0.17.	Our	model	overestimates	

low	tree	mortality	and	underestimates	moderate-to-severe	mortality	fraction.	However,	

the	correlation	between	observed	and	predicted	mortality	fraction	is	0.66	before	filtering	

for	pixels	with	no	trees	indicating	that	we	can	get	a	relatively	good	fit	with	little	

preprocessing.	Our	work	provides	a	means	to	estimate	tree	mortality	fraction	in	the	Sierra	

Nevada	after	the	2012-2016	drought	on	a	much	larger	spatial	scale	than	we	could	achieve	

from	currently	available	and	public	air	campaign	data.	This	model	may	help	to	characterize	

tree	mortality	across	a	wider	domain	within	the	Sierra	Nevada	to	improve	our	

understanding	of	the	disturbance	after	this	severe	drought	and	the	consequences	for	

ecosystem	structure	and	function.	

	

CHAPTER	4	

Summary,	Future	Directions,	and	Conclusions	

	

4.1	Summary	

	

	 The	2012-2016	drought	in	California	was	particularly	severe	and	associated	with	

widespread	tree	mortality	in	the	Sierra	Nevada.	Throughout	the	investigations	of	this	

dissertation,	we	aimed	to	characterize	tree	mortality	at	the	scale	of	individual	trees,	model	

tree	mortality	risk	at	the	scale	of	individual	trees,	and	extend	our	results	to	a	wider	domain	

within	the	Sierra	Nevada	by	linking	our	individual	tree	mortality	results	to	the	Landsat	

time	series.	
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In	Chapter	1,	we	used	NEON	lidar	and	multispectral	reflectance	airborne	

observations	to	map	individual	tree	mortality	over	a	160	km2	area	during	and	after	the	

2012-2016	drought	for	two	sites	in	California’s	Sierra	National	Forest.	We	used	NEON	lidar	

to	derive	tree	locations	and	crown	perimeters	and	multispectral	data	to	map	tree	mortality	

for	more	than	one	million	trees.	We	found	that	about	one	quarter	of	the	trees	at	Lower	

Teakettle	were	dead	by	2017	and	about	half	of	the	trees	were	dead	at	Soaproot	Saddle.	

Two	wildfires	in	2020	and	2021	doubled	tree	mortality	within	wildfire	perimeters	and	

killed	almost	all	trees	within	the	2021	Blue	Fire	perimeter.	Finally,	we	compared	our	result	

to	a	previous	study	and	found	that	the	NDVI	signature	of	trees	we	labeled	as	alive	and	the	

previous	study	labeled	as	dead	after	the	drought	was	more	consistent	with	live	trees	from	

both	studies.	

Consistent	with	previous	work,	we	found	that	tree	mortality	risk	increased	as	a	

function	of	tree	height.	Tree	mortality	was	positively	associated	with	distance	from	rivers,	

trees	per	hectare,	and	decreasing	slope	at	the	lower	elevation	site.	In	contrast,	increasing	

slope	was	positively	associated	with	tree	mortality	at	the	higher	elevation	site.	To	further	

develop	our	analysis	of	the	drivers	of	tree	mortality,	we	used	extreme	gradient	boosting	to	

estimate	tree	mortality	risk	from	plant	traits	prior	to	the	large	tree	mortality	event,	

topography,	and	climate	variables	in	Chapter	2.	We	found	that	tree	mortality	at	the	low	

elevation	site,	Soaproot	Saddle,	was	much	easier	to	predict.	Models	of	tree	mortality	at	

Soaproot	Saddle	reached	74%	accuracy	on	our	validation	dataset	compared	with	61%	at	

Lower	Teakettle	compared	with	a	base	rate	of	50%	for	random	guessing.	Consistent	with	

our	findings	in	Chapter	1,	tree	height	was	the	most	important	predictor	for	models	at	both	

sites.	At	Soaproot	Saddle,	the	second	and	third	most	important	feature	variables	were	
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distance	to	rivers	and	canopy	cover	fraction,	respectively.	In	contrast,	Lower	Teakettle	

predictions	were	more	dependent	on	baseline	NDVI	and	the	strength	of	the	change	in	dry	

season	temperature	during	the	drought.	Our	results	show	that	tree	mortality	risk	may	be	

easier	to	predict	in	warmer	and	drier,	low-elevation	regions	of	the	Sierra	Nevada.	A	wider	

domain	of	training	data	may	help	to	create	more	robust	models	of	tree	mortality.	

In	Chapter	3,	we	aimed	to	generate	a	wider	domain	of	tree	mortality	data	by	linking	

the	individual	tree	mortality	data	set	from	Chapter	1	to	the	Landsat	time	series.		We	

downloaded	Landsat	scenes	from	Landsat	5	and	Landsat	8	to	collect	a	time	series	of	surface	

reflectance	data	between	1984	and	2017	to	capture	longer	term	patterns	that	may	

contribute	to	tree	mortality	risk.	We	fit	a	one-dimensional	convolutional	neural	network	to	

estimate	2017	tree	mortality	fraction	from	the	time	series	of	six	channels	including	the	

visible	bands	normalized	for	luminosity,	luminosity,	normalized	difference	vegetation	

index,	and	normalized	difference	moisture	index.	For	predicting	mortality	fraction,	we	

found	a	mean	absolute	error	of	0.16	on	the	training	data	set	and	0.17	on	the	validation	and	

testing	data	sets.	The	model’s	Pearson	correlation	between	the	observations	and	

predictions	is	0.66	for	pixels	with	any	number	of	trees	including	those	with	no	trees.	For	

Landsat	pixels	containing	at	least	four	trees,	the	correlation	is	0.75.	Applying	convolutional	

neural	networks	to	Landsat	imagery	may	help	bridge	the	gap	between	high	spatial	

resolution	tree	mortality	data	sets	derived	from	air	campaigns	and	region-wide	estimates	

needed	for	characterizing	drought	and	disturbance	impacts	on	the	carbon	cycle	and	

ecosystem	function.		

Through	the	investigations	in	this	dissertation,	we	developed	a	large	and	publicly	

available	data	set	of	individual	tree	mortality	to	characterize	tree	mortality	after	a	
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particularly	severe	drought	and	subsequent	wildfire.	We	then	used	this	data	set	to	analyze	

biophysical	drivers	of	tree	mortality	risk	and	to	create	broader-scale	maps	of	tree	mortality	

fraction	from	Landsat	data.	These	analyses,	methods,	and	data	sets	may	help	predict	the	

impacts	of	severe	droughts	on	coniferous	forests	in	the	future.	

	

4.2	Future	Directions	

	

One	future	direction	for	this	work	would	be	to	use	the	expanded	tree	mortality	map	

from	Chapter	3	to	investigate	tree	mortality	risk	factors	over	a	wider	domain.	In	Chapter	2,	

we	found	that	our	tree	mortality	model	trained	on	one	site	did	not	perform	well	at	the	

other.	By	training	a	tree	mortality	risk	model	on	a	wider	domain	of	the	feature	variables,	

we	may	be	able	to	uncover	more	comprehensive	relationships	between	vegetation,	

topography,	and	climate	and	tree	mortality	risk.	A	second	direction	is	to	generalize	the	

model	result	from	Chapter	3	to	additional	time	points	to	create	a	spatiotemporal	dataset	to	

support	forest	monitoring	and	conservation	efforts	and	time-evolving	process-based	

models	operating	at	large	scales.	

	

4.3	Conclusions	

	

	 We	mapped	more	than	one	million	trees	with	92%	test	accuracy	in	the	Southern	

Sierra	Nevada,	a	region	which	experienced	some	of	the	highest	rates	of	tree	mortality	after	

the	2012-2016	California	drought.	We	found	50%	tree	mortality	at	the	lower	elevation	site	

and	found	that	we	could	model	individual	tree	mortality	risk	using	extreme	gradient	
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boosting	with	an	accuracy	of	74%.	Tree	mortality	risk	increased	with	tree	height,	distance	

to	rivers,	and	on	shallower	slopes.	While	tree	mortality	at	the	higher	elevation	site	was	

more	challenging	to	predict,	we	found	that	using	the	class	likelihood	from	the	classification	

predictions	captured	the	general	underlying	pattern	of	tree	mortality	at	both	sites.	Finally,	

we	linked	our	individual	tree	mortality	data	set	to	the	Landsat	time	series	using	a	

convolutional	neural	network.	We	found	that	our	predictions	correlated	well	with	the	

observations	at	both	sites	indicating	that	we	may	be	able	to	generalize	this	model	to	a	

wider	domain.	A	wider	domain	of	tree	mortality	data	may	help	to	elucidate	generalizable	

patterns	in	tree	mortality	drivers	during	drought	at	regional	scales	to	inform	process-based	

models	and	the	larger-scale	Earth	system	models	which	use	them.	As	drought	may	become	

more	frequent	and	severe,	these	data	sets	and	insights	may	help	inform	predictions	of	

carbon	fluxes	from	the	biosphere	in	the	Anthropocene.	
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APPENDIX	A	

Supporting	Figures	and	Tables	for	Chapter	1	

	
Figure	A.1.	The	total	annual	water-year	precipitation	(mm	integrated	over	the	water-year)	

from	PRISM	with	a	drought	index	derived	from	data	from	the	National	Integrated	Drought	

System.	Each	year	is	shown	with	a	gray	bar	for	a	rectangular	region	equivalent	to	the	

bounding	box	for	the	Soaproot	Saddle	and	Lower	Teakettle	field	sites	for	water-years	

2001-2021.	The	water-year	for	a	given	year	goes	from	October	1st	of	the	previous	year	

through	September	30th	of	the	given	year.	For	example,	the	water-year	for	2020	goes	from	

October	1,	2019,	through	September	30,	2020.	The	solid	line	represents	the	mean	

precipitation	for	the	entire	PRISM	timeseries	from	1982-2021,	while	the	dashed	line	
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represents	one	standard	deviation	from	the	mean.	The	shaded	boxes	highlight	water-years	

of	severe	drought,	which	means	at	least	half	of	Fresno	County	(which	contains	our	study	

site	shown	in	Figure	1.1)	experienced	severe	drought	or	worse	as	defined	by	the	National	

Integrated	Drought	System	for	at	least	half	of	the	year.	Because	this	data	set	begins	in	2000,	

we	only	show	years	for	which	we	have	drought	severity	data	for	the	entire	water-year	

(2001-2021).	
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Figure	A.2.	Training	data	flowchart	for	manually	labeling	trees.	We	created	this	flowchart	

to	label	trees	as	dead	or	alive	in	2017.	To	make	the	labels	as	consistent	as	possible,	we	

created	pathways	that	can	be	answered	as	yes	(green	pathway)	or	no	(red	pathway).		The	

certainty	is	assigned	0.5	if	the	status	of	a	tree	needed	to	be	confirmed	by	viewing	the	tree	in	

a	following	year.		A	live	label	of	-1	represents	the	lowest	amount	of	certainty	(certainty=0),	

where	we	chose	to	give	no	live	or	dead	label	to	a	tree.	Only	the	live	labels	(0	or	1)	were	

used	in	this	study.			
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Figure	A.3.	Sample	images	with	trees	classified	as	live	(medium	blue)	and	dead	(light	

yellow)	overlaid	on	a)	RGB	imagery	derived	from	NEON	spectral	data,	b)	relative	

greenness	derived	from	NEON	spectral	data	and	c)	the	NEON	canopy	height	model	raster	

data	from	2017.			
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Figure	A.4.	The	individual	tree	mortality	for	the	Soaproot	Saddle	is	aggregated	to	the	30-

meter	resolution	Landsat	grid.	a.	Tree	mortality	for	2017.	b.	The	additional	mortality	

between	2017	and	2018.	c.	The	same	as	in	panel	b	but	for	the	additional	mortality	between	

2018	and	2019.	d.	Tree	mortality	between	2019	and	2021	along	with	the	National	USFS	

Final	Fire	Perimeter	outlines	of	the	2020	Creek	Fire	(larger	fire	on	the	west)	and	the	2021	

Blue	Fire	(smaller	fire	to	the	east	of	the	Creek	Fire	perimeter).	
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Figure	A.5.	The	individual	tree	mortality	for	Lower	Teakettle	is	aggregated	to	the	30-meter	

resolution	Landsat	grid.	a.	Tree	mortality	for	2017.	b.	The	additional	mortality	between	

2017	and	2018.	Red	pixels	indicate	additional	mortality,	whereas	blue	pixels	indicate	that	

trees	that	were	classified	as	dead	in	2017	but	live	in	2018.	c.	The	same	as	in	panel	b	but	for	

the	additional	mortality	between	2018	and	2019.	d.	The	same	as	in	panels	b	and	c	but	for	

the	mortality	between	2019	and	2021.	
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Figure	A.6.	Two	zoomed	in	areas	where	trees	were	labeled	dead	in	2019	and	live	in	2021	

are	shown	to	explain	possible	reasons	for	these	errors.	a.	The	mortality	fraction	from	2019	

is	subtracted	from	the	mortality	fraction	from	2021	for	a	zoomed	in	region	in	Lower	

Teakettle	shown	at	right.	b.	The	RGB	image	for	the	zoomed	in	region	from	panel	a	is	shown	

for	2019.	c.	The	RGB	image	for	the	region	shown	in	panel	b	is	shown	for	2021.	d.	We	select	

a	second	site	to	investigate	another	region	of	errors.	The	blue	pixels	indicate	that	the	

fractional	tree	mortality	decreased	between	2019	and	2021.	e.	This	panel	shows	the	2019	

RGB	image	corresponding	to	the	region	shown	in	panel	d.	f.	The	RGB	image	over	the	same	

region	from	panels	d	and	e	for	2021.		
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Figure	A.7.	Burned	area	from	the	2021	Blue	Fire.	The	Soaproot	Saddle	region	shown	in	

Figure	1.4d	is	shown	on	the	left	with	a	zoomed	in	region	(yellow	box)	at	the	right	with	

summer	2021	RGB	spectral	data	derived	from	NEON	hyperspectral	datasets	in	the	

background.	The	black	polygon	shows	the	perimeter	for	the	2020	Creek	Fire,	while	the	

light	blue	polygon	shows	the	perimeter	of	the	2021	Blue	Fire.	Both	fire	perimeters	are	from	

the	National	USFS	Final	Perimeter	dataset.	Orange	fire	retardant	used	to	contain	the	fire	is	

still	visible	in	the	imagery,	particularly	along	the	northeastern	and	southern	portions	of	the	

fire	perimeter.	
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Figure	A.8.	Potential	environmental	drivers	of	2017	tree	mortality	across	the	full	study	

domain	(including	Soaproot	Saddle	and	Lower	Teakettle).	We	restricted	our	analyses	to	the	

domains	shown	along	the	x-axis	for	each	feature	variable	and	filtered	out	any	histogram	

bins	with	fewer	than	50	individual	trees	used	to	compute	mortality.	The	feature	variables	

include	a.	tree	height	from	2013	in	meters,	b.	distance	from	the	nearest	large	granite	slab	
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(meters),	c.	distance	from	the	nearest	river	(meters),	d.	the	fraction	of	ground	returns	

within	20	meters	that	we	classified	as	granite,	e.	trees	per	hectare,	f.	mean	distance	of	the	

10	nearest	trees	(meters),	g.	the	slope	of	the	terrain	(degrees),	and	h.	the	aspect	

(categories).	
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Figure	A.9.	Correlations	among	feature	variables	and	a	continuous	proxy	for	our	target	

variable	(change	in	mean	relative	greenness	between	2013	and	2017	instead	of	the	binary	

labels	of	live	or	dead)	for	a.	Soaproot	Saddle,	b.	Lower	Teakettle,	and	c.	both	sites	

combined.	Each	variable	is	computed	at	the	individual	tree	level.	For	height,	canopy	cover	

fraction,	distance	from	rivers,	trees	per	hectare,	and	mean	distance	of	10	nearest	trees,	we	
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used	the	tree	top	locations	and	tree	canopy	(for	tree	canopy	fraction)	from	2013.	Because	

of	missing	data	in	2013,	this	figure	is	based	on	686,901	trees.	
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Figure	A.10.	The	lidar	point	cloud	from	2013	for	bounding	box	298050	to	298150	meters	

Easting	and	4100800	to	4100900	meters	Northing	with	tree	top	estimates.	a.	The	tree	top	

estimates	(shown	in	white)	from	our	method	from	a	wolf’s-eye	view.	b.	The	same	lidar	

point	cloud	with	tree	top	estimates	from	Stovall	et	al.	(2019).	c.-d.	The	same	as	a.-b.	from	a	

bird’s-eye	view.	

	

	

	

	

a. Our study view 1 b. Stovall et al. (2019) view 1

c. Our study view 2 d. Stovall et al. (2019) view 2
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Figure	A.11.	The	total	trees	per	30-meter	Landsat	pixel	for	our	study	and	the	Stovall	et	al.	

(2019)	study.	a.	Trees	per	pixel	at	Soaproot	Saddle	for	our	study.	b.	Trees	per	pixel	at	

Soaproot	Saddle	for	the	Stovall	et	al.	study.	c.	Number	of	additional	trees	at	our	study	per	

pixel	compared	to	Stovall	study.	d.	Number	of	additional	trees	per	pixel	in	Stovall	study	

compared	to	our	study.	e.-h.	The	same	as	a.-d.	for	the	Lower	Teakettle	site.	
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				have	more	trees	per	pixel

Easting	(m)

1														3													5														7														9
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Figure	A.12.	Comparison	of	the	change	in	fractional	tree	mortality	to	the	corresponding	

change	in	the	normalized	difference	moisture	index	(NDMI)	between	2013	and	2017.	The	

change	in	fractional	tree	mortality	between	2013	and	2017	is	shown	on	the	x-axis	for	pixels	

with	at	least	four	trees.	The	y-axis	shows	the	change	in	NDMI	between	September	2013	

(mid-drought	and	first	year	of	NEON	data)	and	September	2017	(after	the	drought)	derived	

from	Landsat.	To	derive	late	season	NDMI	from	Landsat	imagery,	we	took	the	median	pixel	
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values	of	the	four	Landsat	images	temporally	nearest	September	15th	of	2013	and	2017.	

Due	to	missing	NEON	hyperspectral	data	from	2013	and	the	required	trees	per	pixel,	this	

analysis	includes	690,072	of	the	trees	in	this	study.	We	binned	the	fractional	change	in	

mortality	to	the	nearest	tenth.	The	total	number	of	pixels	in	each	bin	is	shown	by	the	fill	

color	of	the	box	plots	where	light	yellow	represents	low	numbers	of	pixels	and	black	

represents	high	numbers	of	pixels.	The	dark	red	line	shows	the	trend	of	the	data	before	

binning	and	is	described	by	𝑓(𝑥) = 	−0.22𝑥 − 0.01	where	𝑥	is	the	change	in	fractional	tree	

mortality	between	2013	and	2017	found	in	this	study	and	𝑓(𝑥)	is	the	corresponding	signal	

in	the	Landsat	data	with	respect	to	the	change	in	NDMI.	The	R2	value	for	this	relationship	is	

0.36.	

	

	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	



 

143 
 

	
	
	
Spectral	index	 Formula	
Relative	Greenness	
	

ρ23445
ρ6784 + ρ23445 + ρ349

	

Normalized	difference	vegetation	index	
(NDVI)	

ρ:;< − ρ349
ρ:;< + ρ349

	

Normalized	differenced	moisture	index	1	
(NDMI1)	

ρ:;< − ρ="
ρ:;< + ρ="

	

Normalized	difference	moisture	index	
(NDMI)	

ρ:;< − ρ>?;<"

ρ:;< + ρ>?;<"
	

Normalized	difference	moisture	index	2	
(NDMI2)	

ρ:;< − ρ=!
ρ:;< + ρ=!

	

	

Table	A.1.	Spectral	indices	evaluated	here	for	estimating	tree	mortality	in	the	Sierra	

Nevada.	To	obtain	each	reflectance	𝝆𝒊	,		we	took	the	mean	of	the	corresponding	wavelength	

range:	blue	(452-512	nm),	green	(533-590	nm),	red	(636-673	nm),	near	infrared	(851-879	

nm),	shortwave	infrared	1	(SWIR1,	1566-1651	nm),	water	band	1	(𝒘𝟏,	1440-1460	nm),	

and	water	band	2	(𝒘𝟐,	1935-1955	nm).	
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a. Soaproot	Saddle	
Feature	Variable	
Name	

Mortality	Range	
(Maximum-
Minimum)	

Slope	 y-intercept	

Tree	height	(m)	 0.58	 0.010±0.0016***	 0.19±0.064**	
Trees	per	hectare	 0.47	 0.0019±0.00013***	 0.24±0.017***	
Mean	distance	10	
nearest	trees	(m)	

0.46	 -0.013±0.0017***	 0.63±0.039***	

Distance	to	rivers	
(m)	

0.33	 0.00054±0.00012***	 0.38±0.027***	

Slope	(degrees)	 0.29	 -0.0067±0.0011***	 0.50±0.032***	
Canopy	cover	 0.26	 0.20±0.055**	 0.26±0.032***	
Fractional	granite	 0.19	 -0.12±0.064	 0.36±0.028***	
Aspect	categories	 0.06	 Non-linear	domain	 Non-linear	domain	
b. Lower	Teakettle	
Feature	Variable	
Name	

Mortality	Range	 Slope	 y-intercept	

Slope	 0.65	 0.0084±0.0013***	 0.048±0.054	
Tree	height	(m)	 0.32	 0.0051±0.00045***	 0.093±0.019***	
Trees	per	hectare	 0.23	 -0.00045±0.00011**	 0.24±0.019***	
Distance	to	rivers	
(m)	

0.19	 0.00016±0.000055*	 0.20±0.015***	

Canopy	cover	 0.09	 0.089±0.016***	 0.18±0.0092***	
Fractional	granite		 0.07	 0.025±0.014	 0.18±0.0078***	
Mean	distance	10	
nearest	trees	(m)	

0.05	 -0.00037±0.00030	 0.21±0.0075***	

Aspect	
(categories)	

0.03	 Non-linear	domain	 Non-linear	domain	

c. Combined	
Feature	Variable	
Name	

Mortality	Range	 Slope	 y-intercept	

Slope	(degrees)	 0.64	 0.0075±0.0014***	 0.097±0.057	
Tree	height	(m)	 0.30	 0.0058±0.00025***	 0.12±0.0099***	
Trees	per	hectare		 0.29	 -0.00034±0.00020	 0.28±0.033***	
Distance	to	rivers	
(m)	

0.17	 0.000027±0.000058	 0.26±0.016***	

Canopy	cover	 0.14	 0.16±0.018***	 0.18±0.010***	
Mean	distance	10	
nearest	trees	(m)	

0.12	 -0.0035±0.00041***	 0.31±0.010***	

Fractional	granite		 0.10	 -0.0096±0.020	 0.21±0.012***	
Aspect	
(categories)	

0.04	 Non-linear	domain	 Non-linear	domain	
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Table	A.2.	Parameters	for	each	potential	environmental	driver	of	2017	tree	mortality	for	

Soaproot	Saddle,	Lower	Teakettle,	and	the	combined	dataset	along	with	the	mean	standard	

error	and	significance	level	for	each	parameter.	The	slopes	and	y-intercepts	for	each	

feature	variable	are	arranged	by	the	range	in	mortality	that	we	found	in	the	data	points	in	

Figures	1.8	and	A8.	We	found	the	range	by	subtracting	the	minimum	from	the	maximum	

among	the	plotted	values	which	were	filtered	to	include	only	mortality	values	calculated	

from	at	least	50	individual	trees	and	values	that	fall	within	the	domain	of	interest	for	each	

feature	variable	(e.g.	within	500	meters	of	a	river)	before	plotting.		

	

*The	parameter	has	a	p-value	on	the	interval	(0.01,	0.05].	

**The	p-value	is	on	the	interval	(0.001,	0.01].	

***	The	p-value	is	less	than	or	equal	to	0.001.	

Values	without	an	asterisk	have	a	p-value	greater	than	0.05.	
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APPENDIX	B	

Supporting	Figures	and	Tables	for	Chapter	2	

	

	

Figure	B.1.	Difference	between	maps	of	observed	mortality	fraction	and	modeled	mortality	

fraction	for	Soaproot	Saddle.	

	

	

	

	
	

	

	
	

	

Soaproot	Saddle
Only

Tree	mortality	fraction

0							0.25					0.5						0.75							1

Lower	Teakettle
Only

Both	Sites

b.	 c.		a.	

No	Resampling
Overestimate

No	Resampling
Underestimate

Resampling	for
Even	Classes
Overestimate

Resampling	for
Even	Classes
Underestimate

g.
Observations

Model	overestimate

-1				-0.75			-0.5			-0.25						0

Reference

f.d. e.

	
	

	Model	underestimate

0							0.25					0.5						0.75							1



 

147 
 

	

Figure	B.2.	Difference	between	maps	of	observations	and	modeled	mortality	fraction	for	

best	models	at	Lower	Teakettle.	
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Figure	B.3.	Difference	between	observations	and	modeled	expected	mortality	fraction	at	

Soaproot	Saddle.	
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Figure	B.4.	Difference	between	observations	and	modeled	expected	tree	mortality	fraction	

at	Lower	Teakettle.	
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Feature	 Soaproot	Saddle	
Domain		

Lower	Teakettle	
Domain	

Domain	shown	in	
Figures	2.2	and	2.3	

	 Lower	
boundary	

Upper	
boundary	

Lower	
boundary	

Upper	
boundary	

Lower	
boundary	

Upper	
boundary	

Tree	height	in	
2013	(meters)	

5.4	 49.2	 6.3	 53.6	 5.9	 52.8	

Canopy	cover	
fraction	

0.12	 0.95	 0.07	 0.89	 0.08	 0.92	

Trees	per	hectare	
	

33.3	 166.7	 22.2	 166.7	 22.2	 166.7	

NDVI	before	the	
drought	(2011)	

0.52	 0.78	 0.26	 0.78	 0.28	 0.78	

NDMI	before	the	
drought	(2011)	

0.04	 0.47	 -0.11	 0.54	 -0.10	 0.53	

Annual	ET	before	
the	drought	
(2009-2011,	mm)	

441.1	 822.7	 226.5	 776.6	 239.7	 799.7	

Granite	fraction	
within	20	m	

0.00	 0.28	 0.00	 0.66	 0.00	 0.61	

Distance	to	rivers	
(m)	

2.0	 213.8	 2.5	 293.4	 2.3	 281.0	

Slope	(degrees)	 5.5	 34.1	 3.9	 35.4	 4.1	 34.9	
North-south	
aspect	

0.00	 0.97	 0.00	 0.96	 0.00	 0.96	

East-west	aspect	 0.00	 1.00	 0.00	 1.00	 0.00	 1.00	
Annual	mean	
precipitation	
before	the	
drought	(2009-
2011	water-
years,	mm)	

1031	 1177	 1124	 1365	 1040	 1365	

Fraction	of	
baseline	annual	
mean	
precipitation	
during	the	
drought	(2012-
2016	water-
years)	

0.58	 0.61	 0.55	 0.61	 0.55	 0.61	

Dry	season	
(summer	and	fall)	
mean	
temperature	
before	the	
drought	(2009-

14.3	 16.8	 7.9	 12.8	 8.0	 16.6	
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2011	water-
years,	°C)	
Difference	in	dry	
season	(summer	
and	fall)	mean	
temperature	
during	the	
drought	(2012-
2016	water-
years,	°C)	

0.4	 0.5	 0.1	 0.3	 0.1	 0.5	

Winter	mean	
monthly	
minimum	
temperature	
before	the	
drought	(2009-
2011	water-
years,	°C)	

-0.6	 1.4	 -7.1	 -2.9	 -7.0	 1.3	

Difference	in	
winter	mean	
monthly	
minimum	
temperature	
during	the	
drought	(2012-
2016	water-
years,	°C)	

1.4	 1.6	 1.6	 2.0	 1.4	 2.0	

Table	B.1.	Domain	of	each	feature	variable	from	Figures	2.2	and	2.3.	
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APPENDIX	C	

Supporting	Figures	and	Tables	for	Chapter	3	

	

Figure	C.1.	The	increase	in	NDMI	between	2011	(before	the	drought)	and	2017	(after	the	

drought)	for	our	study	region.	The	outline	of	Soaproot	Saddle	is	shown	to	the	west	and	

Lower	Teakettle	to	the	east.	For	visual	clarity,	we	show	the	negative	change	(decrease	in	

NDMI	during	the	drought)	in	Figure	3.1	and	the	positive	change	here.	
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Figure	C.2.	Increases	in	NDMI	during	and	after	the	2012-2016	drought	at	Soaproot	Saddle.	

a.	The	baseline	NDMI	in	2011.	b.	The	increase	in	NDMI	between	2011	and	2012,	c.	2011	

and	2013,	d.	2011	and	2014,	e.	2011	and	2015,	f.	2011	and	2015,	g.	2011	and	2016,	and	h.	

2011	and	2017.	The	respective	decreases	in	NDMI	at	Soaproot	Saddle	are	shown	in	Figure	

3.2	in	the	main	text.	

	

a.		NDMI	2011 b.		dNDMI	2011-2012 c.		dNDMI	2011-2013 d.		dNDMI	2011-2014

	
	

	
	
	
	

	

NDMI

e.		dNDMI	2011-2015

-0.2						0.0						0.2						0.4						0.6

0.0					0.1				0.2				0.3				0.4			0.5

f.		dNDMI	2011-2016

Positive	change	in	NDMI

g.		dNDMI	2011-2017



 

154 
 

	

Figure	C.3.	Increases	in	NDMI	during	and	after	the	2012-2016	drought	at	Lower	Teakettle.	

a.	The	baseline	NDMI	in	2011.	b.	The	increase	in	NDMI	between	2011	and	2012,	c.	2011	

and	2013,	d.	2011	and	2014,	e.	2011	and	2015,	f.	2011	and	2015,	g.	2011	and	2016,	and	h.	

2011	and	2017.	The	respective	decreases	in	NDMI	at	Lower	Teakettle	are	shown	in	Figure	

3.3	in	the	main	text.	
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