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Abstract

Picture book reading is a common word-learning context from
which parents repeatedly name objects to their child and it has
been found to facilitate early word learning. To learn the cor-
rect word-object mappings in a book-reading context, infants
need to be able to link what they see with what they hear. How-
ever, given multiple objects on every book page, it is not clear
how infants direct their attention to objects named by parents.
The aim of the current study is to examine how infants mech-
anistically discover the correct word-object mappings during
book reading in real time. We used head-mounted eye-tracking
during parent–infant picture book reading and measured the
infant’s moment-by-moment visual attention to the named ref-
erent. We also examined how gesture cues provided by both
the child and the parent may influence infants’ attention to the
named target. We found that although parents provided many
object labels during book reading, infants were not able to at-
tend to the named objects easily. However, their abilities to
follow and use gestures to direct the other social partner’s at-
tention increase the chance of looking at the named target dur-
ing parent naming.
Keywords: picture book reading, word learning, visual atten-
tion, gesture

Introduction
Shared picture book reading is a naturalistic context in which
parents read an illustrated book to their child (see e.g., Levy et
al., 2006). It is one of the common daily activities for young
children and it has been found to have many long-term ben-
efits including parent-child bonding (Barratt-Pugh and Rohl,
2015), reading and literacy skills (Sulzby and Teale, 1987),
academic achievement (Sénéchal et al., 1998) and learning
to sustain attention (Lawson, 2012). According to a large-
scale survey study, many parents begin to read to their chil-
dren shortly after birth and about 95% of parents of children
ages 18 to 23 months report reading books to their infants at
least once or twice a week and 50% of them reported reading
books at least once a day (Young et al., 1998).

Word learning does not happen in a vacuum. Instead,
infants acquire lexicon through learning from their every-
day experiences. Shared picture book reading is a context
that provides children a rich source of linguistic informa-
tion. Texts in individual picture books generally contained
more unique word types than length-matched, child-directed
conversations, suggesting language benefits associated with
diverse linguistic input (Montag et al., 2015). In addition,
the language experience that derives from the text of pic-
ture books may be important not only in light of the lin-
guistic properties of printed text but also the social context
in which text appears. Compared with speech in other ac-
tivities, parent speech during shared book reading is dense,
structurally complex, lexically diverse, and high in questions

(Tamis-LeMonda et al., 2012). Therefore, the inherent rich-
ness of language input from picture book reading made it a
critical training ground for language learners.

The link between successful word learning and shared
picture book reading is well established, but the process in
which children learn new vocabulary from such experiences
has been largely neglected in the literature. Specifically, to
learn the correct word-object mappings in picture book read-
ing context, young children need to be able to link what they
see with what they hear. However, children’s books usually
portray complex scenes with multiple objects on each page.
When parents label an object on a book page, it is not clear
how children direct their attention to the named object given
there are multiple potentially correct referent on a book page.
Evans and Saint-Aubin (2013) investigated how eye move-
ments in shared picture book reading are related to the time-
locked spoken language input. They found that 4-year-olds
did look at the target region of the illustration after the criti-
cal word was spoken by the reader. However, it took them 4–5
seconds on average to do so. Given that adults read aloud at
a rate of almost 200 words per minute (about three words per
second; Ashby, Yang, Evans, and Rayner, 2012), children’s
eye movements may be too slow to keep up efficiently with
the reader’s spoken language output. Children are facing a
real-time challenge of mapping the heard label with the right
object in view during book-reading interactions.

How do children successfully learn words from this seem-
ingly difficulty task? More specifically, given the fast-paced
nature of book reading interactions, how do children attend
to correct information at the right time of naming? One pos-
sibility is that children may need to rely on other cues to in-
tegrate the audio-visual input they perceive. There are multi-
ple factors simultaneously influencing what the child is see-
ing and hearing at the moment of naming. Previous studies
have explored the many possible pathways through the use of
cues from social (Baldwin, 1993; Bloom, 2002; Tomasello,
2000), linguistic (Gleitman, 1990), attentional (Smith, 2000),
and conceptual (Gentner, 1982) constraints. One of such cues
that has been studied extensively and found to support word
learning is hand gesture. Deictic gestures, such as pointing,
can highlight the correct referent ostensively and offer crucial
clues for infants to locate the intended referent when facing
referential uncertainty (Rowe et al., 2008). Because deictic
gestures provide an easier pathway for infants to identify and
integrate the audio-visual information (Cook et al., 2008),
they have been found to facilitate language comprehension
(Morford and Goldin-Meadow, 1992).
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Figure 1: Experimental setup. Child’s (A) and parent’s (B) first-person views with eye images superimposed on the upper-right
corner. Crosshair indicates where each agent looks.

Current study

Although there is a large amount of literature focusing on var-
ious aspects of word learning in book reading context, there
have been relatively few experimental studies examining real-
time visual attention in parent-infant picture book reading
among very young children (less than two years of age). The
goal of the current study was to quantify word learning in-
put and provide a mechanistic account of how correct word-
object mappings may be established in the context of book
reading. Towards this goal, we recruited 18-to-24 month-old
children and their parents and fitted them with head-mounted
eye trackers to capture both the children’s and the parents’
first-person views while parents read several picture books to
their children for 15 minutes. To quantify the learning in-
put, we analyzed parental linguistic input as well as sensory-
motor level behaviors of eyes and hands from both agents.
We tested three specific hypotheses:

• Hypothesis on linguistic input: we coded parents’ speech
utterance during picture book reading and identified a sub-
set of naming utterances in which caregivers labeled an
object on the book. We quantified the linguistic input by
measuring how many labels parents provide, how quickly
they provide those labels and what labels they provide. We
predicted that parents produce many naming instances dur-
ing book reading in a relatively fast-pace nature, providing
learners a lot of word learning opportunities. Even though
there are many objects on every single book page, they con-

sistently chose a subset of objects to name.

• Hypothesis on child attention during naming: where chil-
dren look during naming is critical for building the cor-
rect word-object mappings. To answer this question, we
analyzed the child’s real-time gaze patterns during nam-
ing moments. Given the fast-paced nature of book-reading
interactions, we predicted that infants may not be able to
attend to the named object on a page very easily.

• Hypothesis on role of gestures: we next measured how
likely parent and child gesture and whether gestures in-
crease infant’s attention to named target. We predicted that
both parent and child gesture quite frequently in picture
book reading. Infant’s abilities to follow parent’s gestures
and use gestures to direct parent’s attention could increase
the chance that infants look at the right target during parent
naming.

Method
Participant
Participants were 16 parent-child dyads who resided in Mid-
west, U.S.A. All children (12 female) were between the ages
of 18 and 24 months (M = 19.03, SD = 1.6, Min = 18, Max
= 24.4). Twelve additional dyads participated but contributed
no or limited eye-tracking data due to children’ unwillingness
to wear the head camera equipment. Procedures in this study
were approved by the Human Subjects and Institutional Re-
view Boards at Indiana University.
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Materials
We used 5 commercially available picture books: I Went
Walking (1989), Goodnight, Gorilla (1994), Let’s go visiting
(1997), Sammy the Seal (2005), I am a Little Lion (1994).
The selected books vary in their story contents and illustra-
tion styles, but all have clear story-lines centering around
one main character. Because these books are intended for
beginner-level readers, some have very few lines of text and
some have no text. To be consistent, we removed written
texts from all books and asked parents to come up with their
own stories based on the printed images. There are studies
showing that when parents read books to their children, they
not only read the text as written but also engage in more dy-
namic “dialogic reading” (Whitehurst et al., 1988). Parents
self-generated sentences often yield varied vocabulary that is
not only about printed material on the book but also about ex-
periences that the child has related to the story (Deckner et al.,
2006; Dickinson et al., 2012; Ninio and Bruner, 1978). This
manipulation would elicit more diverse linguistic input that
allows us to examine spontaneous interactions between par-
ent and child and potentially compare individual differences
in the future.

Experimental setup
During the experiment, child and parent sat next to each other
at a table (61cm x 91cm x 64cm). Infants sat in a customized
highchair that supported sitting stability and parents sat on
the floor. A bookstand is used to hold the book at a consistent
60° angle and roughly 10cm away from the edge of the table.
This setup allows parents to freely interact with their children
while avoiding displacement of the eye-tracking devices due
to voluntary head-movements. Both participants wore head-
mounted eye trackers from Positive Science, LLC (Franchak
et al., 2010; Yu and Smith, 2013). As shown in Figure 1A and
1B, each eye-tracking system includes an infrared eye camera
and a scene camera. The eye camera is mounted on the head
and pointed to the right eye of the participant that records eye
images, and the scene camera captures the first-person view
from the participant’s perspective. The scene camera’s cap-
tures a 90° visual field. Although less than the approximately
170° full visual field of natural human vision, it captures area
on the book-page space that is critical to determine gaze lo-
cation. Each eye tracking system records both the egocentric-
view video and gaze direction in that view, with a sampling
rate of 30 Hz. Parent speech was recorded from a microphone
built in the parent eye tracker. We also added three additional
high-resolution cameras on two walls and the ceiling to cap-
ture the interaction from three third-person views.

Procedure
We first fit parent with the eye-tracking gear. After both the
parent’s and the child’s eye-tracking gears are placed prop-
erly, we collect calibration points for eye tracking. We place
a letter-sized sheet with 5 points (4 at corners and 1 at center)
on the bookstand. The experimenter randomly points to one
of the five points using a laser pointer and makes sure both

the parent and the child’s attention is directed to that point.
This procedure is repeated at least 15 times with the calibra-
tion points placed in various locations on the sheet. Parents
are then instructed to read books to their children as they nat-
urally would for 15 minutes. They do not need to follow any
order or finish reading all the books. They are told to put the
book on the bookstand when reading it and to keep the orig-
inal sitting configuration as much as possible. They are not
aware that the study is about word learning nor are they in-
structed to name the objects. Once the reading session starts,
the experimenters leave the room and monitor the interaction
in the control room. If the child bumps the camera during
the experiment, one experimenter would go in after parent
finishes a book and readjust the camera. These brief interrup-
tions were excluded from analyses.

Corpus
In total, we collected 45 book-reading sessions with good
eye-tracking data from 16 parent-child dyads. This equals
to 157 minutes of usable video data. On average, each book
was read 9 times. Each dyad contributed 2-5 books. Par-
ents spent about 3.49 minutes on each book, with the shortest
single-book interaction lasted 1.19 minutes and the longest
one lasted 9.38 minutes.

Data processing
To process data for analyses, we synchronized and calibrated
first-person view videos from both parent and child. Using
calibrated videos with crosshairs superimposed on the videos
indicating gaze directions, we manually annotated five vari-
ables: child and parent gaze, child and parent gestures and
parent speech using the following coding scheme.

Gaze data. We first identified a list of region-of-interest
(ROIs) for each book. All ROIs are whole objects on the
page that can be named using concrete nouns. The number of
objects varies page by page. The average number of objects
on a page is 5.45 (SD = 2.83, Min = 2, Max = 15). This shows
that book reading creates word learning moments that are ref-
erentially uncertain as there are always multiple objects on a
page when naming happens.

Coders watched the calibrated first-person view videos and
coded these ROIs frame by frames by using an in-house
program. Together, the whole 2.5 hours interactions yield
572,190 frames extracted from both social partners. Within
these interactions, roughly 31% of frames from the infants
and 30% of frames from the parents were not codable either
due to loss of tracking or participants being off task (not look-
ing at the book at all).

Gesture data. Deictic gestures from both social partners
were coded. Deictic gesture is used for referent identifica-
tion. In the context of book reading, the most common de-
ictic gestures used is pointing at a referent using one’s hands
or fingers. Using videos from all views, coders identify seg-
ments of the video in which parent or child points at objects.
The duration of each gesture covers the time period in which

1369



Figure 2: Data visualization for 5 coded variables: child eye gaze, parent eye gaze, child gesture, parent gesture, parent naming.
All coded variables are represented as temporal data streams with different colors indicating different ROIs in each moment.
Last row shows objects printed on each page.

the object that parent or child intends to point is clearly iden-
tifiable from the any of the videos.

Speech data. Coders transcribed parent’ speech using only
the audio recordings from the interactions. Parental speech
was then divided into utterances, which is defined as strings
of speech separated by two periods of silence of at least
400msec. Among those spoken utterances, ones that contain
at least one labeling of an object printed on the page (e.g.,
“What is the duck doing over there?”) were then coded as
“naming utterances.”

As shown in a data visualization in Figure 2, all coded vari-
ables are represented as n categorical (n = number of Region-
Of-Interest defined) temporal data streams with different col-
ors indicating different ROIs in each moment. Data analyses
were carried out using these five data variables.

Results
Quantifying linguistic input
Parents produced 2690 speech utterances in total. Among
these speech utterances, about 50% are naming utterances
(1360), which is defined as an utterance containing at least
one object label. Infants on average hear 17.54 utterances per
minute (SD = 3.25) and 8.95 naming utterances per minute
(SD = 2.26). This finding suggests that book reading is a very
fast-paced interaction in which parents provide a lot of labels.

In addition, we observed large individual differences
across different dyads. As shown in Figure 3, some parents
have a high speech rate, but not many speech utterances are
naming utterances, whereas other parents have a relatively
low speech rate, but almost all speech utterances are naming
utterances. On average, parents mentioned about 13 unique
object names (M = 12.73, SD = 5.08), which is about 56%
(SD = 13%) of all unique objects printed on the book.

Because picture books are designed in a way that the
same object appears many times across different pages, we
next measured how often parents name the same object and
whether naming frequency of an object is associated with its

Figure 3: A scatter plot showing linguistic input from differ-
ent reading sessions. Different dot colors indicate different
books.

occurrences on the book. We found that parents labeled some
objects more than others. More than half (56%) of the nam-
ing instances are about the top 3 named objects. In addition,
we found that the set of most named objects tend to be dif-
ferent for different dyads. For example, as shown in Figure 4
(left column), duck was the most named object for one dyad
and was named 17 times, but it was only the fourth named
object for another dyad and was named 5 times. This seems
to suggest that parents create their own linguistic input that is
not entirely tied to the printed pictures.

To quantify this observation, we measured how parent
naming frequency is correlated with object occurrence in the
book. In a hypothetical situation, if parent names every ob-
ject printed on the book, we would see a perfect correlation
and no individual differences between dyads. However, we
only found a moderate correlation (r= 0.55, p< 0.001) be-
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Figure 4: Histograms showing naming frequency from four
book sessions. Colors indicate different named objects.

tween naming frequency and object occurrence (Figure 5).
This suggests that parents do follow the general story line
to some degree but they are certainly not labeling everything
printed on each book page. Combining both results, we could
argue that parents tend to name a small subset of objects very
frequently. However, the subsets of objects they chose vary
across dyads and are not completely tied to object occur-
rences printed on the pages.

Child’s visual attention during naming
Given book reading is a linguistically rich environment
in which children have many opportunities to learn object
names, where do infants visually attend when parents pro-
vide object names? We analyzed the child’s real-time gaze
patterns during naming moments. We defined a window start-
ing from the onset of each utterance and measured where the
child looked moment by moment within the entire window.
For multi-label utterances, such as “duck, look at the duck!”
(consist of 40% of all naming utterances), we equally split
the utterance into n (n = number of labels) smaller labeling
windows.

We plotted target look distribution in a normalized his-
togram (Figure 6) where x axis is proportion of time the child
is looking at the named object, y axis is proportion of in-
stances. A hundred percent on x axis means that when a nam-
ing event happens (i.e., mom is naming the object gorilla), the
child is looking at gorilla 100% of the time within the naming
window. Zero percent means when a naming event happens,
the child is not looking at the correct target at all. Proportions
between 0% and 100% mean the child at least spent some
time looking at the target. We found that in over 50% of in-
stances, infants completely missed the named object. The rest
of the time, infants spent at least some time looking at the tar-
get. Only in about 15% of instances, infants attended to the

Figure 5: Moderate correlation between naming frequency
and object occurrence. Different dot colors indicate different
books.

named target 100% of time (Figure 6).
This pattern reflects different types of learning situations

infants encounter in naturalistic interactions. Some nam-
ing moments are highly informative, from which children
are able to find the correct word-object mapping very eas-
ily. Other naming moments are highly ambiguous that labeled
object and attended object do not match (Yu et al., 2021). In
these instances, the child may be uncertain which object is
being named, creating a word-object mapping challenge.

The effect of gesture on attention during naming
Both parents and children gesture often during book read-
ing. We found that parents (M = 9.52 times/min, SD = 5.51
times/min) gestured significantly more than children (M=
3.49 times/min, SD = 3.35 times/min, t(44) = 5.63, p< .0001
). However, the duration of parent’s (M =1.02 sec, SD = .52
sec) and child’s gestures (M = 1.24 sec, SD = .77 sec) do not
differ (t(38) = 1.88, ns).

Labeling and gesture are not only highly frequent events
in book-reading context, they also tend to be coupled tempo-
rally. To quantify the coupling of these two types of events,
we coded naming event as “naming with gesture” as long as
there is one co-occurring gesture event. We found that 46% of
naming instances are paired with a parent gesture and 18% of
naming instance are paired with a child gestures (5% paired
with both types of gestures), suggesting that gestures and la-
bels are highly coupled. Knowing that the overall visual at-
tention on target during naming is quite low, are infants more
likely to attend to the target when gestures are also present?

We found that in naming instances with parent gestures
(Figure 7), there were fewer instances that the child never
looked at the target. There was also an increase of target look
compare to no gesture cases. We fit linear mixed effect mod-
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Figure 6: Target look distribution from infants.

Figure 7: The effect of gesture on infant attention during
naming

els predicting proportion of target looking time from different
types of naming instances with subject as the random factor.
We first compared naming with parent gesture versus naming
with no gesture and found the model to be statistically signifi-
cant (model: target look ~gesture + (1 | subject), β = 0.04, p =
0.04). We observed very similar patterns in naming instances
with child gestures (Figure 7). We run a similar model as
in the parent data set and found the model statistically sig-
nificant: (β = 0.12, p < .001) for naming with child gesture
versus naming with no gesture. In sum, we found that both
parent and child gestures are effective in driving children’s
attention to the named target. Although children still may not
solve the referential uncertainty problem at the moment, they
are at least more likely to collect relevant information about
the correct word-object mappings through increased visual at-
tention.

Discussion
Understanding the learning input available to the child is crit-
ical for studying any learning mechanisms. The current study
is concerned with the role of input in early word learning and
we used picture books as an experimental tool to better under-
stand this process. Our results showed that parents provided
rich linguistic input in a short period of time when reading
books to their children. The fast-paced nature of book read-
ing creates a challenge for children who are acquiring new
words through linking what they hear with what they see. By
analyzing gaze data from the infant’s own perspective, we
found that in over 50% of the time, infants were not attending
to the correct referent being labeled at all. However, deictic
gestures from either the parents or children themselves help
resolve the referential ambiguity problem by increasing the
child’s visual attention to target.

The current study focused on examining individual naming
instances, but a lot of picture books are designed in a way that
objects repeatedly appear across pages. To create a coherent
story, parents also tend to repeatedly name the same object on
and across pages, creating multiple opportunities for the child
to learn the same word. The way picture book is structured
is similar to the Cross-Situational Learning (CSL) paradigm
used in many word learning studies. The logic of CSL is that
when learners hear a word, they always see a set of potential
candidate referents. Although learners are unable to iden-
tify the correct word-object mapping on a single exposure, if
they can combine information across multiple exposures, they
are able to determine the most probable referent by integrat-
ing multiple mapping sets over time. In other words, hear-
ing words in enough various contexts would allow learners
to rule out incorrect associates and learn the most consistent
mappings, which are likely be the correct ones (Zhang et al.,
2021). Similarly, in the book-reading context, it is possible
that learners may not find the correct word-object mappings
from one naming instance at the moment, but the information
they accumulate across pages may still help them discover the
correct word-object mappings down the road.

In addition, deictic gesture is certainly not the only cue pro-
vided by parent during the entire book-reading interaction.
Future work could also look at other gesture types, such as
representational gestures. Those gestures are not only direc-
tive but also contain more complex information about a refer-
ent’s size, shape, function, etc. (McNeill, 1992), which may
offer additional clues to help infants identify the correct ref-
erent.

Together, we believe that in order to understand children’s
word-learning process, we need to first understand the learn-
ing input available to them during everyday word-learning
moments and this critical learning input is jointly created by
parents and children at the moment of learning (Cartmill et
al., 2013; Hoff and Naigles, 2002; Weisleder and Fernald,
2013). It may be through multiple statistically sensitive pro-
cesses of the input that learners gradually acquire the critical
skills to solve the mapping problem in word learning.
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