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1. Introduction

Improving the efficiency of membrane-
based separations is critical to the advance-
ment of many clean-energy technologies, 
including gas and chemical separations, 
carbon capture and sequestration (CCS), 
water desalination, dehumidification, 
fuel-cell technology, and electrochemical 
energy storage (EES). Schemes to engineer 
highly selective species transport across 
microporous membranes have progressed 
considerably in the past decade due to the 
advent of microporous membrane compo-
nents with controlled pore architectures 
and pore chemistries (Figure 1). Here 
we provide a critical assessment of how 
the pore architecture and pore chemistry 
of microporous materials dictate analyte 
selectivity or specificity. We also discuss 
emerging opportunities to increase mem-
brane permeability and selectivity, e.g., 
using high-flux 2D molecular-sieving 
membranes or phase-change composites. 
Furthermore, given the composite char-
acter of many membrane designs, we 

identify a critical need for quantitative metrologies for under-
standing mass transport and mass transfer across heteroma-
terial interfaces and in micropores with unusual chemical 
interactions with analytes of interest. The emerging perspec-
tive is that, in contrast to conventional absorptive or adsorptive 
strategies requiring energy-intensive regeneration procedures, 
microporous membranes can achieve high fluxes of the desired 
permeant at markedly lower energetic costs, e.g., to improve 
gas and chemical separations;[1] they can often be implemented 
in a continuous process, consisting of a low-cost, integrated 
unit with a smaller footprint than the incumbent technology. 
Microporous membranes also allow electrochemical devices, 
including fuel cells (FCs) and batteries, to be operated without 
active material crossover owing to the transport selectivity of 
their pore architectures, improving the energy efficiency of 
those devices and ensuring their longevity.

Microporous membrane components considered here fea-
ture persistent free-volume elements (i.e., pores) less than 
2 nm in diameter, which discriminate between analytes based 
on size and chemistry. Microporous membranes can either be 
single component or composites of several materials, of which 
at least one is microporous. The rigidity of their architectures 

Many forward-looking clean-energy technologies hinge on the development 
of scalable and efficient membrane-based separations. Ongoing investment 
in the basic research of microporous materials is beginning to pay dividends 
in membrane technology maturation. Specifically, improvements in mem-
brane selectivity, permeability, and durability are being leveraged for more 
efficient carbon capture, desalination, and energy storage, and the market 
adoption of membranes in those areas appears to be on the horizon. Herein, 
an overview of the microporous materials chemistry driving advanced 
membrane development, the clean-energy separations employing them, and 
the theoretical underpinnings tying membrane performance to membrane 
structure across multiple length scales is provided. The interplay of pore 
architecture and chemistry for a given set of analytes emerges as a critical 
design consideration dictating mass transport outcomes. Opportunities and 
outstanding challenges in the field are also discussed, including high-flux 
2D molecular-sieving membranes, phase-change adsorbents as perfor-
mance-enhancing components in composite membranes, and the need for 
quantitative metrologies for understanding mass transport in heterophasic 
materials and in micropores with unusual chemical interactions with ana-
lytes of interest.
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influences, and sometimes enforces, size selectivity; thus, low 
framework mobility is often required. In these instances, the 
coupled motion of the microporous host material does not 
directly mediate the transport of guest analytes. As a result, 
transport selectivity and flux can be decoupled from the intra- 
and intermolecular mechanical flexibility of the microporous 
materials, thereby allowing for independent optimization of 
membrane performance attributes.

The primary classes of microporous materials are (1) inor-
ganics (e.g., zeolites);[2] (2) hybrids (e.g., metal-organic frame-
works, MOFs);[3] (3) carbons (e.g., carbon nanotubes[4] and 
carbon molecular sieves, CMSs);[5] and (4) organics (e.g., 
microporous polymers[6,7] and organic nanotubes).[8] While 
significant attention has been paid to the adsorptive[9] and 
catalytic[10–12] properties of high surface area microporous 
materials, here we will discuss how their unique architectures 
impact transport selectivity for gases, liquids, and ions. Further-
more, we will address how transport outcomes are affected by 
both nanoconfinement within free-volume elements and pore–
analyte interactions. The emerging perspective, regardless of 
the type of transport process, is that the unique shape-persis-
tent architectures of these materials permit molecular diffusive 
permeabilities that are orders of magnitude faster than mole
cular diffusion in liquids or dense materials, and in rare cases, 
even faster than bulk kinetics while restricting the passage of 
other components of the analyte mixture.

2. Microporous Materials with Controlled Pore 
Architectures and Pore Chemistries

2.1. Zeolites and Related Inorganic Molecular Sieves

Zeolites are microporous aluminosilicate framework solids[19] 
that exhibit well-ordered and periodic arrangements of matter 
and empty space (Figure 2). Related inorganic molecular sieves 
include silicalites,[20] metallosilicates,[21] and metallophos-
phates.[22] Though discovered in the 1700s,[23] zeolites did not 
find widespread industrial use for nearly two centuries.[24,25] 
Indeed, the molecular-sieving effect was not recognized in zeo-
lites until 1925.[26] Today, hundreds of zeolites are available with 
uniform pore sizes ranging from 3 Å to more than 1 nm. Strict 
size and shape selectivity[27] have not only made them attrac-
tive molecular sieves for selective transport but also led to their 
broad adoption as adsorbates[28] and heterogeneous catalysts, 
particularly the so-called “Big Five” (FAU, MFI, MOR, BEA, and 
FER types).[12,29] Typical zeolite syntheses are carried out under 
hydrothermal conditions using silicates and aluminates. Vari-
ations of temperature, cations, reaction time, and pH, among 
other parameters, dictate framework outcomes.[25] Typically, 
the chemical makeup determines the structure of the zeolites. 
Occasionally, minor pore size adjustments are possible. For 
instance, zeolites 3A, 4A and 5A are all derived from zeolite A 
and incorporate different guest counterions: K+, Na+

, and Ca+, 
respectively.[30] Their incorporation into a membrane could take 
the form of a solid dispersion or in situ synthesis on a mem-
brane by way of seeded growth.[31] Recently, membrane design 
using zeolite nanosheets (ns) and inorganic nanotubes has also 
been investigated.[32]
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2.2. Metal-Organic Frameworks

MOFs[33] are hybrid microporous materials composed of 
organic linkers joined together at inorganic nodes to form an 
extended 3D network (Figure 2). These crystalline materials are 
made up of two types of building blocks or secondary building 
units (SBUs)—metal-containing SBUs and organic SBUs. The 
metal-containing SBUs, which could be a metal ion or a cluster, 
act as nodes that are connected by polytopic organic linkers. 
In addition to forming architectural topologies that can be iso-
morphic to zeolites at an expanded scale (as is the case with 
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zeolitic imidazolate frameworks or ZIFs),[34] organic linkers can 
be designed to yield MOFs of more exotic topologies or nets.[35]

Like zeolites, MOFs feature periodic arrangements of 
micropores, or in some instances mesopores, depending on 
the organic linker. They are also amenable to postsynthetic 
modifications to fine-tune interactions with analytes.[36] 
The diversity of architectures in this class of microporous 
materials is remarkable, with examples pushing the bounds 
of specific surface area (up to 7000 m2 g−1)[37] and porosity 
(up to 90%).[38] MOFs can adsorb and facilitate reactions 
for molecules that are too bulky for zeolites and other inor-
ganic molecular sieves, and SBUs can be engineered syn-
ergistically to mediate analyte–pore-wall interactions.[39,40] 
These properties have been exploited for gas storage/adsorp-
tion,[41] catalysis,[10] sensing,[42] and other types of selective 
transport.[43,44]

Replacing the metal centers in MOFs with polytopic organic 
moieties yields covalent organic frameworks (COFs), e.g., as 
pioneered by Yaghi and co-workers.[46] COFs have attracted 
much attention but, although a small number of COF 
membranes have been reported,[47] they have yet to be used 
extensively in selective transport. Nonetheless, COFs have 
found early successes in gas storage[48] and electronic charge 
storage.[49] Interested readers are directed to a relevant review 
on these topics.[50]

2.3. Carbon Nanostructures

Carbon nanotubes are a mainstay of nanoscience and nano-
technology.[51] They exhibit unique electrical,[52] thermal, and 
mechanical[53] properties, and are also molecular-sieving mate-
rials in their own right. Catalysts, precursors, and process con-
ditions can be tuned to control nanotube diameters, either as 
single-walled or multiwalled nanostructures.[54] While a variety 
of routes have been reported to modify carbon nanotubes on 
the exterior or the openings,[55] there are as yet no strategies 
to functionalize their interior space. Instead, they remain a 
continuous and atomically smooth hydrophobic surface that 
is capable of promoting faster-than-bulk, frictionless kinetics 
via specular reflection of analyte molecules.[56] In addition to 
having a confined geometry for molecular sieving, carbon nano-
tubes also have shown promise in chemically distinguishing 
between analytes, ranging from ions[57] to macromolecules.[58] 
Microporous graphene is a promising 2D membrane material 
with greater opportunities for pore-wall functionalization.[59] As 
its potential in this field is only just emerging, we discuss its 
properties at length toward the end of this review (Section 5.2).

Whereas carbon nanotubes and porous graphene are exemplars 
of 1D and 2D microporous carbon nanostructures, respectively, 
CMSs are 3D. By pyrolizing a polymer precursor, microporous 
carbonaceous architectures emerge with high surface area, small 
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Figure 1.  Microporous materials are leading a step change in clean-energy technologies ranging from carbon capture and water desalination to 
electrochemical energy storage. Microporous membrane components span zeolites, MOFs, carbon nanotubes, organic nanotubes, and intrinsically 
microporous polymers. The carbon capture image: Reproduced with permission.[13] Copyright 2009, AAAS. Water desalination image: Reproduced 
with permission.[14] Copyright 2011, AAAS. MOF image: Reproduced with permission.[15] Copyright 2015, Nature Publishing Group. Carbon nano-
tube image: Reproduced with permission.[16] Copyright 2001, Nature Publishing Group. Organic nanotube image: Reproduced with permission.[17] 
Copyright 2014, The Royal Society of Chemistry. Microporous polymer image: Reproduced with permission.[18] Copyright 2010, The Royal Society of 
Chemistry.
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pores (<1 nm), and narrow pore-size distributions.[60,61] Most 
CMSs are derived from polyimides,[62] such as Matrimid[63,64] 
or Kapton.[60,63,65] Other polymer precursors have included 
poly(furfuryl alcohol),[66] phenol-based resins,[67] and poly(vinyl 
chloride) copolymers.[68] Both precursor chain packing and 
pyrolizing procedure influence the final micropore architecture.[69] 
Unlike zeolites or MOFs, however, these shape-persistent micro
porous materials are random arrangements of matter and empty 
space. Through the stochastic stacking, the microvoids enable 
molecular sieving in membranes tailored for gas separations.[5,70,71]

2.4. Organic Nanotubes

Organic nanotubes are like carbon nanotubes, prototypical 
microporous 1D nanostructures. Unlike carbon nanotubes, 
however, they are assembled from molecular components—
either from wedge-like molecules (e.g., dendrimers,[72] guano-
sine quartets, or their related analogues,[73] etc.) or from discrete 
macrocycles (e.g., carbon nanohoops,[74] arylene ethynylenes,[75] 
or cyclic peptides)[76]—via noncovalent interactions, such as 
π–π stacking or hydrogen bonding. The structural diversity 
of organic nanotubes is vast. The size of their aperture can 
range from ≈Å to ≈nm, which is subject to precise synthetic 

control; the length of organic nanotubes, on the other hand, 
strongly depends on the strength of the noncovalent interac-
tions and the assembly strategy. Uniquely, both their exteriors 
and interiors[77,78] can be modified with chemical functionality 
to enhance transport selectivity. Not surprisingly then, advances 
in synthetic methods have thus far focused on understanding 
these molecular structure–transport–selectivity relationships, 
rather than on practical aspects associated with scale-up, as 
might be required for membrane-based separations. In some 
instances, organic nanotubes benefit from exterior function-
alization to align the nanotubes within a matrix (e.g., a meso-
structured block copolymer film), allowing for facile membrane 
casting from solution.[79] Given their ability to regulate trans-
port, organic nanotubes have been explored as transmembrane 
protein analogs.[80] Aside from bioinspired membrane applica-
tions, they have also been used as sensors.[81]

2.5. Microporous Polymers

In organic polymers, micropores naturally arise from imperfect 
packing of highly rigid and amorphous macromolecular struc-
tures. Whereas conventional polymers have dynamic micro
porosity due to thermally activated segmental chain motion 
(a physical characteristic more aptly defined as free volume), 
in recent years, researchers have engineered void-forming ele-
ments at the molecular level. In these cases, segmental chain 
dynamics have been significantly reduced, thereby resulting 
in materials that would be defined more classically as micro
porous (Figure 3). For microporous organic polymers such as 
poly(1-trimethylsilyl-1-propyne) (PTMSP), 34% fractional free 
volume (FFV)[82] has been reported. PTMSP features a bulky 
trimethylsilane group on the backbone while maintaining a 
rigid sp2-hybridized carbon main chain. Likewise, polymers of 
intrinsic microporosity (PIMs) achieve high FFV by introducing 
kinks into an otherwise rigid polymer backbone, which results 
in frustrated chain packing in the solid state.[83] For PIM-1, FFV 
approaches 20% and consists primarily of micropores.[84] Con-
jugated microporous polymers generate porosity via a similar 
principle of maintaining rigidity to disrupt packing. For poly-
mers that are considered dense, there are generally two ways 
to introduce porosity chemically—reductive or additive. The 
reductive strategy is more prevalent and yields pores through 
triggered condensation of chemical moieties appended to the 
polymer. Thermally rearranged (TR) polymers[85] derive their 
microporosity in this manner, often times in a two-step process: 
first, monomers are polymerized into a processable precursor 
material; second, a thermal treatment is applied, which acti-
vates contracting rearrangement or partial decomposition of the 
precursor, revealing the micropores. CMSs can be considered 
as an extreme of this case; one key difference, however, is that 
TR polymers can be formed without undergoing pyrolysis. The 
additive path, on the other hand, creates voids by chemically 
wedging spacers between polymer chains, often accomplished 
by crosslinking[86] (e.g., hyper-crosslinked polymers). In gen-
eral, these polymers are processable in their non-crosslinked 
forms as large-area, flexible films. They often serve as a highly 
permeable matrix for composites incorporating other mole
cular-sieving components. The ease of processing and low 
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Figure 2.  Structural diversity is a hallmark of both zeolites and MOFs, 
as demonstrated by the various structures and topologies presented 
here. ZIFs and their isomorphic counterpart zeolites are listed together 
for comparison. Zeolite structures: Generated using the Database of 
Zeolite Structures. [19c] MOF structures: Reproduced with permission.[45] 
Copyright 2008, Elsevier. ZIF structures: Reproduced with permission.[34] 
Copyright 2006, National Academy of Sciences.



© 2018 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim1704953  (5 of 33)

www.advmat.dewww.advancedsciencenews.com

cost of these microporous polymers have led to their adoption 
across many technology areas, including gas separation,[83,85,87] 
desalination,[88] and energy storage.[84]

3. Fundamentals of Transport  
in Microporous Membranes

Some general descriptions are useful in understanding 
transport across microporous membranes used in various 
applications. First, analyte molecules in the feed contact the 
membrane. The analyte then enters the membrane, either 
dissolving into the membrane bulk or occupying pore free 
volume. Then, the analyte diffuses across the membrane driven 
by a chemical potential gradient. Flux is determined by the 
ability of the analyte to fit within the confines of the pore (size 
exclusion) and its interactions with the pore walls (chemical 
selectivity). Finally, the analyte desorbs at the downstream side 

of the membrane, establishing a steady-state chemical poten-
tial gradient. In this section, we provide a brief overview of the 
chemical and physical forces influencing transport in micropo-
rous materials, the models used to understand their transport 
characteristics, and the design principles used to apply them to 
next-generation separations.

3.1. Size Selectivity and Chemical Selectivity

In the design of new membrane materials, two primary design 
parameters are available: (1) in the ≈Å size regime, chemical 
control over the pore-wall functionality determines the ener-
getics of pore–analyte interactions, and (2) at the nanoscale, 
pore size and shape determine the barriers to analytes entering 
and moving between pores. Often, these axes of control are 
orthogonal. Consider the case of isoreticular MOFs. Pore size 
can be tuned by changing the length of the organic ligands.[40] 

Adv. Mater. 2018, 1704953

Figure 3.  a) Monomer selection for PIMs. b) Monomer selection for TR polymers. c) PIM synthesis via step-growth polymerization. d) TR polymer 
synthesis via step-growth polymerization and subsequent thermal rearrangement.
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Conversely, through careful choice of ligand, postsynthetic 
modification, or cation exchange, frameworks with very similar 
pore architectures but vastly different pore-wall chemistries 
are accessible.[89] As we demonstrate in the following subsec-
tion, the size and chemistry of the pores are often considered 
together when modeling transport, which is most easily under-
stood as a function of the speed and frequency with which ana-
lytes traverse the membrane. Nonetheless, these concepts are 
useful for establishing design principles for the advancement 
of membrane technology. Ultimately, as all separations neces-
sarily operate on chemical and physical differences between the 
analytes being separated, those analyte properties determine 
the respective relevance of pore size and chemistry on mem-
brane performance.

Chemical selectivity in membrane applications is most appli-
cable when the analytes differ substantially in polarizability, 
electrostatic charge, Lewis acidic/basic character, etc. Increasing 
the favorability of interactions between membrane materials 
and a given analyte will typically increase the flux of that ana-
lyte. On one extreme, membranes can form reversible bonds 
with the higher-flux analyte. If the rate of analyte exchange on 
the reactive sites is sufficiently fast, the effective concentra-
tion of that particular analyte is markedly increased, increasing 
both selectivity and productivity in a process called facilitated 
transport.[90] However, if the analyte interacts too strongly with 
particular moieties in the matrix, transport across the poten-
tial well of the bound state is disfavored, slowing transport. 
Another strategy is to block the transport of certain analytes 
by designing repulsive pore–analyte interactions.[91] This pro-
cess is seen in the use of electrostatically charged membrane 
matrices for ion exclusion, which is discussed in Section 4.3.

Pore-size control for size-exclusion separations can be quite 
effective with even small differences in analyte size when the 
matrix exhibits appropriate in situ pore dimensions. For example, 
gaseous propane and propylene can be separated through mole
cular sieving in the MOF ZIF-8 despite having very similar van 
der Waals diameters (4.16 and 4.03 Å, respectively).[92,93] This 
example is also illustrative of the importance of pore dynamics in 
molecular-sieving applications. The crystal structure of ZIF-8 sug-
gests a selective pore aperture of only 3.6 Å, but Zhang et al. dem-
onstrated that natural fluctuations in the crystal structure permit 
fast diffusion of analytes up to ≈4.1 Å in diameter.[92] As such, 
size exclusion as a design principle must be considered within 
the relevant operating conditions of the separation. Common 
methods for pore-size characterization, such as crystallography 
and adsorption isotherms, do not necessarily account for pore-
dimension fluctuations with changes to solvent environment, 
temperature, flexibility, etc.[94,95] Understanding analyte size also 
requires careful treatment. In the simple case of dilute gaseous 
analytes, multiple measures of size exist that sometimes suggest 
conflicting results (building on the propane/propylene example, 
the kinetic diameter of propane is the smaller of the two while 
the opposite trend holds for the van der Waals diameters).[92]  
As system complexity increases, the permeating species  
sometimes includes noncovalent aggregates. In redox-flow 
battery membranes, analyte sizes are estimated as the radius 
of gyration of the analyte molecule/ion and its solvent shell, 
which are quantified using either scattering, electrochemical, 
or diffusion-ordered NMR spectroscopy (DOSY) methods, or 

alternatively, computationally using ab initio or semiclassical 
molecular dynamics (MD) simulations, which also allow desol-
vation energies to be calculated.[96] A complementary approach 
to engineering pore architectures is to alter the size of the ana-
lyte. In some applications, analyte size can be controlled through 
oligomerization, polymerization, or the introduction of bulky 
chemical functionalities without compromising analyte function-
ality, improving membrane performance with no change to the 
matrix itself.[97]

Throughout the discussion of microporous membrane appli-
cations in clean-energy technologies (Section 4), these design 
principles are carefully considered in turn with respect to the 
demands of each use case.

3.2. Transport Fundamentals

The first consideration for transport in microporous materials 
is distinguishing solution diffusion from molecular sieving. 
Molecular sieving occurs when the pore size and persistent 
shape exclude a given species; transport is impossible for that 
analyte. For analytes that do enter the membrane, permeation 
in bulk materials, particularly those with low free volume, is 
commonly viewed from the standpoint of the solution-diffusion 
model[98]

= ×P D S 	 (1)

where P is permeability, and D and S  are concentration-aver-
aged effective diffusion and solubility/sorption coefficients, 
respectively. Within this model, transport is envisioned to 
occur via three discrete steps. First, the analyte dissolves into 
the matrix, diffuses across the film, and then desorbs at the 
downstream interface. Therefore, for a binary system of species 
i and j, selectivity, α, can be achieved for materials that exhibit 
differences in molecular diffusion rates or thermodynamic 
partitioning

D

D

S

S
i j

i

j

i

j
/α = ×

	
(2)

Basic permeation characteristics of microporous materials 
can be understood in the context of a simple model. Consider 
gases traveling in the yz plane through a microporous mate-
rial that has within a given unit cell (dimensions Ly × Lz) a 
pore (Lpy × Lpz) separated from other pores in a 1D channel 
by narrow windows with width Lwy and length Lwz.[99] At low 
pressures, the system enthalpy is described by the chemical 
potential of the analyte in the free volume, which is dominated 
by adsorption in the pores. The Henry constant, used here to 
quantify solubility, is thus

β β
= ≈β β− −e e

p p
2

p pH
V

V

L

L L
U z

y z

U

	

(3)

where Vp is the pore volume, V is the unit cell volume, β is 
the inverse product of absolute temperature and the Boltzmann 
constant, and Up is the chemical potential of an analyte mole-
cule in the pore. As the chemical potential of analyte molecules 
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in the widows is high, its effect on the system can be neglected. 
The diffusion constant as determined using the steady-state 
approximation is

=
β
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−

−
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L L
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y z
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(4)

where va is the average particle velocity at a given temperature 
and Uw is the chemical potential in the windows. Permeability, 
the product of solubility and diffusivity, is then

β
= ⋅ = β−

4
ea w wP D H

v L L

L
z z

y

U

	
(5)

While not all of the assumptions used in constructing this 
model hold for many real systems, especially when interac-
tions between analytes are strong, it nonetheless demonstrates 
some interesting relations useful in membrane design. If 
the volume fraction of the pores increases, the Henry coef-
ficient increases while the diffusion coefficient decreases 
(and vice versa), affecting no change on the permeability, 
while increases to the window diameter improve perme-
ability by increasing the diffusion coefficient. Changes to 
the pore chemistry resulting in more favorable pore–analyte 
interactions improve solubility but impede diffusion. Similar 
changes to the window chemistry, however, have little impact 
on adsorption and can be used to tune diffusion. In practice, 
most changes to the matrix structure will change the pore–
analyte and window–analyte interactions to a similar degree, 
meaning more favorable matrix–analyte interactions will 
improve permeability through solubility while having little 
impact on diffusion.

While the solution-diffusion model is generally successful in 
describing permeability and selectivity trade-offs in materials 
such as polymers, microporous materials with persistent free 
volume consistently show transport properties exceeding those 
defined by this model.[87] In general, transport through some of 
these materials can still be described within the framework of 
the solution-diffusion model, but in significantly rigid and con-
torted structures, such as glassy porous polymers, amorphous 
carbons, and zeolites, transport can depend on a combination 
of transport mechanisms including solution-diffusion trans-
port, molecular sieving, surface diffusion, and Knudsen diffu-
sion (Figure 4).[98,100,101]

Analyte diffusion in these cases is mediated by local colli-
sions. When those collisions are most frequently with rigid pore 
walls, e.g., with low-pressure gases in mesoporous materials, 
Knudsen diffusion is the dominant transport mechanism.[99] 
As solubility in this case is roughly the same for all analytes, 
differences in flux are considered to originate from diffusivity 
differences, which in turn result from the velocity with which 
molecules bounce off the pore walls. As these velocities are well 
described using a Maxwell distribution, the diffusion coefficient 
is a function of pore diameter, membrane temperature, and 
analyte mass

π
=

2

3

8
D

r RT

M
i
k

i 	

(6)

where Di
k  is the Knudsen diffusion of species i, r is the radius 

of the capillary, R is the gas constant, T is the temperature of 
the membrane, and Mi is the molar mass of species i.[102]

In amorphous carbons, where sorption into microporous 
sites is particularly strong, Ash et al. first observed that the pre-
ferred diffusion mechanism was a hopping-type mechanism 
known as surface diffusion (cf. Figure 4c).[103] Strong sorp-
tion interactions can further influence diffusion through pro-
cesses such as capillary condensation for gas mixtures, which 
describes the blocking of adsorption sites by condensable gases 
(cf. Figure 4d). For strongly adsorbing gases, capillary conden-
sation can result in inverted or enhanced gas-phase selectivi-
ties when testing gas mixtures instead of pure gases.[104] These 
types of observations are rare for polymer systems but have 
been observed in PTMSP and TR polymers.[101,105]

As pore shapes become well ordered, such as those found 
in crystalline coordination solids, a process known as single-
file diffusion can also be observed. This process is similar to 
capillary condensation and surface diffusion in amorphous 
carbons and microporous polymers but is significantly more 
selective due to the uniformity of precisely well-defined 1D 
channels.[106] In nature, these types of restricted transport 
mechanisms are found for water transport in aquaporins;[107] 
analogous transport behavior is predicted and, in some cases, 
experimentally observed for thin-walled carbon nanotubes[108] 
and zeolites.[109]

Adv. Mater. 2018, 1704953

Figure 4.  Comparison of diffusion mechanisms in polymers and 
microporous materials. a) Solution-diffusion transport, b) molecular 
sieving, c) surface diffusion and Knudsen diffusion, and d) capillary 
condensation.
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When analyte collisions are most frequent with solvent mol-
ecules or other analytes, the effective diffusion coefficient is 
described using a series of dimensionless factors accounting 
for pore geometry

εδ
τ

=eD
D

	
(7)

where De is the effective diffusion coefficient through the mem-
brane, D is the diffusion coefficient in the medium filling the 
pores, ε is the porosity (<1), δ is the constrictivity (≤1), and τ is 
the tortuosity (>1).[110] The parameter δ describes resistance to 
flow from increased viscosity through narrow pore apertures, 
and the parameter τ describes resistance to flow resulting from 
the winding paths analytes take through the membrane. While 
porosity can be measured directly using a number of common 
techniques, including gas adsorption[111] and ellipsometric 
porosimetry,[112] tortuosity and constrictivity are typically empir-
ical, although advanced X-ray tomography for the direct meas-
urement of tortuosity has been demonstrated.[113]

3.3. Modeling Transport through Microporous Materials

As predictive and mechanistically informative models of spe-
cific membrane systems are desirable to direct membrane 
design, many such descriptions of individual transport systems 
have been developed. Such theoretical formalisms governing 
the transport of gases through microporous materials are well 
developed and illustrative of the types of considerations one 
must address carefully with analytes generally. We begin our 
discussion of gas transport in microporous polymers by first 
considering models used to describe gas dissolution into glassy 
polymers. The simplest of these is the dual-mode model[114]

C k p C
bp

bp1
D H= + ′

+ 	
(8)

where C is the concentration of a penetrant in the polymer, kD 
is the Henry’s law partition coefficient, CH′  is the Langmuir 
capacity constant, b is the Langmuir affinity constant, and p is 
pressure. Sorption coefficients are defined as the secant slope 
of sorption isotherms

S
C

p
k C

b

bp1
D H= = + ′

+ 	
(9)

For rubbery elastomers, sorption of nonswelling penetrants 
can be described using only the parameter kD.[115] However, for 
glassy polymers, an additional, Langmuir-type contribution to 
sorption becomes manifest in experimental isotherms. The 
dual-mode model captures this behavior by envisaging two dis-
tinct “sites” for sorption in amorphous glasses: (1) sorption into 
Henry’s law sites and (2) sorption into Langmuir sites. From 
a molecular perspective, the dual-mode model does not pos-
sess true physical meaning, as there is no proven experimental 
evidence that supports the presence of discrete sorption sites 
in glassy polymers.[116] From the perspective of statistical ther-
modynamics, far more meaningful and truly predictive models 

for describing gas dissolution into rubbery polymers (Sanchez–
Lacombe)[117] and glassy polymers (nonequilibrium lattice fluid, 
NELF)[118] have been developed. Nevertheless, parameters eval-
uated from the dual-mode model provide some insight into the 
potential advantages of using microporous polymers for mem-
brane-based separations. Most importantly, higher total sorp-
tion in polymers can be achieved when operating in the glassy 
state, and higher sorption corresponds to higher permeation 
rates as predicted by the solution-diffusion model.

The nonequilibrium morphology of high free volume and 
microporous polymers permits significantly more sorption 
into glassy polymers than their corresponding elastomers. The 
reader should note that the term “free volume” and “micro
porous” both relate to open spacing within the polymer matrix 
devoid of electron density. However, “free volume” is a term 
used to indicate stochastically fluctuating gaps in the free space 
of the polymer, whereas “microporous” is used to indicate long-
lasting, persistent gaps that are significantly immobilized and 
considered relatively intransient.[119] From the framework of the 
dual-mode model, the ratio of nonequilibrium to equilibrium 
sorption can be described at infinite dilution as a ratio of the 
dual-mode fitting parameters, C b k/H D′ . Figure 5 demonstrates 
that cooling poly(ethylene terephthalate) (PET) below its glass 
transition temperature (Tg) produces significant nonequilib-
rium free volume that is responsible for increased CO2 sorp-
tion.[120] For polymers often classified as microporous, such as 
PTMSP, TR polymers, and PIM-1, the ratio of nonequilibrium 
to equilibrium sorption for CO2 at 35 °C often falls within the 
range of 5–20, indicating that the dominant mechanism of 
sorption in these polymers is derived from their microporous 
nature.[121–123]

While excess free volume often correlates with increased sorp-
tion, the same is not true for sorption selectivity. In general, poly-
mers often characterized as microporous follow the same trends 
for solubility selectivity as their low free-volume counterparts, 
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Figure 5.  Contributions to CO2 sorption from equilibrium sorption (kD) and 
from excess free volume ( H′C b) above and below the glass transition temper-
ature for PET. Reproduced with permission.[120] 1978, John Wiley & Sons, Inc.
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including PTMSP,[121] TR polymers,[123,124] and PIMs.[125] These 
correlations are upheld for a range of FFVs, including 20–24% 
for PIM-1,[126] 26.3% for TR-1-450,[85,127] and 32–34% for 
PTMSP.[126] From the standpoint of the dual-mode model, the 
origins of this invariance in sorption selectivity in the face of 
significant differences in total sorption correspond to the ener-
getics of gas sorption in the glassy state. The parameter CH′  only 
begins to manifest itself as the polymer is cooled below its glass 
transition temperature. When plotted against inverse tempera-
ture on a semilog Van’t Hoff plot, CH′  exhibits a strong nonlinear 
dependence. In contrast, an analogous plot of the affinity con-
stant, b, versus inverse temperature reveals linear Van’t Hoff type 
behavior.[120,128] Thus, relative sorption affinities, which are char-
acteristic of b, are invariant to free volume and microporosity.

In contrast to sorption selectivities, diffusion rates and diffu-
sion selectivities are strongly influenced by polymer structure 
and fractional free volume or microporosity. For illustrative pur-
poses, consider the separation of H2 from CH4. H2 has a kinetic 
diameter of 2.89 Å compared to 3.8 Å for CH4, a difference of less 
than 1 Å.[129] For poly(dimethyl siloxane) (PDMS; Tg = −123 °C),  
an elastomer, H2/CH4 diffusion selectivity is only 6,[130,131] 
whereas H2/CH4 diffusion selectivity for a glassy polyimide 
(benzophenone-3,3´,4,4´-tetracarboxylic dianhydride-para-4,4´- 
oxydianiline, or BTDA-para-ODA; Tg = 266 °C) is 280.[132] How-
ever, PDMS, the most permeable rubbery polymer known,[130] 
has an H2 diffusivity of 1.4 × 10−4 cm2 s−1 compared to only 3.6 × 
10−7 cm2 s−1 for that of BTDA-para-ODA. This comparison high-
lights a general trend. Gas diffusion in low free-volume glassy 
polymers, such as BTDA-para-ODA, is significantly reduced due 
to immobilization of polymer chain segments. However, for 
high free-volume, microporous glassy polymers, significant non-
equilibrium free volume allows for lower activation energies of 
diffusion, thereby permitting high diffusion rates. For example, 
PTMSP has an H2 diffusion coefficient of 2.6 × 10−4 cm2 s−1  
and an H2/CH4 diffusion selectivity of 7.6,[121] properties that 
surpass both the diffusion rate and diffusion selectivity of 
PDMS (i.e., D = 140 cm2 s−1, and /H CH2 4D D  = 6).[130]

In polymer systems, the mechanism of gas diffusion has 
classically been described in analogy to molecular diffusion 
of liquids using Eyring’s transition-state theory.[133] Eyring 
describes diffusion as a process that occurs through “holes” or 
gaps in the lattice framework that occasionally open into voids 
large enough to permit diffusive displacement between lattice 
sites. Diffusion of these holes, D, can therefore be statistically 
described by a relationship proposed by Cohen and Turnball[134]

D A exp
f

γυ
υ

= − ∗



 	

(10)

where A is a temperature-independent preexponential factor, υf  
is the volume of the transient holes, or free-volume elements, 
γ is a numerical factor to account for overlapping free-volume 
elements, and υ* is the molecular volume of the diffusing 
diluent (or analyte). The basic form of this relationship, which 
was further expanded to describe polymer–diluent systems by 
Fujita[135] predicts a few basic correlations for molecular dif-
fusion in polymers. Specifically, faster diffusion occurs for 
smaller molecules and for larger or interconnected free-volume 
elements. Free volume is often determined through group 

contribution methods[136] or through spectroscopic characteri-
zation such as positron annihilation lifetime spectroscopy.[137]

Diffusion can similarly be described as an energetically acti-
vated process using an Arrhenius relationship of similar form 
to the equation proposed by Cohen and Turnball[138]

exp0
DD D
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where D0 corresponds to entropic contributions to activation, 
ED is the activation energy of diffusion, R is the ideal gas con-
stant, and T is the absolute temperature. From this relation-
ship, Meares proposed that the energy required for a molecule 
to make a diffusive jump correlates with the energy required 
to separate the surrounding media with sufficient space to 
accommodate the cross section of the diffusant.[139] Regard-
less of whether free-volume considerations or activated dif-
fusion considerations are used to describe the mechanism of 
diffusion in polymers, the slope of the upper bound relation-
ships originally described empirically by Robeson can be fun-
damentally described within the framework of either of these 
models.[87,140,141] These upper bound relationships describe 
a consistent trade-off between permeability and selectivity 
observed for polymer membranes.

When the analytes to be separated are more strongly inter-
acting than dilute gases, as is the case for liquids and solvated 
species, the nanoscale dimensions of micropores often lead to 
behaviors deviating from continuum fluid dynamics, and MD 
simulations are necessary to model these systems.[142,143] The 
distribution and diffusion of nanoconfined analytes strongly 
depend on analyte–analyte and analyte–matrix interactions, 
both of which change with time and position in the system. MD 
simulations can capture these complicated interactions, such as 
transient hydrogen-bond networks that influence the barriers to 
permeation, as well as other relevant properties of the system 
(e.g., solvent density or viscosity fluctuations).[143] Often, these 
studies highlight key aspects of the system relevant to mem-
brane performance, and analytical models that qualitatively 
track with the simulated results are later developed to provide 
a greater description of the system.[59] Water and aqueous solu-
tions are common subjects of these studies, as they are inter-
esting from both basic science and application-driven perspec-
tives. Sometimes, the models and intuitions of traditional fluid 
dynamics hold true in microporous transport; however, simula-
tion is usually needed to ascertain when this is the case.

Such MD studies have been particularly useful in the con-
text of 2D materials. While these membranes, including nano-
porous graphene[144] and graphene,[143] achieve separations 
by mechanisms as simple as molecular sieving, the interplay 
between solvent molecules and the membrane pores pro-
duces a number of more complicated confinement effects. 
For example, Cohen-Tanugi and Grossman demonstrated 
that the chemical functionality of nanoporous graphene pore 
walls plays a critical role in determining water flux and selec-
tivity over salt ions due in part to the entropic penalty of solvent 
confinement in the pores.[59] When hydrogenated pore walls are 
replaced with hydroxylated ones, water molecules in the pores 
become more disordered, raising the system entropy and con-
sequently lowering the free energy of molecules traversing the 

Adv. Mater. 2018, 1704953
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membrane, ultimately improving water flux. Separately, intro-
ducing charged species to the pores has been shown to produce 
large free-energy barriers to coions.[145] Outside of the pores, 
solvent in contact with the membrane surface also exhibits 
interesting ordering effects that influence flux. Near the hydro-
phobic surface of graphene, solid-like hydrogen-bond arrange-
ments increase water density and viscosity, limiting flow across 
the membrane, especially for small pores.[143] Together, these 
studies develop a picture of perturbed solvent behavior at the 
water–membrane interface, underscoring the importance of a 
well-developed molecular view of transport in these systems.

Nanotubes also provide confined volumes for liquid analyte 
transport and have thus received considerable attention from 
the MD community. Carbon nanotubes are the simplest case 
and have been studied in detail.[146] Simulations allow for the 
effects of pore size, chemistry, and roughness to be studied 
independently. Interestingly, long and narrow nanotubes with 
smooth, hydrophobic pore walls are needed to promote the 
faster-than-bulk transport; examples of such materials are well 
known.[142,147] In more structurally complex cyclic peptide nano-
tubes, the free energy landscape changes periodically along the 
length of the tube, and water molecules tend to prefer the space 
between cycles.[148] As the pore diameter increases, single-file 
behavior gives way to bulk-like diffusion properties. Cyclic pep-
tide nanotubes are especially exciting materials because, unlike 
carbon nanotubes, the interior pore-wall chemistry can be finely 
controlled through alterations in the amino acid sequence of 
the subunits.[77] The effects of peptide substitution on diffu-
sion and selectivity have been investigated in detail by Keten 
and co-workers. [17,149] While water interacts primarily with car-
bonyl groups in canonical peptide nanotubes, the introduction 
of other functionalities (methyl, amine, etc.), experimentally 
demonstrated by Helms and Xu, changes the energy landscape 
roughness and sterically influences analyte transport.[77] Simu-
lated ion flow rates can be tuned by over an order of magnitude 
using this method. Functionalities promoting the exchange of 
the solvent shell, such as highly polar or sterically bulky groups, 
slow Na+ passage, while nonintrusive glycine-like hydrogen 
allows the ion to retain its solvent shell, promoting fast trans-
port. Additionally, conformational freedom of the peptide cycles 
themselves enables coordination with analytes that would be 
unobtainable in traditional, rigid microporous materials.[150]

4. The Application of Microporous Membranes  
to Clean-Energy Technologies

Here we provide an overview of clean-energy technologies 
where membrane design is central to large-scale implementa-
tion. The technologies are organized by analyte—gases, water, 
and ions—and, in turn, by application. Though the demands 
of each analyte and environment differ, some classes of micro
porous materials show promise across multiple applications.

4.1. Gas Transport—Carbon Capture and Other Gas Separations

With looming concern over global climate change brought 
about by excessive emission of greenhouse gases, CCS, the 

process by which atmospheric carbon dioxide is collected and 
injected underground, has become a major driving force for 
membrane development. In the US today, over half of green-
house gas emissions come from burning fossil fuels—mostly 
coal and natural gas—at source locations for electricity produc-
tion and industrial use.[151] Therefore, the most immediate way 
to prevent CO2 release into the environment is by capturing it 
directly at these sources.

Strategies for controlling CO2 emissions at power plants 
include precombustion capture, postcombustion capture, and 
oxy-fuel combustion (cf. Figure 6).[152] Precombustion and oxy-
fuel combustion strategies target CO2 capture by purifying the 
fuel source or the oxidant feed, respectively. For precombus-
tion carbon capture, the power plant fuel is predominantly H2, 
derived from the separation of gasified coal syngas. For oxy-fuel 
combustion, coal or gas is burned in high purity oxygen, which 
is derived from a high-volume air separation unit, to produce 
high concentrations of CO2 that can be dehydrated and com-
pressed for sequestration. While membranes could be used in 
precombustion carbon capture (predominantly H2/CO2 separa-
tion) and oxy-fuel combustion carbon capture (predominantly 
O2/N2 separation), practically all existing and newly developed 
coal-fired power plants are designed with boilers specifically 
made for combustion of coal in air. Therefore, postcombus-
tion carbon capture is the most practical and economic option 
for retrofitting currently existing and soon-to-be built power 
plants.[152]

Emissions from coal-fired and natural gas power plants 
consist largely of CO2 and N2, although significant quantities 
of other gases are found in these mixtures (Table 1).[153] The 
incumbent CO2-scrubbing technology, which has been deployed 
commercially for natural gas sweetening since the 1930s,[154] 
implements aqueous solutions of amino alcohols that capture 
carbon dioxide from flue gas streams.[155] Regeneration proceeds 
thermally, which is energy intensive, costing up to 30% of the 
power plant output.[156] Therefore, alternative separation pro-
cesses that use solid-state adsorbents and gas separation mem-
branes potentially present more energy-effective solutions.[157]

Adv. Mater. 2018, 1704953

Figure 6.  Potential routes for power plant decarbonization for energy 
production. Major gaseous components for each part of the process dia-
gram are highlighted. Reproduced with permission.[152] Copyright 2010, 
Elsevier.
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For microporous membrane materials to compete with 
amino alcohol solutions for postcombustion carbon capture, 
the design of membrane materials must be weighed carefully 
against the engineering process requirements. Gas separa-
tion membranes operate via a pressure driving force, so his-
torically, their earliest industrial adaptation was for applications 
with preexisting, high-pressure feeds, such as the recovery of 
hydrogen from purge lines in petrochemical and ammonia pro-
duction plants.[158,159] The same pressurized feeds are found in 
emerging applications, such as natural gas sweetening, where 
wellhead pressures provide a natural driving force upward of 
60 bar.[160] Under these conditions, single-stage membrane 
systems do not require compressors, significantly shifting 
the economics for natural gas purification away from amine 
absorption. In many cases, even two-stage membrane systems 
coupled with an intermediate compressor to repressurize the 
permeate are still more economically attractive than amine 
absorption.[160] On the other hand, postcombustion CO2 capture 
has an intrinsic driving force of only 0.03–0.15 bar, the approxi-
mate partial pressure of CO2 in flue gas, making this separa-
tion significantly more challenging. As a technical analogy, 
there is only one major application today where membranes 
are used to process low partial pressure gases: nitrogen genera-
tion from air, which is typically used in on-board inert gas gen-
eration systems (OBIGGS).[159,161] To reduce compressor costs 
and improve N2 recovery, these applications often use glassy 
polymers with low permeability but high O2/N2 selectivity 
(i.e., 6–8).[162] However, flue gas capture is an inherently dif-
ferent application than nitrogen generation. OBIGGS are used 
in confined spaces on commercial aircraft to process limited 
flow rates of gas.[163] If implemented industrially, CO2 recovery 
from flue gas would be the highest flux adoption of membrane 
separators today. A typical 600 MW coal-fired power plant emits 
11 000 tons of CO2 per day, a flow rate that is 5–10 times larger 
than typical amine absorption processing facilities used for nat-
ural gas sweetening.[152]

Because pressure differentials drive membrane gas sepa-
rations, pressure-ratio limitations significantly influence the 
engineering design of carbon capture systems.[164] Merkel et al. 
concluded that membrane systems could potentially compete 
with amine absorption.[152] However, the process proposed for 

their implementation is based on careful economic process opti-
mization and design: a light vacuum (0.22 bar) would be pulled 
on the permeate and a low-flow sweep stream of CO2-lean 
retentate would be used in a countercurrent flow module.[152] 
For these pressure-ratio-limited applications, microporous poly-
mers with moderate CO2/N2 selectivities (≈25) and high perme-
abilities could have significant impact. PIMs, TR polymers, and 
composite mixed-matrix membranes (MMMs) are attractive for 
this separation.[165]

Nonpolymeric microporous membranes could also be used 
for postcombustion CO2 capture. However, materials like acti-
vated carbons, considered some of the simplest nonpolymeric 
materials to scale up, are estimated to be at least an order of 
magnitude more expensive to form into membrane geometries 
than polymers.[126,164] Moreover, polymer membranes deployed 
for commercial applications today, which process significantly 
lower flow rates than those required for flue gas capture, have 
surface areas of 1000–50 000 m2 and selective layer thicknesses 
of ≈100 nm.[162] To compete economically with state-of-the-
art polymers, nonpolymeric membranes must be made from 
materials that can be produced at sufficient scale and formed 
into selective thin films; indeed, efforts in that direction are 
underway with selective materials, including MOFs[166] and 
zeolites.[167]

There are, of course, clean-energy chemical separations 
beyond those used for CCS. By some accounts, 10–15% of the 
total global energy expenditure goes toward chemical separa-
tions, and any technology to lower that cost has the potential to 
significantly reduce anthropogenic carbon dioxide emissions.[1] 
Microporous membranes have been investigated for many such 
separations, as discussed in the following subsections.

4.1.1. Microporous Single-Component Systems for CCS 
and Gas-Phase Chemical Separations

Polymer membranes with microporous character have shown 
promising separation efficiency for several industrially relevant 
gas pairs. PIMs are particularly noteworthy in this regard (i.e., 
as upper bound membrane materials). Since the mobility of the 
polymer backbone is not the limiting kinetic process in medi-
ating gas transport, optimization of the membrane transport 
properties in turn calls for the rigidification of the backbone, 
to the point of minimizing the number of rotatable bonds. 
PIMs have evolved from ladder polymers, typically bearing 
either kinked bicyclic or spirocyclic aromatic monomers along 
their backbone,[83] to rigid polymers that are fully constrained 
and decorated with bulky groups.[168] PIMs have demonstrated 
superior performance in separating CO2/CH4 and other gas 
pairs:[169–171] methanol-treated PIM-1 membranes have dem-
onstrated CO2 permeabilities as high as 11 200 Barrer.[172] 
Moreover, tetrazolate derivatives of PIM-1 (e.g., TZPIM-1 
or TZPIM-2) offer CO2/N2 selectivity approaching 30.[170] 
PIMs are likely to continue to push the bounds of the Robeson 
permeability-selectivity trade-off, provided monomer-level 
structural motifs directing pore network architectures advance 
significantly beyond present designs.[7,18,173,174]

Thermally rearranged polymers have also found success 
in improving efficiency and productivity for gas separation 
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Table 1.  Approximate composition of flue gas from a coal-fired and nat-
ural gas power plant.[153]

Component Coal Natural gas

N2 70–80% 74–80%

CO2 12–15% 3–5%

SO2 1800 ppm <10 ppm

NOx 500 ppm 50 ppm

H2O 5–7% 7–10%

O2 3–4% 12–15%

CO <100 ppm <5 ppm

Hg/As ppb 0

Particulates 10–20 mg N m−1 NA

Pressure 1 atm 1 atm
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membranes. First reported by Park et al. in 2007,[85] TR  
polymers are formed from a solid-state reaction of 
poly(hydroxyimide)s, where the hydroxyl group is ortho-posi-
tioned to the diamine monomer. These polyimides, which can 
be cast as films, are heated, typically to temperatures between 
350 and 450 °C, thereby inducing an intramolecular cyclization 
reaction between the hydroxyl group and the imide carbonyl 
to form polybenzoxazoles.[127,175] Once converted, these poly-
mers become insoluble in their casting solvent, possibly due 
to intermolecular crosslinking reactions, which endows these 
materials with excellent plasticization resistance.[105] Because 
these reactions take place in the solid state, slight variations in 
the synthesis of the polyimide precursors significantly influ-
ence transport behavior for the resulting TR polymer.[176] For 
example, modifying the hydroxyl group on the polymer back-
bone to larger ortho-positioned functional groups can be used 
to effectively engineer free volume and free-volume distribution 
in these materials, resulting in significant improvements in 
permeability.[177,178]

TR polymers first showed promising transport properties 
and plasticization resistance for CO2/CH4 separation,[85] but 
additional studies suggest that TR polymers could find use in 
CO2/N2,

[173] O2/N2,[173] and olefin/paraffin separations.[179] Of 
practical interest, TR polymers are derived from solution pro-
cessable polyimide precursors, a class of polymers currently 
deployed by Air Liquide and Ube for industrial gas separation 
membranes, so TR polymers have a logical pathway to indus-
trial deployment using currently available membrane formation 
methods.[162] Of note, TR polymers have already been formed 
into hollow-fiber geometries.[180]

Of particular interest is understanding and tuning the free-
volume architecture of TR polymers. Initial reports indicated 
a sharpening of the free-volume distributions due to a coa-
lescence of free-volume elements during thermal rearrange-
ment,[85] but additional studies have reported other potential 
phenomena, such as the formation of bimodal free-volume 
distributions,[176,181] or more traditional free-volume trade-
off behavior such as unimodal free-volume distributions that 
follow upper bound type limitations.[179] The origins of these 
competing and complex morphologies of TR polymers likely 
relate to slight differences in polymer preparation methods. 
As described in the theoretical section of this paper, transport 
in these microporous-like materials occurs predominantly 
through their nonequilibrium packing morphology, so the 
method by which they are prepared has direct implications on 
their performance.

Two major challenges deterring industrial deployment of TR 
polymers and PIMs relate to their mechanical brittleness and 
susceptibility to physical aging, respectively. For TR polymers, 
when conversion temperatures up to 450 °C are required, sam-
ples often become brittle.[85] To overcome these mechanical 
issues, researchers have investigated methods for lowering the 
thermal rearrangement temperature to avoid potential polymer 
backbone degradation. To do so, precursor polyimides have 
been synthesized with lower glass transition temperatures, 
which can rearrange at lower temperatures.[178] Alternatively, 
more flexible backbone functionalities, such as spirobisindane 
units similar to those in PIMs, have been incorporated into 
the polymer backbone.[182] Additionally, alternative precursors, 

such as poly(hydroxyamide)s, which undergo thermal rear-
rangement at temperatures closer to 250 °C, have been 
formed.[175,183] While mechanical properties can be improved 
with these modifications, the true microporous nature of TR 
polymers, as indicated by detectable Brunauer–Emmett–Teller 
(BET) surface areas, is typically only found for samples con-
verted near their degradation point.[85] Therefore, improve-
ments in mechanical properties are often met by reductions in 
transport performance. Thus, in the future, TR polymers would 
benefit significantly from a more holistic understanding of 
which types of thermally rearrangeable bonds, beyond the lim-
ited set now available, should be incorporated into the polymer 
backbone to yield useful properties for efficient gas separation 
membranes.

A similar conundrum exists in the formation of PIMs. 
PIMs achieve outstanding size-sieving capabilities by reducing 
polymer chain mobility, which often results in adverse mechan-
ical properties (e.g., brittleness). PIM-1 is a notable exception and  
has a characteristic tensile strength and elongation at break in 
the range of 45.1–47.1 MPa and 7.2–11.2%, respectively,[184,185] 
which represent mechanical properties that begin to approach 
those of commercially available membrane polymers.[186] In 
many instances, structural modifications to the PIM back-
bone, such as copolymerizing trifluoromethyl and phenolsul-
fone groups[184] or copolymerizing dinaphthyl groups,[187] can 
improve selectivity while maintaining upper bound perfor-
mance relative to PIM-1. However, these modifications result in 
concomitant losses in mechanical properties. Conversely, struc-
tural modifications to the PIM backbone designed to improve 
ductility, such as adding tetraoxide thianthrene,[187] shift trans-
port performance away from the upper bound. Postsynthetic 
modifications to PIM-1, such as the addition of carboxylic acid 
functionality, are also known to reduce film ductility.[185] Some 
of the most promising improvements in transport properties 
are for ethanoanthracene PIMs containing Tröger’s base (e.g., 
PIM-EA-TB).[171] Replacing ethanoanthracene with triptycene-
based functionality (e.g., PIM-Trip-TB) improves mechanical 
properties. However, like the aforementioned examples, these 
changes in mechanical properties correspond to with a decrease 
in upper bound performance.[188]

Physical aging is another concern for the industrial deploy-
ment of microporous polymers. Physical aging is the slow 
relaxation of nonequilibrium glassy polymers to their equi-
librium packing state.[189] This relaxation phenomenon is 
accelerated for high free-volume materials and for polymers 
close to their glass transition temperatures (Tg). Perhaps most 
critically, physical aging is significantly pronounced for thin 
polymer films, which have higher surface-area-to-volume ratios 
than thick films.[190] PTMSP has been studied extensively for  
these effects. Initially, thick films on the order of tens to hun-
dreds of micrometers thick showed 6–27-fold reductions in 
permeability after 4 years, a loss that correlated with reduced 
diffusivity.[191] Additional studies revealed that the aging 
rate for PTMSP is significantly accelerated for films ≈1 µm 
thick or thinner.[192,193] Similar to PTMSP, thick PIM films 
show significant aging effects after only 1 d,[171] and more 
pronounced aging has been measured for a variety of PIM 
structures over much longer periods of time.[188,194] While 
reductions in permeability are not as significant for PIMs and 
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TR polymers compared to those of PTMSP, possibly due to the 
greater rigidity of PIM and TR polymer backbones, 220 nm 
thick PIM-1 shows an 80% reduction in oxygen permeability 
over 40 d,[193] and 1.4–1.8 µm thick partially converted TR 
polymer samples derived from HAB-6FDA show between 55% 
and 65% reductions in oxygen permeabilities over the same 
timeframe. Predicting long-term transport performance for 
thin films of microporous polymers will be essential for their 
industrial acceptance.

Other microporous polymers, such as conjugated micro
porous polymers, have achieved some success as well,[195] and 
the reader is directed to a relevant review for more detailed 
discussions.[196]

CMS membranes, or simply carbon membranes, were first 
investigated by Barrer in the early 1960s.[103,104,197] Though 
derived from polymeric precursors, CMS membranes boast per-
formance metrics that can exceed those of polymer membranes. 
By their sieving behavior, these membranes achieve advanta-
geous diffusion selectivities and significantly larger sorption 
capacities compared to those of pure polymers, resulting in 
higher permeabilities. This type of behavior has been demon-
strated for separations practiced in industry, particularly O2/N2 
and CO2/CH4 separations,[198] and for emerging applications, 
such as propylene/propane[199] and ethylene/ethane separa-
tions.[200] However, it is estimated that carbon membranes will 
cost 10–100 times more than polymer membranes,[164] and per-
haps the greatest challenge is forming carbon membranes that 
are stable to condensable gases and water vapor.[126] In addi-
tion to transport properties, these economic and practical pro-
cessing considerations need to be addressed when designing 
carbons for industrial membrane applications. A broader selec-
tion of carbon materials and their application in gas separations 
can be found in recent reviews.[5,70]

4.1.2. Multicomponent Systems—Composite Membranes for CCS 
and Gas-Phase Chemical Separations

An attractive means of enhancing membrane properties 
beyond those of single component membranes is to employ 
composites, which are combinations of two or more compo-
nents that interact synergistically to improve gas separation 
performance. Compositing has primarily been considered in 
the context of MMMs consisting of a permselective filler phase 
dispersed into a polymer matrix. The filler 
phase in an MMM is often a zeolite,[201–203] 
MOF,[204–209] silica,[210] CMS,[211,212] or carbon 
nanotube.[213] The MMM approach has 
major advantages, as well as challenges, 
when compared to pure component sys-
tems. In many instances, composites have 
improved separation performance over neat 
polymer membranes, as well as better pro-
cessability compared with pure component 
systems such as CMS membranes or neat 
MOF membranes. Major challenges with 
the approach include developing composites 
that are defect free, mechanically robust, and 
have high permeance.

The primary advantage that composites have over neat 
polymers is their gas separation performance, as there are 
numerous examples of membranes with gas separation perfor-
mance that exceed the Robeson upper bound for neat polymers. 
There are two primary mechanisms by which the filler phase 
of a mixed-matrix system imparts improved separation perfor-
mance on the membrane, including diffusive enhancements 
(or size-sieving) and adsorptive enhancements. Although trans-
port through the filler phase does not necessarily follow the 
solution-diffusion model, it can still contribute to the overall 
solubility or diffusivity of various components in the mem-
brane. In this way, fillers can act primarily as diffusive-selective 
particles, or sieves, or as solubility-selective particles or adsor-
bents. To see how each of these approaches might be leveraged 
for a separation, it is first necessary to compare the physical 
properties of commonly targeted gas molecules. Table 2 lists 
the relevant physical properties of gas molecules commonly 
considered for gas separations.

The differences in the molecular properties for gas pairs 
can be leveraged to conduct a separation. In more traditional, 
thermal-based separations, the differences in condensability, or 
boiling point, are leveraged. In membrane-based separations, a 
molecule’s ability to diffuse is related to its kinetic diameter and 
its adsorptive partitioning is related to properties such as dipole 
moment (μ), quadrupole moment (Θ), and polarizability (α). 
For example, C2H4/C2H6 mixtures are particularly challenging 
to separate because these two molecules have similar boiling 
points and kinetic diameters, while in contrast, H2/C3H8 mix-
tures are relatively simple to separate using thermal, diffusive, 
or adsorptive mechanisms.

When targeting a specific gas pair and choosing materials 
for a composite membrane, it is important to keep in mind 
the mechanism that will enable the separation. While there 
are many examples of fillers employed in the literature, we can 
compare specific examples of how sieving fillers are used to 
improve olefin/paraffin or CO2-based separations.

Diffusivity-Based Enhancements: The most prevalent way to 
impart permselectivity in a composite is through the addition of 
diffusive-selective, or size-sieving, particles. This approach has 
been widely used to enhance the selectivity for CO2/CH4, CO2/
N2, H2/CO2, and C3H6/C3H8 separations. Specifically, the sieve 
leverages differences in the kinetic diameter between the two 
permeating components to achieve selectivity. The sieve then 
has an intrinsic permeability and selectivity of its own, and that 
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Table 2.  Relevant physical properties of light gases.[44]

Gas Kinetic diameter  
[Å]

Boiling point  
[K]

Dipole moment, μ  
[10−18 esu m]

Quadrupole moment, Θ 
[10−26 esu m2]

Polarizability, α  
[10−25 cm3]

CO2 3.3 216.6 0 4.30 29.11

N2 3.64–3.80 77.4 0 1.52 17.403

H2 2.83–2.89 20.3 0 0.66 8.042

CH4 3.76 111.7 0 0 25.93

C2H4 4.16 169.4 0 1.50 42.52

C2H6 4.44 184.6 0 0.65 44.3–44.7

C3H6 4.68 225.5 0.37 0 62.6

C3H8 4.3 231.0 0.084 0 62.9–63.7
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is imparted to the composite membrane proportionally to the 
volume fraction of sieve in the composite. The resulting perme-
ability of a composite that contains sieving particles is given by 
the Maxwell relationship, which is widely used to predict the 
permeability of composites[214]
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where PMMM is the permeability of the composite, PP and PS 
are the permeabilities of the polymer phase and sieve phase, 
respectively, and φ is the volume fraction of the film that is 
occupied by the sieve phase. This relationship is useful for 
determining the intrinsic properties of the sieve phase and can 
allow for the determination of composite properties at various 
sieve loadings.

One of the main challenges with forming composites using 
sieving particles is in finding a filler phase that has a pore 
diameter that can discriminate effectively between the two 
permeating gas molecules while in the polymer matrix. Two 
prominent examples of this effect being successfully imple-
mented for C3H6/C3H8 and CO2/CH4 separations are by Zhang 
et al.[203] and Rodenas et al.,[207] respectively. In the case of 
C3H6/C3H8 separations, it was found that a zeolitic imidazolate 
framework (ZIF-8) provides exceptional selectivity between 
these two molecules based on their kinetic diameters. ZIF-8 
is comprised of Zn2+ ions linked through methyl-imidazolate 
units into a sodalite-type MOF. This material was shown not 
to have any specific adsorptive affinity for propylene over pro-
pane, yet when used to form an MMM exhibits significantly 
enhanced permeation properties. Figure 7 shows the adsorp-
tion isotherms of ZIF-8 as well as the permeation properties of 
the composite membranes.

As shown in Figure 7, the improved permeability and 
permselectivity for ZIF-8 MMMs do not originate from an 
adsorption mechanism. Similarly, the rate of adsorption data 
does not suggest significantly higher diffusivity for C3H6 over 
C3H8 in neat ZIF-8. While the permeability of olefins and 
paraffins in ZIF-8 elegantly matches the Maxwell model, the 
intrinsically high permselectivity found for ZIF-8 for C3H6/
C3H8 separations could not have been predicted by measuring 
equilibrium adsorption isotherms and rates of adsorption 

alone; indeed, diffusion kinetics are key compared to the ther-
modynamic partitioning.[92]

Solubility-Based Enhancements: While sieving filler materials 
increase diffusive selectivity by leveraging differences in ana-
lyte kinetic diameters, MMM fillers can also tune the solubility 
component of permeability to improve permselectivity. This 
approach has been successfully employed to improve the selec-
tivity for CO2/N2,

[206] CO2/CH4,
[209,215] and C2H4/C2H6

[204,216] 
separations. There are numerous porous materials that have 
been developed that show very high adsorptive selectivities for 
CO2-based and C2H4/C2H6 separations. Most notable are MOFs 
with coordinatively unsaturated metal centers[217] as well as 
various types of porous materials that have amine functionality.

To elaborate further, we will consider a system that was used 
to improve all three of these separations, namely M2(dobdc) 
(M = Mg, Mn, Co, Ni, and Zn) MOF nanocrystals embedded 
within polyimides. Improving C2H4/C2H6 separations using 
M2(dobdc) was demonstrated by Bachman et al.,[204] and this 
improvement was shown to occur through an adsorption-
enhanced mechanism. Most neat polymers exhibit permselec-
tivity for C2H4 over C2H6 based on a complex trade-off between 
diffusion and solubility selectivity. Diffusion selectivity favors 
the smaller C2H4 molecule, but sorption selectivity slightly 
favors the more condensable C2H6 molecule. Therefore, from 
the exclusive perspective of solubility selectivity, neat poly-
mers operate at a fundamental disadvantage for a C2H4/C2H6 
separation. Interestingly, the limited sorption-based selectivity 
can be improved significantly through the incorporation of 
highly selective nanocrystals of M2(dobdc), which preferentially 
interact with C2H4 over C2H6. This preferential olefinic binding 
leads to composite films that are selective for C2H4 in both 
solubility and diffusivity (Figure 8). Similarly, improving CO2 
permselectivity by incorporating M2(dobdc) was achieved by 
Bae and Long,[206] where the coordinatively unsaturated metal 
sites in Mg2(dobdc) allowed for improved solubility selectivity 
and thus permselectivity when combined with the polyimide, 
6FDA-DAM (Figure 9). Similar phenomena were demon-
strated for CO2/CH4 separations using Ni2(dobdc) nanopar-
ticle fillers in a number of polymer matrices.[209] For all three 
of these separations, the highly selective M2(dobdc) MOFs 
have improved permselectivity in composite membranes via 
adsorption enhancement. Going forward, improvements to 
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Figure 7.  Adsorption and separation performance of ZIF-8 and composite membranes. a) Adsorption isotherms of C3H6 and C3H8 in ZIF-8 and 
b) membrane performance on the C3H6/C3H8 upper bound for various loadings of ZIF-8 as well as the corresponding Maxwell predictions. Reproduced 
with permission.[208] Copyright 2012, Elsevier.
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adsorption-enhanced membranes can be achieved through the 
development of more selective adsorbents.

In addition to the attractiveness of adsorption enhancement 
for tailoring performance in composite membranes, it should 
also be noted that M2(dobdc)/polyimide blends demonstrate an 
unusual, advantageous interface effect.[204] Incorporating the 
MOF into the polymer creates an effectively crosslinked, insol-
uble matrix. These membranes exhibit plasticization resistance 
typical of crosslinked polymers without suffering from the usu-
ally associated decrease in permeability. This result demonstrates 
that properly matched polymer and filler surface functionalities 
can produce interfaces that inherently improve performance, 
creating a composite greater than the sum of its parts.

4.2. Aqueous Transport

4.2.1. Desalination

Access to potable water is a pressing issue in many parts of the 
world. In coastal communities, seawater desalination is being 

implemented at increasingly larger scales. Desalination is also 
needed in other geographical areas, where water is confined to 
salted aquifers.[218] Reverse osmosis is the leading desalination 
technology in terms of overall capacity, and a reliable polymer 
membrane has been key to its success. Thin film composite 
membranes are featured prominently in reverse osmosis. 
These are typically made of an aromatic polyamide thin film 
(typically 0.1–0.3 µm) atop a thick polysulfone support layer 
(≈40 µm). In practice, an additional support layer (≈100 µm) is 
needed to uphold the structural integrity of the membrane.[219]

The permeability/selectivity trade-off observed in gas sepa-
ration is also applicable to membranes for water desalina-
tion under the framework of the solution-diffusion model 
(Figure 10).[220,221] Here, membrane polymer chain dynamics 
control water and salt permeability and selectivity. Micro
porous membranes, single-component or composite, featuring 
more shape-persistent micropores may provide advantages in 
future designs. For example, decoupling membrane–analyte 
interactions for aqueous transport has been achieved using 
carbon-nanotube-based membranes, leveraging their interior 
surface to promote frictionless transport for water molecules 

Adv. Mater. 2018, 1704953

Figure 8.  Adsorption-enhanced composite membranes for C2H4/C2H6 separation. a) By increasing the relative concentration gradient for ethylene 
across the membrane using the adsorptive selectivity in the MOF, there is a greater driving force for mass transport across the film. b) The ethylene 
and ethane isotherms in neat 6FDA-DAM, as well as the composite with 25 wt% Ni2(dobdc), indicating the large increase of gas adsorbed into the 
film as well as an ethylene adsorptive selectivity due to incorporation of the adsorbent. c) The resulting permselectivities at 2 bar and 35 °C for variants 
of M2(dobdc) (M = Mg, Mn, Co, and Ni). MOF content in each membrane by weight are 10% and 33% for Co2(dobdc), 6% and 25% for Ni2(dobdc), 
23% for Mg2(dobdc), and 13% for Mn2(dobdc). Reproduced with permission.[204] Copyright 2016, Nature Publishing Group.

Figure 9.  Adsorption-enhanced CO2/N2 separations using Mg2(dobdc). a) Equilibrium adsorption isotherms in neat 6FDA-DAM (green squares), 10% 
Mg2(dobdc) in 6FDA-DAM (blue circles, filled), and the predicted amount adsorbed based on the pure component isotherms (blue circles, open). 
b) Performance of various Mg2(dobdc) composites on the CO2/N2 upper bound. Reproduced with permission.[206] Copyright 2013, the Royal Society 
of Chemistry.
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in both simulation[222,223] and experiment;[224,225] additionally, 
the micropore orifice efficiently prevents hydrated ion trans-
location.[223,226] Zeolite–polymer composite and even some 
MOF–polymer composite membranes have been investigated 
for reverse osmosis applications with the porous crystals pro-
viding pathways for fast transport of water molecules.[227] In 
these composites, interfacial voids pose a significant problem 
and warrant further attention moving forward.

Related membranes are also garnering early successes in 
forward osmosis applications for desalination, wastewater treat-
ment, and water reclamation.[228] While reverse osmosis relies 
on an applied pressure to drive water against the osmotic pres-
sure, forward osmosis allows water to flow spontaneously across 
the membrane from a low concentration feed solution into a 
high concentration draw solution. By thoughtfully designing 
the composition of the draw solution, the water passing across 
the membrane can be reclaimed. Commonly, the feed is salt 
water from a natural source, and the draw solution uses solutes 
that can easily be removed, leaving potable water behind. Ther-
molytic solutes that evolve gases at high temperatures and salts 
that precipitate upon cooling have been investigated for this 
application, as have tandem forward osmosis–reverse osmosis 
and forward osmosis–nanofiltration systems.[229]

Forward osmosis membranes are often composite struc-
tures configured with a thin, dense selective layer on one or 
more nonselective support layers. Regarding the selection 
of microporous selective layers, Song and Xu used MD sim-
ulations to evaluate various carbon nanostructures for this 
application.[230] Notably, CNTs exhibited similar fluxes for water 
yet greater ion rejection than porous graphene; both compare 
favorably to reported values for existing forward osmosis tech-
nologies. Composite zeolite–polymer selective layers have also 
been investigated to some success, though few examples exist 
in the literature.[231] As this application is still an emerging 

area of exploration for microporous materials, we anticipate 
significant growth in the next few years in new microporous 
selective layers for forward osmosis.

4.2.2. Pervaporation—Dehydration of Organic Liquids

Pervaporation is a process by which a mixture of liquids on one 
side of a membrane selectively diffuses across the membrane 
to vaporize at low pressure on the downstream side. The most 
common commercial application is the dehydration of organic 
liquids.[232,233] Because crude renewable biofuels are produced in 
fermentation reactors as primarily aqueous solutions of alcohols, 
efficient dehydration techniques are needed to separate the com-
bustible alcohol from this mixture.[234] Unlike conventional distil-
lation techniques, pervaporation is not limited by the formation 
of a water–alcohol azeotrope. While dense films with separation 
performance governed by the solution-diffusion mechanism are 
predominantly used for pervaporation, a selection of inorganic 
and hybrid membranes has emerged with behavior that devi-
ates from this mechanism, including supported zeolite mem-
branes, prepared by nucleation and growth of zeolites directly 
on an inorganic support.[235] Thus, while polymer-based mem-
branes presently dominate the market, recently commercialized 
zeolite membranes for pervaporation may eventually overtake 
them.[236] The water is separated primarily through size selec-
tivity, although counterexamples of hydrophobic zeolite mem-
branes that preferentially transport the larger organic molecules 
due to chemical selectivity also exist.[232]

New classes of microporous materials are being adopted as 
pervaporation membranes. PIM-1 is one example, and it has 
shown promise both as a neat membrane and as part of a com-
posite. Early studies by Adymkanov et al. show that the strongly 
hydrophobic character of PIM-1 selectively permits the pas-
sage of alcohols over water, and alcohol permeability decreases 
with increasing molecular diameter.[237] Carboxylated PIM-1 
(cPIM-1), with a greater hydrophilicity than the unmodified 
polymer, has been demonstrated as an effective permeability 
enhancer in high selectivity, low permeability polyimide per-
vaporation membranes.[238] In these systems, water permeates 
faster than alcohols. Blending 20% cPIM-1 into Matrimid and 
several other polyimides increases water permeability nearly 
twofold in separations from 1-butanol, with no measurable 
reduction in selectivity; however, higher cPIM-1 loadings lead 
to severe loss in selectivity.[239] Blends of higher cPIM-1 content 
swell considerably in the alcohol solutions, lowering the barrier 
to butanol diffusion.

MOF-based MMMs have also been investigated for alcohol 
dehydration.[240] Membrane improvements are noted in this 
system due both to the adsorptive selectivity imparted by 
hydrophobic MOFs, such as ZIF-8, and to changes in polymer 
chain mobility due to interactions with the filler material. Marti 
et al. have recently demonstrated that neat films of the MOF 
SIM-1, made by chemically grafting individual crystals into a 
continuous membrane with ethylenediamine, act as an effec-
tive molecular sieve to separate water from water–ethanol 
mixtures.[241]

It should be noted that pervaporation is also applied to 
anhydrous liquid–liquid separations. The rising prevalence of 
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Figure 10.  The permselectivity trade-off plot for reverse osmosis. Repro-
duced with permission.[220] Copyright 2014, Elsevier.
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organophilic sieving materials, particularly zeolites and MOFs, 
has made this approach more viable.[242] For example, silicalite-
1-based membranes have shown efficacy in separating xylene 
isomers via pervaporation.[243] Many examples of neat MOF 
pervaporation membranes used in this context have also been 
reported.[244]

4.2.3. Dehumidification—Indoor Air Conditioning

Maintaining a comfortable indoor environment for building 
occupants is an energy-intensive process that may take up to 
60% of the total energy consumption for a building.[245] Dehu-
midification is an integral part of air conditioning systems. 
Conventional dehumidification cools humid indoor air to col-
lect the condensed water before reheating the dry air to the 
indoor temperature level for recirculation.[246] Liquid-to-air 
membrane energy exchangers are an alternative membrane-
based approach to dehumidification. Here, water transports 
through a porous membrane into a liquid desiccant, which 
can be regenerated with waste heat elsewhere in the building. 
Techno-economic analyses of membrane-based dehumidifying 
systems can be found elsewhere.[246,247] While membranes pres-
ently used are generally macroporous or mesoporous,[248] a few 
notable examples of microporous composite[249] and single-
component[250] membranes are showing promise. Though still 
a nascent area of membrane science that impacts one of the 
major sources of energy consumption, there may be relatively 
straightforward solutions with existing platforms such as PIMs, 
TR polymers, or CNT membranes (i.e., those that leverage fric-
tion-free water transport within microporous voids).[224]

4.3. Ion Transport

4.3.1. Aqueous Ion Transport—Fuel Cells and Electrochemical 
Energy Storage

Renewable generation and storage[251] of electrical energy 
are critical to a sustainable future. To this end, FCs offer on-
demand energy generation by converting chemical potential 
energy into electrical energy. The source of chemical energy 
in fuel cells is either H2 or an alcohol, such as methanol or 
ethanol. Hydrogen fuel cells can achieve a zero-emission 
rating when the hydrogen fuel is generated using renewable 
energy sources. EES, on the other hand, is increasingly being 
paired with systems featuring intermittent energy genera-
tion, including wind and solar. Doing so allows for multihour 
power delivery, frequency regulation, load shifting, and other 
advantages depending on the rate capability of the chemistry 
and scale of the system. For both FCs and EES, membrane 
technology is a critical determinant of system performance. 
The membrane is responsible for selective ion transport and 
other functions. Since the operations of these electrochemical 
devices occur in aqueous and nonaqueous settings, across 
wide temperature ranges and under extremes of chemical reac-
tivity, there is not a universally applicable membrane platform. 
Instead, membranes are developed to balance system needs for 
conductivity, selectivity, and structural integrity.

In approaching the design of ion-transporting membranes 
for FCs and EES, it is important to first consider the funda-
mental aspects governing ion transport in polymeric materials. 
Poly(ethylene oxide),[252] or PEO, ubiquitous as a component in 
solid polymer electrolytes, conducts cations through reversible 
coordination to a charge neutral polymer backbone.[253] Solid 
and gel (or plasticized) polymer electrolytes are simply formu-
lated by dissolving salts in PEO, or its derivatives, alongside 
other additives.[91] Polyelectrolytes, on the other hand, feature a 
charged backbone or side chain alongside mobile counterions. 
The mobile counterions experience a repulsive electrostatic 
field from charges residing on the polymer, or Donnan exclu-
sion, which results in perfect ion-transport selectivity. Nonethe-
less, these interactions, similar to strongly adsorptive interac-
tions in gas separation, slow down the rate of ion transport, 
embodied by the ionic conductivity in this case. In doing so, the 
mobility of the ions is coupled to the polymer segmental chain 
dynamics, which are at least an order of magnitude slower than 
the bulk ionic mobility.[91] With that in mind, shape-persistent 
microporous membranes are increasingly attractive targets 
for engineering transport selectivity without sacrificing ionic 
conductivity. By deploying a microporous framework as the 
sieving elements, three desirable membrane attributes can 
be conferred: selectivity can be enforced through size exclu-
sion without necessarily using charged moieties featuring 
strong interactions, minimized membrane–analyte interactions 
decouple ion motion from the sieving material (rigidity and 
inertness can be deliberately introduced for dimensional and 
chemical stability), and high conductivity can be realized with 
frictionless pore walls with additional transport enhancement 
possible through confinement effects.

4.3.2. Aqueous Proton Transport—Proton Exchange Membrane 
Fuel Cell

Aqueous proton transport is a key process in proton exchange 
membrane (PEM) fuel cells.[254] This fuel-cell chemistry is not 
affected by unwanted active-material crossover; therefore, we 
will only discuss mechanically robust microporous membranes 
with high rates of proton conduction. Protons exhibit unusually 
high diffusion rates compared to Na+ and K+ ions[255] due to the 
formation of large-scale hydrogen-bond networks where lone 
electron pairs are coordinated to hydrogen atoms. However, 
unlike an ice crystal, the liquid structure is dynamic and can 
incur various defects. One of these defects is the ionic defect, 
where the O–H vibration is sufficiently large to release the 
proton to a neighboring water molecule, effectively creating a 
hydroxide ion, OH−, and a hydronium ion, H3O+. A hydronium 
ion solvated by three water molecules is called the Eigen[256] 
cation, and a proton coordinated between two water mole-
cules is called the Zundel[257] cation. These are the principal 
complexed proton carriers or vehicles in bulk water. Protons 
can diffuse by virtue of their carrier’s motion, a mechanism 
aptly called vehicular transport (Figure 11). Transport can also 
occur through fluctuations in the hydrogen-bonding network 
structure when an excess proton is transferred to an appropri-
ately aligned neighboring water molecule. This process is called 
the Grotthuss mechanism,[258] named after the 19th century 
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scientist who first hypothesized it.[259] Through a multitude of 
simulation methods, Markovitch et al. have determined that the 
multistep proton-transfer process in bulk water goes through 
an Eigen–Zundel–Eigen transition (Figure 12).[260] The process 
is initiated by a rotating Eigen cation. As a result, the proton 
hopping mechanism is limited by the molecular rotation time-
scale. While vehicular transport is general to all ions in both 
aqueous and nonaqueous environments, Grotthuss transport is 
only present in hydrogen-bonded networks and is the cause of 
the unusually high proton diffusion in water. Detailed review 
of the ab initio simulations on the proton-transfer processes[261] 
and emerging insights into their nuances[262] can be found 
elsewhere.

The rate-limiting step in proton transfer is molecular rota-
tion and alignment while in the Eigen form of the cation. As 
confinement is imposed upon the water molecules, the bulkier 

isotropic Eigen cation is destabilized, giving way to the Zundel 
form as the only possible cation complex.[263] The directional 
nature of the hydrogen bonds in a confined space implies that 
the water molecules are well aligned for proton transfer via 
the Zundel–Zundel pathway (Figure 12).[255,264] The proton dif-
fusion is thus enhanced by an order of magnitude[263] due to 
the removal of the rate-limiting step. This process serves as the  
motivation for the use of microporous materials in proton 
transport as confining frameworks and structured proton-
transfer mediators.

Though intrinsically not a microporous material, Nafion and 
related perfluorosulfonic acids (PFSAs) are the standard bearers 
of proton exchange membranes. Nafion and other PFSAs fea-
ture a perfluoropolyether backbone and hydrophilic sulfonic 
acid side chains of variable length and loading. These polymers 
undergo microphase separation upon hydration, leading to a 
bicontinuous network[265] featuring a mechanically robust phase 
and a hydrophilic ion-conducting phase. As water is the primary 
medium in which proton transport takes place within the hydro-
philic phase, bulk-like proton diffusion at ≈7.8 × 102 S cm−1 is 
observed in these microenvironments and has been studied 
extensively through experiments[266] and simulations.[267]

Nafion and PFSAs are not ideal membranes for fuel cells. 
Higher temperatures (>80 °C) are desirable for fuel-cell effi-
ciency due to enhanced catalytic activity; however, the critical 
role water plays in proton conduction in PSFAs also signifies 
that the loss of hydration at higher temperature is detrimental 
to membrane performance. Considering this, some micropo-
rous materials offer promising alternatives to PFSAs. Their per-
sistent micropores can not only emulate the liquid-infiltrated 
state but also impose the effect of nanoconfinement, leading to 
improved proton conductivity.

Carbon nanotubes present a simple model system where 
improved proton transfer has been observed when in confine-
ment. Brewer et al.[263] used empirical valence bond method to 
simulate the diffusivity of protons under confinement. A ten-
fold improvement in proton diffusivity was observed despite 
diminished vehicular transport behaviors in carbon nanotubes 
with diameters less than 5 Å. Dellago et al.[268] showed in their 
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Figure 11.  Mechanistic considerations governing ion transport in liquid 
media. In vehicular transport (top), the ion retains its solvation shell as 
it moves through the medium. In structural transport (bottom), the sol-
vent molecules in the first solvation shell exchanges with bulk solvent 
molecules.

Figure 12.  Aqueous proton transport in bulk (top) and confinement (bottom) at three key instances in chronological order. In bulk, proton transfer 
undergoes the Eigen–Zundel–Eigen mechanism. On the other hand, only the Zundel–Zundel mechanism is observed in confinement. Oxygen atoms 
participating in the proton complexes and the corresponding excess protons are highlighted.
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Car–Parrinello MD simulation that the diffusion coefficients of 
protons are more than 40 times higher in a (6,6) carbon nano-
tube (≈8 Å in diameter) than they are in bulk.[269] Furthermore, 
Voth and co-workers showed that proton transfer in a (6,6) 
carbon nanotube takes place exclusively via the Zundel–Zundel 
process, a sign of confinement-assisted conductivity enhance-
ment.[264] The delocalized excess proton structure referenced 
therein, H7O3

+, was corroborated by a recent path-integral MD 
simulation,[255] a gradual departure from the discrete description 
based solely on individual Eigen and Zundel complexes. In the 
context of PEM fuel cells, carbon nanotubes have not been used 
as a proton exchange membrane yet, but have been extensively 
investigated as a catalyst support. However, carbon-nanotube-
based proton- and electron-conducting membranes have been 
reported. Wu et al.[270] pioneered epoxy-based carbon nanotube 
membranes, generated by microtoming an epoxy–nanotube 
composite. Pilgrim et al.[271] fabricated thicker epoxy mem-
branes with oriented nanotubes. These nanotubes were grown 
as a thick forest, which was infiltrated with epoxy as the mem-
brane matrix postsynthesis. The demonstrated proton-transfer 
rate is approximately half of that of a Nafion membrane, still 
with room for improvement. Given the synthetic capabilities[272] 
and membrane precedents,[224,270,273] a carbon-nanotube-based 
proton exchange membrane leveraging confinement-induced 
high proton-transfer rate may still be within reach.

Nanotubes can also be constructed from bottom-up 
approaches from organic macrocycles via self-assembly. Though 
examples of proton transport exist for arylene ethynylene[274] 
and dendritic dipeptide,[275] they have not moved beyond the 
lipid bilayer vesicle platform and are not amenable to energy-
related applications. Another notable class of organic nano-
tubes is cyclic peptides. Hypothesized in 1974[276] and first syn-
thesized in 1993,[76] cyclic peptides have sustained two decades 
of development. Proton transport was among the first proper-
ties investigated, also using a vesicle platform.[277] The class 
of materials has since then extended its applicability into ion 
channels in a biooriented context.[278] However, in energy tech-
nology, membranes require greater dimensional stability than 
lipid bilayers. Xu et al.[79] used hierarchical assembly to achieve 
such a sub-nanometer microporous polymeric membrane by 
bringing together a block copolymer, a homopolymer, and cyclic 
peptide macrocycles. The macrocycles are covalently attached 
to chains of poly(ethylene oxide), which interface favorably 
with the hydrophilic block of polystyrene-b-poly(methyl meth-
acrylate). The system undergoes self-assembly, sequestering the 
polymer-covered nanotubes in the lumens of cylindrical-mor-
phology block copolymers. The nanotubes are shown to con-
duct protons much more effectively than the bare membranes. 
Even though the current material’s selection cannot withstand 
the harsh conditions imposed by PEM fuel cells, the synthetic 
diversity that it can display could control liquid water structure 
with unprecedented specificity.[17,149]

MOFs have also garnered attention for their unusual ability 
to facilitate anhydrous proton transport, directly addressing the 
shortcomings of Nafion and PFSAs at high temperature.[279] 
Shimizu and co-workers[280] and Kitigawa and co-workers[281–283] 
demonstrated that the installation of acidic functionalities 
within the cavities of MOFs enables the direct mediation of 
proton transfer in the absence of water (Figure 13). Both aryl 

sulfonates and aryl phosphonates[284] within the framework 
serve as strongly acidic groups that facilitate proton transport. 
This functionalization was accomplished either through the 
use of sulfonated or phosphonated ligands[281] or through post-
synthetic modification.[285] These sites, along with infiltrated 
water depending on the relative humidity, act as proton hop-
ping sites, enabling proton conductivity typically in the range of  
1 × 10−3 S cm−1 by promoting structured proton transfer.[281,286] 
For high-temperature operations, water can be substituted for 
less volatile proton hopping mediators such as 1H-1,2,4-tria-
zole.[287] The introduction of these azaheterocyclic mediators ena-
bled proton conduction at 150 °C, well above the boiling point of 
water.[280] Exceptional conductivity can be achieved at more than 
1 × 10−2 S cm−1 by lubricating the framework or weakening the 
water–framework interaction.[282] An alternative proton conduc-
tion strategy involves the use of a guest proton conductor in a 
micropore, such as imidazole.[283] For interested readers, more 
detailed reviews on proton-conducting MOFs operating under 
various states of humidity can be found elsewhere.[288,289]

4.3.3. Nonaqueous Ion Transport—Electrochemical Energy Storage

Membranes play a critical role in many emerging technologies 
for electrochemical energy storage for aviation, transportation, 
and the grid. Membranes electronically isolate the cathode 
from the anode and allow the working ion of the battery to 
diffuse between them during cycling. Importantly, many of 
the energy-storage chemistries in these devices involve active 
materials that are either dissolved, dispersed, or suspended in 
the supporting electrolyte, including metal–air batteries, metal–
sulfur batteries, and redox-flow batteries. In such systems, 
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Figure 13.  Anhydrous proton conduction in β-PCMOF2 by scaled 
introduction of 1H-1,2,4-triazole. Conductivity of the triazole-infused 
complexes maintains a monotonic increase in proton conductivity 
as temperature rises above 100 °C, demonstrating anhydrous proton 
transfer. Reproduced with permission.[280] Copyright 2009, Macmillan 
Publishers Ltd.
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membranes should prevent active-material crossover while 
minimizing resistance to ionic conduction, which ensures max-
imal utilization of the active materials in a given cell. Failure 
to prevent active-material crossover lowers the energy efficiency 
of the cell due to shuttling of active materials between elec-
trode compartments (i.e., due to an internal chemical short). 
Once comingled, active materials—particularly in their charged 
state—can also cross-annihilate, giving rise to an unacceptable 
degree of capacity fade.

Commercially available membranes based on mesoporous 
polyolefin separators[290] are nonselective in that both the 
working ion of the battery and the charge-storing actives can 
traverse the membrane. These membranes are thus unsuit-
able for the aforementioned batteries. A number of alternative 
strategies have been explored, including modified Nafion mem-
branes,[291] ceramic membranes,[95,292] and coated polyolefin 
separators.[293] Not surprisingly, these are costly additions to the 
cell. Ion-exchange membranes have also not been as effective 
as desired, often due to chemical degradation or poor electro-
lyte compatibility. On the other hand, microporous membranes 
present an exciting new development that is on track to meet 
both cost and performance requirements.[294] Their implemen-
tation in advanced energy-storage concepts and systems raises 
new and interesting questions as to the role of membrane pore 
architecture and chemistry on ion conduction and ion selec-
tivity. Given the wide range of organic solvents and supporting 
electrolyte salts typically encountered in these systems,[295] it 
remains an outstanding challenge to codify structure–trans-
port relationships in microporous materials and membranes 
for working ions of interest, such as Li+, Na+, K+, Mg2+, tetraal-
kylammonium cations, BF4

−, PF6
−, FSI−, TFSI−, methanesul-

fonate, trifluoromethanesulfonate, etc. However, in recent 
reports noting performance gains, there is an overwhelming 
reason to do so in the near future.[96,296,297]

Whereas our understanding of ion transport in aqueous 
systems is mature, less mechanistic detail is available for ion 
transport in nonaqueous electrolytes and considerably less is 
known regarding nonaqueous ion transport within a micropore 
or in a membrane with structurally complex and percolated 
ion-transduction paths in 3D.

To date, solvent-stabilized Li-ion dynamics have been 
explored in select battery-relevant solvents such as ethylene 
carbonate[298–302] and propylene carbonate.[299,300] For example, 
Borodin and Smith[302] have posited that there are two diffu-
sion mechanisms at play—vehicular diffusion and structural 
diffusion (Figure 11). Vehicular diffusion, as discussed in the 
context of proton transport, refers to ions that diffuse with their 
solvation shell intact. Transport of alkali (and alkali-earth) ions 
in carbonate solvents—and likely other solvents including ethe-
real (e.g., THF, 1,3-dioxolane, or glymes), nitriles (e.g., acetoni-
trile, benzonitrile, or succinonitrile), amides (e.g., DMF, NMP, 
or DMAc), and sulfoxides (e.g., DMSO or sulfolane)—is pre-
dominantly by vehicular diffusion. Structural diffusion, on the 
other hand, denotes a scenario where migration of the ion and 
its solvation shell are not concerted. Quaternary ammonium 
cations and anions that are weak Lewis bases (e.g., TFSI−, BF4

−, 
or PF6

−) primarily experience structural diffusion in nonaqueous 
electrolytes. Fast exchange of the solvation shell around a given 
ion will see structural diffusion contributing a greater amount 
to the overall diffusion. For battery electrolytes that coordinate 
strongly and selectively to one of the ions (e.g., to alkali metal 
cations), the size of that solvated ion is effectively larger; in these 
instances, counterions without this explicit solvent shell tend to 
diffuse faster (e.g., BF4

− ion[300] or the PF6
− ion).[298] Coordination 

chemistry thus plays a large part in determining the mechanism 
of diffusive ion transport in electrolytes.[298–300] Moving forward, 
it will be important to understand how such mechanisms evolve 
when transport is confined to a micropore, where the pore 
dimensions are commensurate with the size of solvated ions.

Early efforts in confining nonaqueous ion transport to a 
micropore were described by Long et al. in MOF-based solid 
electrolytes for Li+ ions[303,304] and Mg2+ ions[305] (Figure 14). 
In the case of the former, lithium alkoxides were introduced 
to Mg2(dobdc) MOFs (i.e., Mg-MOF-74), which have arrays of 
open-metal coordination sites lining their 1D channels. These 
metal sites are Lewis acidic and thus readily bind to the alkoxide 
base, which reduces the binding strength of that species to 
the lithium ion. These MOF-based solid electrolytes exhib-
ited a lithium-ion conductivity of 1 × 10−5 S cm−1 at ambient 
temperature. The addition of LiBF4 further increased the ionic 
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Figure 14.  EIS spectra of lithium-ion conduction in Mg2(dobdc) with 0.35 equivalent of LiOiPr and 0.25 equivalent of LiBF4. Reproduced with permis-
sion.[303] Copyright 2011, American Chemical Society.



© 2018 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim1704953  (21 of 33)

www.advmat.dewww.advancedsciencenews.com

conductivity by an order of magnitude.[303,306] Interestingly, this 
is one of the first examples where the micropore chemistry 
directly participated in the ion-conduction mechanism, where 
the mobility of the anion was minimized by immobilizing it on 
the framework and thereby enable solid electrolytes with high 
Li+ transference numbers. MOF solid and hybrid electrolytes 
have been featured in several recent reviews[289,307] and have 
inspired the design of analogous porous aromatic framework 
solid electrolytes.[308]

While these studies in MOF solid electrolytes begin to touch 
on a new foundation to build ion-transporting membranes for 
energy-storage devices, as we noted earlier, the electrochemical 
cell may also require of these membranes a strict blocking 
ability for the active materials. Ongoing studies in ion-selective 
and even ion- or molecular-sieving membranes are beginning 
to map forward a material development strategy across a variety 
of platforms, including microporous polymers, MOF, and ZIF 
selective layers on macroporous supports, and porous carbon 
membranes (e.g., graphene oxide).

Two related chemistries where each of these platforms have 
been used effectively in a battery include lithium–sulfur and 
lithium–polysulfide. For either, inefficiencies in the cell arise 
when soluble polysulfides—intermediates in the electrochem-
ical interconversion of S8 and Li2S—cross the membrane and 
thereby incur a shuttling current. This shuttling current gen-
erally results in an infinite charge cycle for the cell. Competi-
tive with shuttling, a chemical reaction between these wayward 
polysulfides and the surface of the lithium-metal anode yields 
a lithium sulfide surface film, which increases cell impedance, 
decreases sulfur utilization, and ultimately shortens cycle life.

Polysulfide-blocking membranes based on graphene oxide 
(GO) have shown notable performance enhancements in 
lithium–sulfur cell performance, including longer cycle life.[296] 
Presently, the resistance of GO membranes continues to limit 
current density, suggesting avenues for future development 
that might include better control over the pore architecture 
and pore chemistry. More recent work using ZIFs as selective 
layers on macroporous supports appears to resolve some of 
these challenges.[309] Nevertheless, understanding better how to 

control ZIF film thickness with minimal defects on a variety 
of porous substrates, inorganic or polymeric, will continue to 
advance this work beyond its present capabilities.

Microporous polymer membranes, particularly those based 
on PIMs, offer a unique approach to simultaneously manage 
working-ion conduction and polysulfide blocking. They are also 
low cost and processable over large areas as is needed for com-
mercialization of any membrane technology. As shown by Li  
et al., the molecular dimensions of solvated polysulfides are 
close to or above the exclusion limit of PIM membranes that fea-
ture sub-nanometer pore dimensions.[96] The first quantitative  
measurements of polysulfide crossover rates and their diffusive 
permeability across polymer membranes were also published 
in that study: 500-fold reductions in polysulfide diffusive per-
meability were achievable with PIM-1 membranes as compared 
to Celgard 2325 separators. When these polysulfide-blocking 
PIM membranes were implemented in lithium–polysulfide 
hybrid flow cells, an energy density of 100 Wh L−1 was sustain-
able after 50 cycles whereas cells employing nonselective Cel-
gard membranes were defunct (Figure 15).

One of the outstanding challenges in implementing PIM 
membranes in more energy-dense lithium–sulfur batteries 
relates to their chemical evolution in the cell, which influences 
their polysulfide-blocking ability. More specifically, polysulfides 
are both nucleophilic and reducing to many chemical species 
or functional groups (on a polymer). Recent work in Doris et 
al. has shown that polysulfides react with the cyano groups on 
PIM-1 to yield lithiated thioamides, which causes changes in 
the membrane architecture such that they become more per-
missive to polysulfide crossover as they age chemically.[310] 
Crosslinking strategies offer a solution to these changes in pore 
chemistry and pore architecture, although they do not inhibit 
the reaction. In future schemes, it may be necessary to replace 
the cyano groups altogether. The structural diversity in which 
PIMs can be synthesized suggests that this approach is feasible 
in principle. It may be that computational screens for polymer 
reactivity to various active materials that make contact with the 
membrane would reduce the number of polymers likely to be 
needed or tested. Such screens may take advantage of recent 
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Figure 15.  a) Pore-size distributions of PIM-1 and Celgard 2325. PIM-1 has primarily micropores while Celgard has mesopores. b) The crossover 
rates of lithium polysulfides as performed in an H cell. The microporosity of PIM-1 is capable of screening out the majority of lithium polysulfides, 
significantly delaying the unwanted species crossover. c) Significant improvement in capacity retention by replacing Celgard with PIM-1. Additional 
capacity gain is possible when PIM-1 is used in conjunction with the anode-protecting additive LiNO3. Reproduced with permission.[96] Copyright 2015, 
American Chemical Society.
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materials genome tools to accelerate the identification of the 
usable design space.[311] For example, materials genomics 
screens recently identified a redox-active PIM that could be 
chemically transformed by reducing lithium polysulfides, such 
that on contact, the ion-transport selectivity of the membrane 
improved its polysulfide blocking ability. Such membranes 
are a rare example of an adaptive membrane that implements 
a negative feedback loop to manipulate membrane chemistry, 
architecture, and transport selectivity without impacting the 
necessary functions of conducting the battery’s working ion.[297]

One of the more forward-looking achievements for micropo-
rous membranes concerns their use in redox-flow batteries for 
grid-scale energy storage. As noted in Doris et al., PIM-1 mem-
branes completely arrest active-material crossover in redox-flow 
batteries implementing organic active materials (Figure 16) 
by scaling the membrane’s pore size to molecular dimensions 
and in turn increasing the size of the organic active materials 
to be above the membrane’s pore-size exclusion limit.[97] This 
strategy to tailor the active materials along with the membrane’s 
pore dimensions breaks with convention on several fronts. 
In the past, flowable electrodes consisting of a single redox-
active molecule (ROM) dissolved in electrolyte could only be 
used with ceramic membranes, which are expensive, difficult 
to scale, and power limited. Noting these problems, the field 
had widely adopted an alternative whereby thick macroporous 
separators (e.g., Daramic) were paired with mixed-electrode 
formulations (i.e., ROM anolytes and ROM catholytes present 
in both electrode compartments). Such configurations are 
particularly prone to Coulombic inefficiencies (≈50–60%) and 
short cycle life as small molecule ROMs shuttle freely between 
the electrode compartments and interact with each other (i.e., 
cross-annihilation). Only through engineering controls it is 
possible to reduce (but not eliminate) crossover (e.g., high flow 
rates, unusual flow fields, etc.); it is unlikely that these methods 
scale beyond laboratory demonstrations.

The foundational concept of a size-sieving membrane for 
active-material sequestration in an all-organic redox-flow cell 

was first introduced to the field by Moore and co-workers, 
where mesoporous separators (e.g., Celgard) were paired with 
solutions or dispersions of redox-active polymers (RAPs) or 
colloids (RACs), respectively.[312] Unfortunately, to date, RAPs 
and RACs have proven challenging to pump through electro-
chemical cells at high molecular weight, at high concentra-
tions, and at all states of charge in organic electrolyte due to an 
ensemble of colloidal interactions that affect their stability and 
performance.

A strategy that implements ROM oligomerization, as 
opposed to polymerization, solves many of those challenges 
while also retaining facile charge transfer kinetics between 
oligomeric active materials and the electrodes.[313] These gains 
are essential for power quality, energy efficiency, cycle life, and 
active-material utilization. A crossover-free redox-flow cell is 
likely critical for this battery technology to advance beyond what 
is now achieved using all-vanadium redox-flow batteries. Given 
that the rate of active-material crossover can now be reduced 
>9000-fold compared to traditional separators at minimal cost 
to ionic conductivity when PIM-1 membranes are paired with 
redox-active oligomeric (RAO) materials, a crossover-free cell 
is in sight. Indeed, the absolute rate of crossover in these cell 
assemblies was less than 3.0 µmol cm−2 d−1 for a 1.0 m concen-
tration gradient, which exceeds industry-identified performance 
targets for these systems.[294] Given that this strategy was gen-
eralizable to both high- and low-potential active materials dis-
solved in a variety of nonaqueous electrolytes, the versatility of 
microporous polymer membranes in implementing next-gen-
eration redox-flow batteries is readily apparent and is likely to 
dominate future endeavors.

4.4. Summary of Microporous Membrane Applications

As outlined above, the expansive use of microporous mem-
branes across various disciplines has produced a fruitful pipe-
line for academic research into several commercial sectors. 
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Figure 16.  a) Conceptual design strategies for preventing active-material crossover in all-organic redox-flow batteries, featuring RAOs that are blocked 
from passing through a microporous polymer membrane by a size-sieving mechanism. b) Microporous PIM-1 membranes at work, significantly 
retarding the rate of crossover of a catholyte species in DME-based battery electrolyte when compared with conventional Daramic separator. Repro-
duced with permission.[97] Copyright 2017, Wiley.
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Highlights of this discussion and each membrane technology’s 
outlook for commercial adoption is summarized in Table 3.

5. Future Directions

While the discovery of microporous materials outpaces their adop-
tion in membrane applications, the separation demands of clean-
energy technologies are complex, necessitating such activities. 
Within this expanding research space, we see several emerging 
directions for microporous membranes, applied to both existing 
and nascent technology areas: phase-change membrane compo-
nents, engineered microporosity in 2D materials, and advanced 
compositing strategies all demonstrate significant promise for 
future innovation. Furthermore, for any of these strategies to 
be successful long-term, quantitative metrologies are needed to 
understand transport kinetics in heterophasic materials or where 
one of the membrane components is a phase-change material.

5.1. Phase-Change Microporous Materials

Recent scientific advances in microporous materials include the 
advent of responsive framework materials that undergo con-
certed phase transformations[314,315] when interacting with an 
analyte of interest. For example, McDonald et al. demonstrated 

a unique adsorption mechanism in diamine-appended MOFs 
of the type M2(dobpdc).[15,316] As noted previously, this family 
of MOFs features open-metal sites that, in this case, bind to 
one of the amine groups in the diamine. Once the CO2 pres-
sure reaches a critical threshold, gas molecules insert into the 
nitrogen–metal bond, creating a metal-bound carbamate that 
ion pairs with an ammonium cation formed on the end of a 
neighboring diamine. This lowers the activation barrier of CO2 
insertion into the neighboring metal site, setting off a coopera-
tive sequence of gas adsorption. CO2 adsorption isotherms in 
these materials feature phase-change, step-like shapes instead of 
the typical Langmuir shape. Subsequently, similar behavior has 
been identified in the flexible MOF Co(bdp), which undergoes a 
reversible structural change between a collapsed and open struc-
ture with pressure.[315] Despite considerable interest in these 
phase-change materials as selective gas adsorbents, they have not 
yet been adopted in any membrane formats. It is possible that 
their impressive selectivities and unique behavior in the pres-
ence of a given analyte could be exploited in the development of 
new state-of-the-art membranes with high permselectivity.

5.2. Microporous 2D Selective Layers

Microporous 2D materials are increasingly sought after to 
maximize permeance for selective separations. For many 
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Table 3.  Summary of promising technologies for microporous membrane adoption.

Technology Membrane class Notable challenges Proximity to commercialization Reference(s)

Gas separations CMS membranes Cost, stability to condensable gases, 

and humid feeds

Near commercialization [126,164,198,199]

TR polymer membranes Poor mechanical properties Near commercialization [85,173,179]

PIM membranes Plasticization, physical aging Near commercialization [169–172,187]

Mixed-matrix membranes Interfacial defects Near commercialization [201–213]

Desalination Mixed-matrix membranes Interfacial defects Concept [227]

Carbon nanotube membranes Processability Near commercialization [222–226]

Forward osmosis Carbon nanotube or porous graphene 

membranes

Processability Concept [230]

Mixed-matrix membranes Interfacial defects Concept [231]

Pervaporation Zeolite membranes Commercialized [236]

PIM membranes Concept [237–239]

MOF membranes Processability Concept [244]

Mixed-matrix membranes Interfacial defects Concept [241]

Dehumidification Mixed-matrix membranes Interfacial defects Concept [249]

Graphene oxide membranes Fragility, low selectivity at increased 

temperatures

Concept [250]

Aqueous proton transport Carbon nanotube membranes Processability Concept [270,271]

Cyclic peptide nanotube membranes Poor stability in PEM fuel-cell 

conditions

Concept [79,277]

Nonaqueous ion 

transport

MOF membranes Processability Concept [280–284]

MOF membranes Processability Concept [303–305]

Graphene oxide membranes High resistance Concept [296]

PIM membranes Stability during cycling Near commercialization [96,310]
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microporous materials, however, 2D morphologies are diffi-
cult to obtain. Intrinsically 2D materials such as graphene are 
exceptional in this regard,[317,318] but have found limited suc-
cess in the laboratory as selective membranes.[319,320] Otherwise 
impermeable, graphene requires treatment with high-energy 
ions, electrons, and photons to introduce microporosity.[319] All 
of these techniques are either very limited in scale (e.g., small 
area) or pore density, with no control over the chemistry of the 
perforated pore.[319] Significant advances in synthetic methods 
will be required before their advantages are realized. Nonethe-
less, microporous monolayer graphene and 2D materials in 
general are ideal sieving platforms with high selectivity and 
permeability (Figure 17a). Selectivity can be as sharp as the 
pore-size distribution is narrow. Permeability can be maxi-
mized with high pore density and negligible analyte–wall inter-
actions. Despite these synthetic limitations, graphene-based 
sieving membranes have shown initial promise in gas separa-
tions[321,322] and nanofiltration.[318,322,323]

While graphene may be difficult to manipulate, GO carries 
less stringent usage conditions. GO refers to partially oxidized 
graphene flakes, which are produced by subjecting graphite 
to strongly oxidizing conditions.[324] The limiting dimension 
that effects sieving is the gap between the layers, and analyte 
transport mainly takes place in the interlayer solvent envi-
ronment (Figure 17b).[325] The surface is composed of hydro-
philic defect sites, pristine hydrophobic graphene surfaces and 
pores. Though pristine patches of graphene surface exist,[326] 
evidence suggests that oxygen-rich hydrophilic defect sites are 
highest in areal density and are most likely interacting with 
analytes.[327] Due to the weak interplane interactions, GO 

is a rather dynamic system in the absence of cross-linking. 
The state of hydration,[328] annealing conditions,[329] and the 
crosslinking agents[330] can all affect the sieving dimension. 
Park and co-workers have demonstrated outstanding selec-
tive permeation for few-layered GO membrane sheets on 
the order of 3–10 nm in thickness with transport properties 
that surpassed those of pure polymers.[331] Surprisingly, these 
GO membranes show significantly improved CO2/N2 sepa-
ration performance in the presence of water, a phenomenon 
that is ascribed to an N2-blocking mechanism by condensed 
water molecules in the pores or between the layers in GO 
sheets.[331,332]

It is worth noting that similar 2D materials have also been 
prepared to be microporous molecular sieves.[334] They are 
attractive for the same reason graphene as a membrane is desir-
able—ultrathin membranes result in ultrafast kinetics. Recent 
work in 2D polymers may ultimately overcome many of the 
limitations encountered with preparing graphene or graphene 
oxide with well-defined pore dimensions and chemical func-
tionality.[335] Confining the growth of a microporous material 
to a liquid–liquid interface has been successful in generating 
2D architectures, as has postsynthetic chemical or physical 
exfoliation of microporous materials with layered structures.[336] 
For example, COFs derived from multiple building blocks have 
been successfully synthesized and delaminated as a 2D material 
with pores ranging from 1.5 to 2 nm.[46,337] COF membranes, 
and likely others, are also accessed using flow techniques. 
Porous 2D polymers using a single monomer have also been 
synthesized,[338] sometimes with the aid of metal coordination 
to impart control over pore structure.[339] Alternative strategies 
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Figure 17.  Transport pathways in graphene and graphene oxide membranes. Reproduced with permission.[333] Copyright 2015, the Royal 
Society of Chemistry.
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to using planar monomers (or COF SBUs) were recently 
reported by Schlüter and co-workers where building blocks 
were self-assembled in 3D based on π–π interactions.[340] Pre-
organization and subsequent polymerization afforded porous 
sheets amenable to exfoliation. In parallel to these pursuits, 
synthetic efforts to yield 2D zeolite sheets are beginning to 
show promise. Zeolites are innately 3D constructs; delami-
nation is necessary to obtain 2D flat sheets. To date, a select 
few types of zeolites have been successfully exfoliated.[341,342] 
Molecular sieve membranes have been fabricated using these 
nanosheets, via Langmuir–Schaefer deposition,[167] as seeds for 
secondary growth,[343] or simply by filtration.[342,344] Interested 
readers are directed elsewhere for a detailed analysis of 2D 
membranes[345] where they are being used in H2/CO2,[346] CO2/
CH4,[207] and other separations. In these early studies, it is clear 
that the robustness and chemical integrity of the membrane 
remains a concern.

One approach to integrate 2D materials into membranes, 
noting those concerns, is through compositing. This approach 
has been shown to be successful in MMMs using both exfo-
liated zeolite layers as well as 2D MOF sheets. This unique 
geometry allows for a greater transport synergy between the 
sieve and the matrix than is offered by typical spherical parti-
cles, which are limited by the Maxwell model. Here, transport 
that can occur through the sieving layers will have a far less 
tortuous path through the film than the larger component. 
This has been successfully applied by Rodenas et al. to improve 
CO2/CH4 separations in a Matrimid matrix using 2D sheets of 
the MOF CuBDC (Figure 18).[207]

5.3. Chemistry for Controlling the Structure and Dynamics  
of Component Interfaces

A major shortcoming with many microporous sieving com-
ponents considered in this review is their poor processability. 
Solid-in-solid dispersions are increasingly sought after, where 
microporous components are dispersed within a matrix 
(Figure 19a). Such dispersions feature incredibly large interfa-
cial area between components. Poor control over these inter-
faces can yield a percolating network of nonselective pathways 
with minimal resistance, bypassing any permselective char-
acteristics of either sieving component. In the other extreme, 
strong binding leads to rigidified chains and pore blockage, iso-
lating the sieving elements from efficient transport.[202]

These considerations call for proper interface tuning to 
ensure reliable adhesion between components. To this end, 
thermal and chemical treatments have been utilized to enhance 
interfacial properties. Heat restructures the polymer chain 
packing, leading to a densified polymer matrix, including near 
the interface.[212,347,348] Separately, chemical functionalization, 
be it tethered to the sieving element or embodied in a small 
molecule codispersant, can also promote interfacial adhe-
sion.[347,349] Another example of interfacial engineering was for 
carbon nanotubes. Though technically not an MMM, carbon 
nanotube membranes have been fabricated leveraging the high 
wettability by polystyrene.[273] The active field has been reviewed 
extensively.[202,350]

In addition to zipping up these defects, an alternative strategy 
to minimize transport along defects would be to reduce the 
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Figure 18.  Separation performance of various composite membranes 
with different filler morphologies of CuBDC loaded into a Matrimid (PI) 
matrix. Nanosheet (ns) morphology showed the greatest improvement 
over neat PI in terms of CO2/CH4 selectivity. Reproduced with permis-
sion.[207] Copyright 2015, Nature Publishing Group.

Figure 19.  Differentiating compositing schemes. a) Zeolite in polymer 
solid dispersion MMM. Scale bar is 1 µm. Reproduced with permis-
sion.[351] Copyright 2010, Elsevier. b) Planar ZIF on polymer membrane, 
grown in situ. Scale bar is 0.2 µm. Reproduced with permission.[352]  
Copyright 2015, American Chemical Society.
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dimensionality of the defects. By replacing a solid dispersion 
with a layered structure,[353] interfacial defects are no longer a 
percolating 3D network but a 2D plane (Figure 19b). The added 
advantage of a layered structure is that the interface can be ori-
ented orthogonal to molecular transport, thereby increasing the 
accessible surface area for analyte interactions. There has been 
significant interest in creating planar ZIF structures, such as 
at the interfaces of two immiscible liquids[354] and on hollow-
fiber membrane interior surfaces.[355] The latter can be accessed 
through the chemical transformation of ligand-free, or “naked,” 
metal oxide nanocrystal[356] thin films on an underlying sup-
port; such an approach has been used to access ultrathin ZIF-
selective layers on PIM membranes.[352]

5.4. New Metrologies for Understanding Analyte Kinetics  
in Heterophasic Membranes

The development of MMMs for gas, liquid, and ionic separa-
tions calls for a detailed understanding of molecular adsorp-
tion/diffusion kinetics in such composite materials. While 
kinetics of single component polymeric membranes[87,140] and 
thermodynamics of adsorption in inorganic adsorbents are 
well understood,[357] the kinetics of composite materials are 
only recently being considered in detail.[358] The nontriviality 
in studying dynamic arises for the multicomponent nature of 
the membrane through which analytes travel. Transport across 
diffusion-enhanced composite membranes can be described 
using the Maxwell model, but this model neglects the influ-
ence of interfaces, especially when defect density is high. The 
challenge is therefore to develop investigation techniques 
capable of assessing the overall transport behavior, evaluating 
the performances of the interacting subparts of the system. 
Steps in this direction have been recently taken by different 
groups that focused on experimental measurements based on 
spectroscopy, scattering,[359] or alternatively theoretical predic-
tions[360] to describe inner interfaces of membranes. By using 
these tools, a more robust chemical intuition of polymer–par-
ticle interaction[361] could guide advancement in the field of 
composites.

More investigation is also required regarding gas kinetics in 
exotic inorganic components. The MOF community primarily 
reports gas adsorption at equilibrium conditions,[44] largely 
overlooking adsorption kinetics, which is a highly relevant per-
formance metric for MOFs in MMMs. While theoretical studies 
of analyte transport in MOFs appear in the literature, the 
introduction of new classes of MOF adsorbents, including the 
reversible phase-change MOFs described in a previous section, 
necessitate new theoretical models for describing gas kinetics 
in these systems.[362]

6. Conclusion

In this review, we have presented leading-edge research and 
development of microporous materials and membranes incor-
porating them. Such membranes are highly sought after 
to address outstanding problems in clean-energy technolo-
gies related to chemical separations or sequestration. Their 

attractiveness in this regard is reflective of their ability to 
engage in the selective transport of a broad array of analytes 
including gases, water, and ions in a variety of devices. The 
multivariate design space that is a hallmark of microporous 
materials has been explored in depth and will continue to see 
advances. However, equally important will be understanding 
how microporous materials engage in selective transport, 
including what factors contribute to optimal analyte flux and 
selectivity when a mixture of analytes is present. We anticipate 
that as different platforms are elaborated upon, particularly 
with respect to the chemistry and dimensionality of the ana-
lyte-discriminating component and the interface strategy with 
a matrix (if utilized), we will need to develop further our ana-
lytical techniques to better understand the transport kinetics 
dictating separation performance. Furthermore, we challenge 
the field to harness our ever-growing computational resources 
and prowess to predict which material platforms or combi-
nations are best suited for a selective separation in a given 
device. It may also be useful to consider whether those same 
resources can guide the field as to how analytes of interest 
and other species in the system act upon various membrane 
components to evolve their structure in the course of a separa-
tion. These advances might include developing a better under-
standing of plasticization of a microporous polymer by gases 
for carbon capture or with electrolytes in a redox-flow battery. 
Little is known how such events at the level of atoms and mol-
ecules translate to changes in membrane pore architecture. 
Nevertheless, the emergence of microporous materials, be it 
MOFs, COFs, PIMs, or TR polymers, combined with other 
long-standing molecular sieves, forms a crucial toolset to 
tackle the separation technologies of tomorrow, one mixture 
at a time.
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