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ABSTRACT 

h " 3+ d f . C em~cal y~e1ds of Fe have been measure rom FeS0
4 

solut~ons 

irradiated ~n the presence and absence of oxygen with carbon, neon, and 

. . (3+) . argon ~ons from the Berkeley Beva1ac fac~l~ty. G Fe decreases w~th 

increasing beam penetration and with increasing atomic number of the incident 

ion. The results are compared with current theoretical expectations of the 

behavior of these particles in an aqueous absorber. The chemical yields 

are consistently higher than theoretically predicted, by amounts varying 

from <6.2% (carbon ions) to <13.2% (argon ions). The additional yields 

are possibly attributable to fragmentation of the primary particle beams. 
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INTRODUCTION 

The availability (since 1972) of energetic heavy ions having a range 

h d f . .. . 1 . 11,2 h d· on t e or er 0 cent~meters 1n t1ssue-equ1va ent mater1a as rna e 1t 

possible to study directly for the first time the variations in the radiation 

chemisty of aqueous solutions as a function of incident particle parameters 

such as LET and atomic number, Z. Such studies contribute to our knowledge 

of basic chemical reactions generated by ionizing radiation as well as 

characterizing the properties of the track structure of these heavy ions 

1n tissue-like material. 

We have studied the response of several commonly used radiation 

chemistry systems to the beams of carbon (Z = 6), neon (Z = 10), and argon 

(Z = 20) ions generated by the Bevalac at the Lawrence Berkeley Laboratory. 

We report here on one system, aqueous ferrous sulfate. It is perhaps the 

best understood system in radiation chemistry. For low LET radiations at 

least, the mechanism is understood and the availability of experimental 

data with which to compare our results persuaded us to emphasize it. 

According to radiation chemistry theory the passage of an ionizing 

particle through an aqueous solution generates hydrated electrons, H atoms, 

+ d . d· . d 3 H30 an OH 1n 1screte reg~ons terme spurs. 

within the spurs and all of these entities diffuse from the point of origin. 

The "yields" of these entities remaining at long times 00-7 
seconds) are 

affected by the LET and charge of the particle and by the presence of 

solutes capable of reacting with them ("scavengers"). 

For low LET radiation (high energy electrons) the chemical reactions 

take place within individual spurs which are essentially isolated from 

each other. As the LET increases however, the distance between spurs 

decreases so that, increasingly, the radicals from adjacent spurs react 
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with each other to form the molecular products, increasing the molecular 

product yields. If a scavenger is present this increased molecular product 

yield is at the expense of the radical-scavenger reactions. 

It has been assumed that the yields of e- , R, OR, and R30+ at the aq 

very earliest times are independent of LET and that excited electronic 

states are not important. The measured yields of both the molecular and 

radical products however are dependent on the LET but not uniquely so. 

For example, previous studies4 ,S,6 have shown that for particles of the 

+3 
same mean LET, G(Fe ) from irradiated ferrous sulfate solutions decreases 

as the atomic number, Z, of the particle increases. ('G' expresses the 

yield in molecules per 100 eV). 

The earlier studies suffered from an unavoidable problem. The kinetic 

energy of the particles was low enough that the particle range was on the 

order of a few millimeters at best. Because the LET is proportional to 

the reciprocal of the square of the speed of the particles it varied rapidly 

and considerable over the short range of the particles so that system measure-

ments at a constant LET value were impossible. Thus only a weighted mean 

value for an average LET was obtained. The more energetic particles we 

have used 1n this work have a "plateau" region in which the LET remains 

relatively constant for a distance of several centimeters (see Fig. 1). 

Thus a beam of particles passing through a system at this point has a 

nearly constant value for the LET. So for the first time we are able to 

measure the response of the chemical systems to a nearly constant, single 

valued LET. 
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EXPERIMENTAL 

The irradiated systems were 10-2 M Ferrous Sulfate in 0.4 M sulfuric 

acid with 10-
3 

M sodium chloride (to inhibit interferences from organic 

impurities). All chemicals were reagent grade and made up in triple 

distilled water (distilled water redistilled from alkaline permanganate 

and then from phosphoric acid). 

In the oxygen-free systems, nitrogen was bubbled through the systems 

for a minimum of 20 minutes immediately before the irradiation. 

The irradiations were done in quartz cells, 3.2 cm in diameter with 

a particle path length of 1.0 cm. The cell window thicknesses ranged from 

1.65 - 1.80 mm and were parallel to ±0.025 mm. They were fitted with necks 

10 - 12 cm long with ground glass stoppers. The cell volumes were 8.3 ml, 

providing enough irradiated solution for optical measurement after a 

relatively short irradiation time. All glassware was rinsed with triple 

distilled water and baked at 1140 0 C for eight hours to remove any organic 

impurities. 

The cells were used in sets of eight matched according to window 

thickness so that several sets could be used interchangeably. The cells 

were placed along the beam such that the entire range of the heavy ions 

was covered (Figure 1), and in a typical run the variable water column 

was adjusted to place the Bragg peak in the sixth cell downstream one to 

two millimeters from the inner face of its rear window. The peak was 

positioned to within 0.5 mm. Several runs were conducted with no water 

column absorption by adding enough cells to place the full energy beam 

Bragg peak in the third cell from the rear of the stack. As many as 16 

cells were used in these runs. 
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The beam diameter was adjusted by the machine focusing magnets to give 

a one sigma diameter of about one centimeter which placed about 99 percent 

of the beam within the irradiated cell volume. The beam size, cross 

sectional shape and position with respect to the cells was monitored by 

exposing Polaroid film behind a single cell. 

The beam particle incident kinetic energy was determined from machine 

parameters. The maximum energies entering the target solutions were: carbon 

375 MeV/amu; neon 520 MeV/amu; argon 445 MeV/amu. The relative ionization 

along the Bragg curve, the absorbed dose rate and the accumulated absorbed 

dose were measured by the ion chambers 7 mounted on the beam line. The 

absorbed dose rates were in the range of 20 to 30 Grays per minute as 

measured on the 3.0 cm ring of the ion chamber immediately upstream of 

the target. The total entrance dose ranged from 20 to 150 Grays. The 

measurements are believed to be accurate to five percent (10), and have 

been made assuming W = 36.4 ± 0.06, 35.4 ± 0.8 and 34.7 ± 0.5 ev/i.p. 

for carbon, neon and argon ions respectively8 in nitrogen, and that the 

mass stopping power in water relative to nitrogen is 1.125. 7 

Ferric yields were measured within five minutes of the end of the 

irradiation us~ng a Beckman DU spectrophotometer. The optical density 

was measured at 304 nm ~n one centimeter cells. The extinction co-efficient 

was taken as 2l70± 20 M- l l.cm- l at 25 0 C. Temperature corrections were 

made as necessary. 

A Bragg curve of -dE/dx versus x was measured during each experimental 

run. Integration of this curve between the limits of x corresponding to 

the position of each glass cell gave a dose correction (D.C.) value for 

that particular position. The dose ~n each cell was obtained by multiplying 

the D.C. value by the dose obtained from the ion chamber immediately upstream 
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of the stack of cells. An approximately eight percent correction was made 

to the 3.0 cm ~on chamber readings for the 3.2 cm cell diameter. G-values 

were obtained as a function of Q, the distance from the Bragg Peak, for 

a given ion by means of a general linear regression model in which Q appears 

as a classification variable, using the Statistical Analysis System installed 

on the Rutgers IBM 360/370 computer, employing all the data available for 

that particular ion. The curves shown in Figs. 2, 3, and 4 result respec­

tively from 122, 197 and 77 data points for aerated ferrous solutions, 

and 40, 168 and 78 data points for deaerated ferrous solutions. Only data 

obtained from cells upstream of the Bragg Peak have been utilized in the 

present analysis. 
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RESULTS 

i 3+ 
The measured G (Fe ) values as a function of distance upstream of 

the Bragg Peak, or residual range, for carbon, neon and argon ions are 

shown respectively in Figs. 2, 3 and 4 for both aerated and deaerated ferrous 

sulfate solutions. The dotted lines indicate one standard deviation for 

random errors (inner pair) and for combined random and systematic errors 

(outer pair). The sources of these errors will be discussed later. In 

all cases there is a substantial fall-off in G-value as the Bragg peak 

position is approached. There is also a significant decrease in G-value 

for a given residual range as the charge on the incident ion increases. 

Figure 5 shows the data for all three ions plotted as a function of 

2 2 z /8 where Z is the charge on the ion and 8 is its velocity relative to 

that of light. 9 This parameter has been proposed to replace stopping power 

when the radius of the sensitive volume is much less than the range of 

delta rays. This criterion is amply fulfilled for these very energetic 

ions. Figure 6 is a comparison of our data for aerated FeS0
4 

solutions 

with data from the literature. 

In Figure 8 we present a comparison of our present results for aerated 

ferrous sulfate with the predictions of a theoretical model. 10 
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DISCUSSION 

The results shown in Figs. 2, 3 and 4 are qualitatively in agreement 

with current models of the radiation chemistry of aqueous systems as they 

pertain to heavy charged particles.
3 

The yields of the observed product, 

3+ . . . 
Fe are due pr1nc1pally to react10ns 1 - 4 

2+ 3+ 
OR + Fe + Fe + OR 

2+ 3+ 
R

2
0

2 
+ Fe + Fe + OR + OR 

occuring 1n systems containing dissolved air, with reaction 2a 

(1) 

( 2) 

(3) 

(4) 

+ 2+ 3+ 
R + R + Fe + R2 + Fe ( 2a) 

1n place of 2 and 3 when oxygen is absent. 

For any given particle of charge Z and Energy E the product yield 

G
i

(Fe
3

+) is therefore determined by the yields G
1

(Z,E) of the reactive 

intermediates R, OR, and R
2

0
2

, according to 

G~ + G~R + 2G~ ° 
2 2 

(5) 

(6) 

where the suffixes indicate yield measured in solutions equilibrated respec-

tively with air and nitrogen. (The term G~ is taken to include the yield 

of both Rand e ,since these experiments were all done in the presence 
aq 
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+ + of a high H30 concentration, where eaq + H30 + H + H20 occurs very 

rapidly.) 

It is well established3 that for particles of short range, where all 

the energy 1S lost in the irradiated solution, the observed or lIintegral ll 

Ferric yields for a particle of initial energy E, as given for example by 

GO(Fe3+) . 3Go 0 

+ 2G~ ° = = GOH a1r H 
2 2 

0 0 

1 [ Gi (Fe3+) . dE 1 I (3G~ + G~H + 
i 

E E 2GH ° ) dE 
E a1r E 2 2 

decrease with decreasing E as a net result of the changing yields of reactive 

intermediates as the particle slows down. 

The separate variation of lIintegral ll yields GO with E of the important 

reactive species has been deduced from experiments using a variety of chemical 

systems and it is clear that the overall behavior of the ferric yield 1S 

o 0 dominated by the pronounced decreases in G
H 

and GOH with decreasing E. 

In the present study we have measured lIinstantaneous ll or differential 

track-segment G-values, with a resolution equivalent to the cell thickness, 

1 cm. In most previous work with charged particles, energies were much 

lower and the ion.s were usually completely stopped within the test solution. 

The G-values so obtained were therefore lIintegral ll for all energies below 

the entrance value. 

The earliest, and still the most extensive measurements on effects of 

4 energetic positive ions on the FeS0
4 

system were by Schuler and Allen and 

Hart, Ramler and Rochlin. 5 They respectively measured lIinstantll Gi (Fe3
+) 

o 0 0 0 values from essentially the slope of plots of G x E versus E , where E 
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1S the entrance energy and GO the average yield over the entire range of 

the 10n. 

Collinson, Dainton and Kroh 11 measured ferric yields from solutions 

irradiated with 210 po a-particles. They used thin absorbers to allow 

different fractions of the a-particle tracks to be spent within the 

solution. G
i

(Fe
3

+) values were calculated for track elements throughout 

the range of penetration of the ions. 

Schimmerling et a1. 12 r~ported G(Fe3
+) = 11.3 ± 0.9 for the "plateau" 

region (180-420 MeV cm
2
/g of high energy nitrogen ions). As the stopping 

power increases less than two-fold in this region the chemical yield can 

be taken to be approximately the average differential yield over the 8.5 

-2 
g.cm of the Bragg curve "plateau". 

13 More recently the "instantaneous" or "differential" yield of the 

hydrated electron has been measured by pulse radiolysis for deuterons and 

a particles of initial energies 20 and 40 MeV respectively, and shows the 

expected decrease as the particles slow down. 

. . 1 d . 3+ . It 1S therefore ent1re y to be expecte that the 1ntegral Fe Y1elds 

measured in the present work decrease with particle penetration, as is 

observed (Figs. 2, 3 and 4). 

Traditionally, radiation chemical yields for particles of different 

charge and energy have been reported in terms of some kind of LET- most 

frequently the stopping power, dE/dx, or LET. Diffusion kinetic calcula-
00 

tions have used the same quantity. dE/dx has the advantage of, in effect, 

combining particle charge and velocity (or energy) into a single parameter. 

Unfortunately particles having the same dE/dx but different velocities or 

charges do not have common GO values for the reactive intermediates nor, 

as a result, for measured product yields. The discontinuities that have 
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been reported in plots of G versus dE/dx for various ions 4 ,5,13,14 are the 

result of changes in the structure of tracks with ion velocity and charge, 

which have been predicted on theoretical grounds. 15 ,16,17 At increased 

velocity of a given ion, the proportion of energy deposited in a diffuse 

( h " b II h . 1 f d h . 10 geometry t e penum ra ~n t e term~no ogy 0 Magee an C atterJee 

increases at the expense of the denser track "core", encouraging radical 

escape and increasing the fraction of radicals available for reaction with 

-7 solutes at long times (>10 sec). 

For two ions of the same stopping power, the faster, and necessarily 

more highly charged ion will thus produce a geometry less conducive to 

radical recombination, with higher G (radical) values and, in the ferrous 

3+ 
systems, larger G(Fe ). These effects have been discussed recently by 

13 9 
Sauer et ale who, following suggestions of Katz have used the parameter 

2 2 2 + 4 2+ 
Z /S instead of dE/dx in analyzing their data for H and He • G-values 

plotted against Z2/S2 showed considerably less discontinuity between the 

results for these two ions than did plots using dE/dx. They concluded 

that this quantity more effectively describes the rates of intratrack 

reactions on which the observed yields of radicals and products depends, 

than does dE/dx. 

3+ 
Figure 5 shows our data for Fe G-values plotted as a function of 

Z2/S2. The random error (la) is indicated. Within the limits of error 

no significant discontinuity exists between plots for the three ions, 

providing further support for the greater usefulness of this quantity. 

Figure 6 shows our aerated FeS0
4 

data with data from Refs. 4, 5, 12 

and 14, plotted against Z2/6
2

. The data from Ref. 11 is not included as 

this was for low energy alphas near the end of their range where charge 

exchange renders the effective value of Z uncertain. The data from Ref. 5 
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has been normalized upward by 3% to eliminate discrepancies caused by use 

of different charge displacement factors (in the cell windows used) and 

different ferric ion extinction coefficients by those workers as compared 

with Schuler and A11en. 4 The present data aligns with the literature values 

2 2 
for Z IS up to about 300, within experimental errors, but above this appears 

to show generally higher G-va1ues than the extensive data from accelerated 

d . 1 4,5 protons an a part~c es. 

That some additional source of radical intermediate is present in 

high energy heavy ion radio1ysis ~s also indicated by a comparison of our 

. 18 
data with that of Sauer et a1. We can obtain an estimate of the sum 

G ~ + ~ b . l' d f d d d d e GH y man~pu at~ng our ata or aerate an eaerate FeS0
4 

solutions. It is easy to show that 

This quantity is shown in Fig. 7 for carbon ~on radio1ysis as a function 

18 Sauer et a1. measured ferric yields as a function of time 

f 11 ' 1 d' l' . h 2 + (16 ) 4 2+ ( 4 4 ) o ow~ng pu se ra ~o ys~s w~t H -20 MeV and He 2 - 0 MeV • 

They were able to calculate radical and molecular yields from their data 
. . 
~ ~ and their values of G
e 

+ G
H 

are also shown in Fig. 7. The difference 

between the light and heavy ion data corresponds to a G-value of about 

0.4 ± 0.3, implying apparently an additional yield of this many hydrated 

electrons per 100 eV in our experiments, since we expect G~ to be fairly 

independent of ionization density.19 

We can also estimate roughly the increase in Gi on go~ng from light 
e 

to heavy ions of the same Z2 /S2 by comparing the ferric yields obtained 

previous1y4,5 ~n steady state radio1ysis of aerated ferrous sulfate with 

the present data. An increase ~n G~ ~nthis system would lead to a 
e 
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i 3+ 3-fold increase in G (Fe ) because of the stoichiometry of the overall 

oxidation (Eq. 5). A further increase would be expected from a concomitant 

increase in G~H' which is roughly equal to G:. We therefore expect 

that an increase of Gi would produce an additional yield of Fe3
+ of 

e 
i about 46G. (This is an upper limit since it neglects a probable slight 
e 

decrease in G~ 0 ). 
2 2 

From the actual differences between our data and the previous work 

with light ions4 ,5 we find Gi varies from about 0.05 ± 0.15 (random error) 
e 

at Z2/S2 = 100 to about 0.5 ± 0.14 at z2/S2 = 700. This is in reasonable 

1 . 
agreement with the 6G values derived from a consideration of the recent 

e 

pulse radiolysis data,7 considering the nature of the comparison. 

Diffusion kinetics has been the most prominent and useful mathematical 

tool for studying the chemical behavior of irradiated liquid systems, 

. 20 21 10 especially dilute aqueous solut10ns.' Chatterjee and Magee have 

recently applied this approach specifically to high energy heavy ions and 

in particular have calculated differential Fe3
+ yields for irradiated FeS0

4 

solutions and compared them with published experimental data including 

22 preliminary results of the work reported here. Some results of their 

calculations, together with the present data, are shown in Fig. 8. 

It is clear that, while the general trend of the data parallels quite 

nicely the results from the model, the experimental values are consistently 

higher than predicted. Further, the magnitude of the discrepancy is similar 

to the differences between our data and the previous work with light ions. 

possible reasons for these discrepancies will now be discussed. 
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1. Random Experimental Errors 

The standard deviations for the three ions, in terms of G-values, 

calculated from yield/dose plots as described above are: carbon ±0.39, 

neon ±0.47, argon ±0.43. These are given in Table I as percentage of 

G-value for ~ons of various energies. 

While in the case of carbon these deviations are within about 20 

f h d 1 d·· 10 f h d d . o t e mo e pre ~ct~ons, some 0 t e neon an argon ata are outs~de 

these limits. 

Further, all the deviations are in the same direction of underestimating 

the experimental values. Clearly some explanation other than random error 

is required, especially for neon and argon. 

2. Dosimetry Errors 

As discussed above, dosimetry was based on 

(a) ion chamber calibration traceable to l4C activation for the 

incident beam flux; 

(b) Bragg curve measurements done prior to each experimental run. 

The possibility of a systematic error in (a) exists. It is believed 

to be < 5%.8 

Such an error would probably be in the same direction for all ions, 

and could partially explain the non-random pattern of deviation directions 

in Table I. The effect of including the maximum 5% systematic error is 

also shown in Figs. 2, 3 and 4. 

We also believe errors exist ~n the Bragg curve procedure (b above). 

Slight but distinct differences in the shape of the Bragg Peaks taken prior 

to different experimental runs were noted. The particular Bragg curve 

obtained prior to a given run was used for dose integration in each cell 

for that run. This did not affect the dosimetry ~n the first cell, but 
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Table I. Analysis of errors, with comparison to Diffusion Kinetic Model. 

FeS04/air data 

Difference Exp. Errors~ % 
Ion, E/amu G(exp) G(Mode1) % Random I.C. Cal Bragg. Total 

C 60 10.14 9.51 - 6.2 3.9 5 2.7 6.9 

C 100 10.93 10.46 - 4.3 3.6 5 1.4 6.3 

C 200 12.03 11.6 - 3.6 3.3 5 0.1 6.0 

C 300 12.53 12.14 - 3.1 3.1 5 0.2 5.9 

Ne , 80 9.28 8.24 -11.2 5.1 5 3.3 7.9 

Ne , 100 9.68 8.58 -11.4 4.9 5 2.4 7.4 

Ne , 200 10.82 9.62 -11.1 4.4 5 0.2 6.7 

Ne , 300 11.12 10.18 - 8.5 4.3 5 0.7 6.6 

Ar , 100 8.05 7.19 -10.7 5.4 5 3.1 8.0 

Ar , 200 9.00 7.92 -12.0 5.3 5 2.3 7.6 

Ar , 300 9.60 8.33 -13.2 5.0 5 2.2 7.4 
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differences in the Bragg curve used would have resulted in progressively 

greater differences at greater penetration depths. To assess the magnitude 

of such an effect we have recalculated our data using a single "average" 

Bragg curve for dose integration. As an example, a comparison of results 

obtained by these two procedures for the worst case, carbon, is shown in 

Fig. 5. where the dashed line is calculated using the "average" Bragg curve. 

In general, differences between the two methods of calculation are quite 

small until positions within about 4 cm of the Bragg Peak. Differences 

then become greater, until at 1 cm from the peak they amount to about 3%. 

It is interesting to note that the degree of scatter on the data is 

entirely unchanged with carbon, and somewhat improved with neon and argon 

by the use of "averaged" values for the Bragg curve. We conclude that 

the differences observed in the two calculation procedures correspond 

roughly with the error associated with the variations in the experimental 

Bragg curves used. 

Combining all the above sources of error we can make a more meaningful 

comparison with Chatterjee and Magee's model. Table I shows the model 

calculation values and the total error limits for the three ions. In all 

cases the disagreement between the model and the experimental values is 

within two standard deviations of the combined error. We conclude that the 

disagreement between the theoretical approach and our data is probably some­

what greater than the combined experimental errors, at least for neon and 

argon. The most obvious cause of this disagreement ~s beam fragmentation, 

which is not considered in the present theoretical models. This will 

therefore be discussed next. 



16 

3. Effects Due to Fragmentation of the Primary Beam 

It is certain that in the case of all three ions, inelastic collisions 

with atoms in the experimental arrangement (silicon and oxygen in the glass 

cell windows, oxygen and hydrogen in the water column and solutions) will 

result in some degree of fragmentation of the main beam,23 so that the 

energy deposited at depth is due to less massive particles, as well as 

to the incident ions. At present the precise extent of these effects is 

unknown, and though some cross-section data have been published23 they 

remain insufficient to apply in a truly quantitative manner to our results. 

We can, however, consider in a general way how this phenomenon would 

affect them. Our dosimetry is based upon Bragg curves measured by an 

ionization chamber. An error ensues due to fragmentation in the upstream 

water column if the W- values for the primary beam and the small fragment 

ions are not the same. There 1S some evidence that this might indeed be 

the case. Recent measurements of W- values from carbon, nitrogen and argon 

ion irradiation of nitrogen gas suggest a trend of decreasing W with 

increasing ion charge. 8 If this trend is real and extends to the lightest 

fragments, contamination of the beam in our experiments with fragments 

produced upstream of the ionization chamber (e.g., in the variable water 

column, Fig. 1) would result in our underestimating dose and thus over­

estimating G- values. The magnitude of this effect would depend on the 

extent of beam fragmentation at the ion chamber used, and on the effective 

W- value for the fragmented beam. Neither of these quantities is known 

but based on the available data
8 

we estimate the effect on our dosimetry 

to be certainly less than 1% in the worst case (carbon runs with a long 

water column). 
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We now consider the effects of fragmentation on the observed chemistry. 

First we note that the interaction cross section increases as the 2/3 power 

of the atomic of the incident ion 24 that effects of fragmentation mass so 

will be expected to be greater for neon and argon than for carbon in our 

experiments. Next, we can observe that fragments will necessarily be of 

lower atomic number than the main (or incident) beam. Their velocities 

will however be substantially the same as that of the incident heavy ion. 

Most fragmentation will result in the removal of only a few nucleons from 

the heavy ion, and the larger fragment will differ little from the original 

ion in its subsequent chemical effects. The smaller fragments (proton, 

neutrons, deuterons and alphas) will produce, per increment of deposited 

energy, more free radical chemistry than the parent heavy ion. We there­

fore expect fragmentation to increase the overall chemical yield in our 

systems. This increase will not necessarily be uniform with penetration 

depth. The small fragments will have a longer range than the large ones 

and will deposit energy further downstream. 

Another aspect of fragmentation is the number of fragments produced 

per collision. If, for example, two deuterons are produced Ln a given 

collision instead of one alpha particle they would probably have about 

the same velocity as the alpha, but would produce more free radical 

reactions in solution since, as we have seen, chemistry is related roughly 

inversely to the square of the particles' charge. The probability of 

this type of fragmentation occurring would presumably be related to the 

probability of deep (as contrasted to glancing) collisions and on purely 

geometrical grounds might be expected to increase with the atomic number 

of the incident ion. Such an effect would contribute to greater-than­

expected ferric yields, especially for neon and argon. 
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Finally, we would expect the spectrum of fragment sizes to shift towards 

heavier fragments (and away from light ones) as the atomic number of the 

projectile increases. Chatterjee et al. 23 have calculated from cosmic 

ray data the fragmentation probabilities in water for incident nitrogen 

and oxygen nuclei. It is clear that heavier fragments are more important 

with the heavier (oxygen) ion. If this is a general trend, this effect 

would tend to decrease the ferric yields for neon and especially argon, 

since heavier fragments would, in our systems, give less chemistry. 

We actually observe the greatest discrepancy between the Chatterjee/ 

Magee model and our data in the case of intermediate ion, neon. All but 

the last discussed fragmentation effect (spectrum of fragment sizes) would 

tend to increase the observed chemical yields and predominately so for the 

heavier ions. The question therefore arises as to why agreement improves 

on going from neon to argon. Possibly 1n the case of argon we have 

accidental cancelling of this increase by a fragmentation spectrum shifted 

towards heavy fragments. We must await experimental fragmentation data 

before these speculations can be thoroughly tested. 

Though experimental production cross-sections for fragments are sparse, 

approximate calculations can be made using an empirical formula derived from 

the optical or "good geometry" model of fragmentation. 24 The formula is 

2 [ 1/3 1/3 -1/3 -1/3] 2 a = II r A. + A - b (A. + A ) total 0 1nc tar 0 1nc tar 

where r is a proportionality constant for the geometrical nuclear 
o 

radius. It is taken as 1.36; 

b is an overlap parameter, taken as 0.75; 
o 

A. ,At are the atomic numbers of the incident and target nuclei. 1nc ar 
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The fragment production frequencies of ° and N on H20 have been estimated 

f " d" 23 rom cosm1C ray stu 1es. Taking these values and the total cross-section 

calculated from the above formula we can make a rough estimate of the number 

and distribution of fragments in our carbon and neon experiments. (Extra-

polation to argon would not seem justified). Then using the predicted 

3+ 
G(Fe ) values for each fragment we can obtain a weighted sum for the 

( 3+) " d "" " expected G Fe 1n our carbon an neon exper1ments wh1ch take fragmentat10n 

into account. The results of such a calculation are shown in Fig. 8. 

It seems possible that fragmentation could indeed account for the higher 

chemical yields observed,at least in the cases of carbon and neon. 
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CONCLUSION 

The ferric yields from ferrous sulfate solutions irradiated with high 

energy heavy ions vary with ion charge and beam penetration 1n a manner 

consistent with current ideas of heavy ion track structure. The parameter 

Z2/ a2" "f" I-' 1S un1 y1ng. Fragmentation of the primary beam, resulting 1n 

contamination with less densely ionizing particles, could account for 

the observed ferric yields being higher than predicted theoretically. 
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FIGURE CAPTIONS 

Fig. 1. Experimental set-up and typical Bragg curve (carbon); W.C. - Variable 

Fig. 2. 

Fig. 3. 

Fig. 4. 

Fig. 5. 

water column; I.C. - ionization chamber. 

i 3+ G (Fe ) from aerated (upper curves) and deaerated (lower curves) 

ferrous sulfate solutions irradiated with carbon ions. Solid 

lines are error limits - inner pair is lcr random error; outer 

pa1r is lcr random plus 5% systematic error. 

i 3+ G (Fe ) from aerated (upper curves) and deaerated (lower curves) 

ferrous sulfate solutions irradiated with neon ions. Solid lines 

are error limits - inner pair is lcr random error; outer pair is 

lcr random plus 5% systematic error. 

i 3+ G (Fe ) from aerated (upper curves) and deaerated (lower curves) 

ferrous sulfate solutions irradiated with argon ions. Solid lines 

are error limits - inner pair is lcr random error; outer pair 

is lcr random plus 5% systematic error. 

i 3+ G (Fe ) from aerated (upper curves) and deaerated (lower curves) 

ferrous sulfate solutions irradiated with carbon, neon and argon 

ions, as a function of z2/S2. lcr random error indicated. Dashed 

line calculated using "average" carbon Bragg curve - see text. 

Fig. 6. Gi (Fe3+) from aerated ferrous sulfate solutions irradiated with 

positive ions. 
6+ 10+ 18+ . 

Solid lines, C ,Ne ,Ar (th1s work). Dashed 

2H+, 4He2+ . 2 + 1 + lines, (Ref. 4). Dotted 11nes, H, H (Ref. 5). 

6., N7+ (Ref. 12). 0, 2H+, 4He2+ (Ref. 13). 

G
i i 2 2 

Fig. 7. e + GH as a function of Z IS . Solid line, this work. 

G, Ref. 18. 



26 

Fig. 8. 
i 3+ 

G (Fe ) from aerated ferrous sulphate solutions irradiated with 

heavy ~ons. Blocks are experimental, showing 10 random error. 

Solid lines are from model calculations (Ref. 10). Dotted lines 

are fragmentation calculation (see text). For clarity, neon data 

has been displaced down by two G value units and argon by four 

units. Thus, f(Z) = 0 for carbon, 2 for neon and 4 for argon. 
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