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ZetaSuite: computational analysis 
of two‑dimensional high‑throughput data 
from multi‑target screens and single‑cell 
transcriptomics
Yajing Hao1, Shuyang Zhang1, Changwei Shao1, Junhui Li2, Guofeng Zhao3, Dong‑Er Zhang4 and 
Xiang‑Dong Fu1*   

Background
Genome-wide screen by RNA interference (with siRNA or shRNA) [1–3] or CRISPR/Cas 
(with sgRNA) [4–6] has become a powerful tool for functional genomics studies. Most 
studies monitor a single functional readout in one-dimensional high-throughput screens 
or a few functional consequences in so-called high-content screens [1, 7]. By leverag-
ing the power of deep sequencing, it has become feasible to simultaneously quantify the 
expression of a gene signature consisting of hundreds or even thousands of genes in two-
dimensional high-throughput screens [8, 9]. shRNA or sgRNA libraries have also been used 
to treat hundreds of cell lines to deduce genes whose depletion compromise cancer cell 
growth, referred to as cancer dependencies [10–13], which presents a type of two-dimen-
sional screens. Single-cell transcriptomics and multi-omics studies are also examples of 

Abstract 

Two‑dimensional high‑throughput data have become increasingly common in 
functional genomics studies, which raises new challenges in data analysis. Here, we 
introduce a new statistic called Zeta, initially developed to identify global splicing 
regulators from a two‑dimensional RNAi screen, a high‑throughput screen coupled 
with high‑throughput functional readouts, and ZetaSuite, a software package to facili‑
tate general application of the Zeta statistics. We compare our approach with existing 
methods using multiple benchmarked datasets and then demonstrate the broad utility 
of ZetaSuite in processing public data from large‑scale cancer dependency screens 
and single‑cell transcriptomics studies to elucidate novel biological insights.
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two-dimensional and even multi-dimensional high-throughput data for integrated analysis 
of regulated gene expression in individual cells [14].

The increasing power of next-generation sequencing has thus made it feasible and cost-
effective to generate multi-dimensional high-throughput data to gain deeper understand-
ing of regulatory biology. The advance in high-throughput technologies is also frequently 
accompanied by the demand for developing new analytical tools to process data of increas-
ing complexity. For one-dimensional high-throughput screens, t-test, Z-statistics or Robust 
Z-statistics, or strictly standardized mean difference (SSMD) or Robust SSMD [15] have 
been typically employed to identify screen hits, depending on the availability of replicates 
and built-in positive and/or negative controls [16]. However, as demonstrated in this study, 
these simple statistical approaches are no longer suitable for analyzing two-dimensional 
high-throughput data.

Single-cell transcriptomics has become a powerful tool to study regulated gene expres-
sion in individual cells [17, 18]. Due to highly stochastic sampling in single cells during 
library construction, it is critical to identify high-quality cells for subsequent clustering and 
trajectory analyses [19]. Three methods implemented in Seurat, CellRanger, and Empty-
Drops have been commonly used for quality control (QC) purpose: Seurat [20] allows users 
to choose arbitrary thresholds to remove low-quality cells based on nFeature (the number 
of expressed genes detected), nCount (total reads), or %mt (percentage of mitochondrial 
transcripts). Based on nCount alone CellRanger sets the inflection point as the threshold 
in a knee-plot, which tends to miss smaller cells with relatively lower nCount values. Emp-
tyDrops [21] is designed to “rescue” some of those missed cell populations by simulating 
the level of ambient RNA (those from lysed cells, not from a specifically barcoded cell), 
but at the expense of contamination with other low-quality cells. Notably, each of these 
approaches still relies on a single parameter, rather than integrates multiple parameters, for 
making a cutoff in analyzing single-cell transcriptomics data.

In this study, we recognize the challenges in treating two-dimensional high-throughput 
data with existing methods, which has motivated us to develop a new statistics called Zeta 
by taking two critical QC metrics into consideration. We also establish a corresponding 
software package ZetaSuite to facilitate its application (https:// github. com/ Yajin gHao/ 
ZetaS uite). Using our own RNAi screen data, we use ZetaSuite to minimize noise accu-
mulation in comparison with multiple existing methods, aid in hit selection based on the 
newly proposed Screen Strength, and pinpoint likely off-targets. We also illustrate the 
robustness of ZetaSuite in processing two sets of large-scale cancer dependency datasets, 
revealing new cancer dependencies and uncovering novel cancer checkpoints. Finally, we 
demonstrate the advantage of ZetaSuite in identifying high quality single cells while exclud-
ing empty and broken droplets in single cell transcriptomics analysis. Collectively, these 
applications showcase the broad utility of ZetaSuite in processing diverse two-dimensional 
high-throughput data to reveal novel biological insights.

Results
Overview of the ZetaSuite workflow

ZetaSuite is a computational framework initially developed to process the data from a 
siRNA screen for global splicing regulators. In this screen, we interrogated ~400 endog-
enous alternative splicing (AS) events by using an oligo ligation-based strategy and 

https://github.com/YajingHao/ZetaSuite
https://github.com/YajingHao/ZetaSuite
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quantified their responses to 18,480 pools of siRNAs against annotated protein-cod-
ing genes in the human genome (Additional file 1: Fig. S1a). We next performed deep 
sequencing on pools of bar-coded samples from individually treated wells in 384-well 
plates to generate digital information on individual mRNA isoforms. By comparing with 
internal non-specific siRNA-treated samples, we quantified induced exon inclusion or 
skipping for each AS event (similar to up- and down-regulated genes from RNA-seq 
experiments). The resultant data matrix resembled those produced by high-content 
screens, parallel genome-wide screens, or any screens that monitor multiple func-
tional outcomes (Fig. 1a), emphasizing the broad applicability of ZetaSuite (outlined in 
Additional file 1: Fig. S1b) for processing two-dimensional high-throughput data, even 
though we presently focus on using our own RNAi screen data to develop the Zeta sta-
tistics underlying ZetaSuite (see below).

After a series of standard data pre-processing and QC steps, ZetaSuite generates 
a Z-score for each AS event against each targeting RNA in the data matrix (Fig.  1b) 
and then computes the number of hits at each Z-score cutoff from low to high and in 
both directions to separately quantify induced exon skipping (Fig. 1c, left) or inclusion 
(Fig. 1c, right) events. This enables classification of functional data in both directions to 
identify and characterize global splicing activators (if mostly causing exon skipping upon 

Fig. 1 Overview of the ZetaSuite workflow. a Two‑dimensional screens include high‑throughput screen by 
high through sequencing  (HTS2), high‑content screen, parallel genome‑wide screens, etc. ZetaSuite uses 
the raw matrix as input to calculate ζ score. b–g Key steps in the ZetaSuite method from generating initial ζ 
scores (b) to deducing hits by using negative and positive controls to derive a support vector machine (SVM) 
learning curve (c) to calculating weighted ζ scores (d) to determining the Screen Strength (e) to filtering 
out off‑targets (f). The resulting data are used to construct regulatory gene networks based on functional 
similarities (g)
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knockdown) or repressors (if mostly inducing exon inclusion events upon knockdown) 
or both. The same strategy can be used to characterize positive and negative regulators 
in other biological contexts.

In applications where internal positive controls are well separated from negative con-
trols, as showcased with our RNAi screen dataset, ZetaSuite calculates an SVM learning 
curve to maximally separate positives from negatives. Any siRNA that generates a line (a 
string of data points in the plot) above the SVM line would be considered a potential hit 
and the area between the two lines could be used to quantify the strength of the hit, thus 
enabling rank-order individual hits (Fig. 1d). We name this statistics as Z-based estimate 
of targets or Zeta (ζ). Even without positive controls in certain applications, it is still pos-
sible to calculate the area between each data line and the x-axis to generate a ζ score for 
a given hit.

As with all screens, a threshold needs to set for hit calling. To this end, we utilize a 
large set of non-expressed genes in a given cell type (HeLa cells in our screen) as internal 
negative controls and determines the number of hits above a given ζ score to plot against 
the number of non-expressed genes mistakenly identified as hits (which may result from 
non-specific perturbations or off-target effects). We call this a Screen Strength (SS) plot 
and select a balance point as the threshold where a further increase in ζ score no longer 
significantly improves the value of the SS (Fig.  1e). Last, but not least, ZetaSuite also 
takes full advantage of two-dimensional high-throughput data to calculate similarities 
in global responses through pairwise comparisons, which could be leveraged to deduce 
off-target effects based on the results from the secondary screen (Fig.  1f ), and, more 
importantly, to construct gene networks for functional analysis of screen hits (Fig. 1g). 
ZetaSuite thus provides a comprehensive package for analyzing two-dimensional high-
throughput data. Below, we describe how the Zeta statistics is progressively developed in 
addressing challenges in processing two-dimensional high-throughput data in compari-
son with multiple existing methods and demonstrate the utility of ZetaSuite in analyzing 
representative two-dimensional high-throughput data to reveal novel biological insights.

Increasing readout number leads to diminishing screen specificity with traditional 

methods

Z-statistics or SSMD has been typically used to identify hits from one-dimensional high-
throughput screen data. SSMD has advantages if a screen includes multiple replicates 
for each targeting RNA [16]. When the number of screen readouts increases, however, 
various random outliers become accumulated, which has the potential to severely com-
promise the screen specificity. For instance, we scored ~400 AS events against each 
siRNA with 368 events passing data QC requirements (see Methods). If any of these 
readouts meets a chosen cutoff, the probability of experimental noise and/or off-target 
effects would be aggregated in proportion to the number of readouts scored. To dem-
onstrate this, we chose a stringent cutoff of Z-score>=3 [22] to identify hits from our 
splicing screen data and used siRNAs that target non-expressed genes as true negatives 
to estimate the screen specificity. Randomly selecting 50 siRNAs against non-expressed 
genes based on 5 randomly selected AS events, we identified 1 hit out of 50 true negative 
siRNAs (Fig. 2a). When all 368 AS events scored on our screen were taken into consid-
eration, the majority of those true negative siRNAs became hits (Fig. 2b).



Page 5 of 31Hao et al. Genome Biology          (2022) 23:162  

This alarming high false-positive rate became further evident when all RNA-seq iden-
tified non-expressed genes were included in the analysis (Additional file 1: Fig. S2a-b). 
By selecting an increasing number of AS events as readouts to determine the screen 
specificity, we found that the screen specificity was progressively decreased (Fig. 2c), and 
we obtained the same result by performing a similar analysis based on SSMD (Fig. 2d). 
These data illustrate that the most popular statistical approaches for analyzing one-
dimensional screen data are no longer suitable for processing two-dimensional high-
throughput data. Even after using the multiple testing correction methods (such as FDR 
and Bonferroni correction, as well as coupling with the Gumbel distribution, see Meth-
ods), the error rate is still very high.

Next, we wondered whether we might adapt the concept from some more sophisti-
cated methods to analyze two-dimensional high-throughput data. For example, RSA 
[23], RIGER [24], MAGeCK [25], and  CB2 [26] were each designed to determine the 
impact of a given gene on a functional readout (e.g., cell proliferation) by testing multi-
ple targeting RNAs against each gene and then aggregating the data to reflect the over-
all contribution of such gene to the functional consequence. A typical data aggregation 
strategy is analogous to Gene Set Enrichment Analysis (GSEA) [27], which is to first rank 
order all targeting RNAs against all targeted genes tested based on the functional impact 

Fig. 2 Increasing readout number leads to diminishing screen specificity with common statistical 
approaches. a, b The distribution of Z‑scores based on 5 randomly selected alternative splicing (AS) events 
monitored in our screen (a) or all AS events measured (b) in response to siRNAs against 50 randomly selected 
non‑expressed genes. The AS event was marked as red if the Z‑score is >=3. c, d The Specificity based on 
common cutoffs (c, Z‑score>=3) or SSMD value (d, SSMD value>=2) when different numbers of AS events 
were monitored. The specificity (defined by 1 minus the number of non‑expressors scored as hits over the 
total number of non‑expressors) is the mean value of 50 replicates under each condition. e Illustration of 
the principal theory to determine hits based on RSA, MAGeCK, and RIGER. Induced changes in AS are first 
ranked and the effects of knocking down a given gene on individual AS events are displayed as red bars. A 
hit would show enriched AS events in one direction (top) while a non‑hit would display a relatively random 
distribution (bottom). f, g The distribution of induced AS events (based on Z‑scores of induced exon skipping 
from left to right at top or induced exon inclusion from right to left at bottom) in response to knockdown 
SF3B1 (f) or SRSF2 (g). h The false discovery rate (FDR=FP/(FP+TP)) at different cutoffs with different methods. 
The FDRs at x‑axis were calculated by different software (RSA, RIGER, MAGeCK, and  CB2). The FDRs at y‑axis 
were deduced based on the non‑expressors and built‑in positive controls (siPTBP1). False positive (FP): 
non‑expressors; true positive (TP): siPTBP1‑treated samples



Page 6 of 31Hao et al. Genome Biology          (2022) 23:162 

measured in the screen (e.g., the impact on cell proliferation from high on left to low on 
right) and then score hits if multiple targeting RNAs are relatively enriched toward left 
(Fig. 2e, top raw) whereas a non-hit lacks any enrichment (Fig. 2e, bottom raw).

Here, by replacing individual targeting RNAs with individual AS events, we took a 
similar strategy to evaluate the overall contribution of a given gene to global splicing 
control. Using two well-known splicing regulators as benchmarks and separately rank 
ordering their impact on exon skipping (left to right) or inclusion (right to left), we found 
that knockdown of the core spliceosome component SF3B1 mainly caused exon skipping 
(Fig. 2f and Additional file 1: Fig. S2c), whereas depletion of a representative SR protein 
SRSF2 induced both exon inclusion and skipping in about equal frequency (Fig. 2g and 
Additional file  1: Fig. S2d). These data are well in line with the existing literature [28, 
29]. Extending this analysis genome-wide, we identified thousands of genes as putative 
splicing regulators by using different aggregation strategies associated with RSA, RIGER, 
MAGeCK, or  CB2 (Additional file 1: Fig. S2e). We next took advantage of 5006 siRNAs 
against non-expressed genes as internal negative controls and 299 technical repeats with 
an siRNA against a well-known splicing regulator PTBP1 [30] as internal positive con-
trols in our screen and estimated the false discovery rate (FDR=false positives divided 
by false positives + true positives). We observed an alarmingly high error rate with each 
of these methods even at the most stringent FDR cutoff (Fig.  2h). Collectively, these 
analyses present a compelling paradigm for the need to develop new statistics to fully 
explore the power of two-dimensional high-throughput data.

Zeta: Z‑based estimation of global splicing regulators

It becomes quite evident from the above analyses that the accumulation of random 
experimental noise and off-target effects is a major problem in analyzing two-dimen-
sional high-throughput data because the screen specificity is progressively diminished 
as the number of readouts increases. To begin to develop a new statistical strategy to 
address this problem, we first used non-expressed genes to characterize the distribu-
tion of random splicing responses from all AS events quantified on our screen. For each 
siRNA against a given non-expressed gene, we calculated Z-scores for the entire collec-
tion of the AS events scored and then displayed the number of “hits” at each Z-score 
cutoff from low to high for induced exon skipping (toward the right) or exon inclusion 
(toward the left). This shows the progressive decline in the number of hits in both direc-
tions as the Z-score value increases, and after analyzing 10 randomly selected non-
expressed genes this way, we noted that all exhibit a similar distribution (Fig. 3a, grey 
color). In comparison, among 10 representative splicing regulators (Additional file 1: Fig. 
S3a), all scored a much higher number of hits at any Z-score cutoff (Fig. 3a, individually 
colored).

Interestingly, such distinct profiles between non-expressors and known splicing reg-
ulators were similarly observed with a large number of built-in negative controls (NS-
mix, a pool of non-specific siRNAs) and positive controls (siPTBP1, a specific siRNA 
pool against PTBP1). This enabled us to develop an SVM curve to maximally separate 
positives from negatives (Fig. 3b). We define the area between a putative hit above the 
SVM line as a Z-based estimate of targets or Zeta (ζ). In order to favor the differences at 
higher Z-score cutoffs, we recommend the use of a weighted ζ score, which is calculated 
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as follows: we first divide the full Z-score range into 100 bins, multiply the averaged 
Z-score value by the area at each bin, and finally aggregate values from all 100 bins 
(Fig. 3c, see Methods for further details). This generates a weighted-ζ score to define the 
overall impact of a putative splicing regulator.

To characterize a given splicing regulator in splicing activation and repression, we 
separately calculated ζ scores for aggregated exon inclusion or skipping events. After 
processing our splicing screen data with this analysis pipeline (ZetaSuite, see Additional 
file 1: Fig. S1b), we rank-ordered the hits according to their overall impact on AS (high to 
low from left to right), thus enabling quantification of each splicing regulators based on 
its global contribution to regulated splicing in a given cell type. Interestingly, we noted 
that most high-ranking hits correspond to annotated core spliceosome components 
(Fig. 3d). This suggests that components of the core splicing machinery also function as 

Fig. 3 The ζ and comparison with several key existing statistical approaches. a At each Z‑score bin over a full 
Z‑score range, the level of hits (expressed as the percentage of induced AS events over the total number of 
AS events monitored) is plotted with 10 representative splicing regulators (individually colored) compared 
to 10 non‑expressors (grey). Left and right separately plot induced exon inclusion and skipping events. b At 
each Z‑score bin over a full Z‑score range, the level of hits in response to siPTBP1 (purple) or negative controls 
(NS‑mix, green). An optimal SVM curve (black) is derived to maximally distinguish between true positives 
(siPTBP1) and true‑negatives (NS‑mix). c Calculation of a weighted ζ‑score based on the area between the 
specific Z‑score line of a gene (black) and the SVM curve (red). At each Z‑score bin, the area is calculated by 
multiplying the Z‑score, thus giving increasingly weights (purple) to hits at higher Z‑scores. d The distribution 
of weighted ζ‑score for annotated core spliceosome components among top 350 high‑ranking genes. The 
top 10 high‑ranking genes are enlarged (top). Only DEFB131A doesn’t belong to core spliceosome, which was 
later determined to result from off‑targeting to SF3B1 (see Additional file 1: Fig. S4d). e, f The ROC (e) and PRC 
(f) curves are deduced using different software. Weighted ζ‑score in two directions calculated by ZetaSuite 
are combined in this analysis to reflect the overall functional consequence. This is not applicable to other 
software, and we thus display the data separately. g The summary of the areas under all deduced ROC and 
PRC curves using different software
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the most prevalent class of AS regulators in mammalian cells. In general, these genes are 
highly expressed in mammalian cells and their inactivation predominantly induces exon 
skipping (Additional file 1: Fig. S3b-c).

To compare the performance of the newly developed ζ statistics with other ranking 
approaches, such as that used in RSA, RIGER, MAGeCK, or  CB2, we again took advan-
tage of a large number of built-in positive and internal negative controls in our screen, 
which allowed us to precisely determine the numbers of true and false positives and 
negatives to construct receiver operating characteristic (ROC) (Fig. 3e) and precision-
recall curves (PRC) (Fig.  3f ). Additionally, as the ζ statistics is designed to deal with 
random error accumulation due to increasing readout numbers, we generated a set of 
simulated datasets based on our two-dimensional splicing screen datasets by randomly 
selecting readouts from our raw datasets (see Methods). The ζ statistics again outper-
formed all aforementioned methods, as shown by the calculated values of areas under 
PRCs or AUPRCs (Fig. S3d). Together, these comparisons demonstrate that the newly 
developed ζ statistics significantly outperformed all other ranking methods in analyzing 
two-dimensional high-throughput splicing screen data (Fig. 3g).

Selecting hits based on the reflection point in Screen Strength plot

Any screen requires a cutoff to maximize positives and minimize negatives. In most one-
dimensional high-throughput screens, hits are first ranked based on Z-score or SSMD 
values followed by the selection of a threshold by estimating the false positive level (FPL) 
and the false negative level (FNL) [31]. As Z-score or SSMD value increases, FPL gradu-
ally decreases while FNL progressively increase [32]. This approach can be similarly 
applied to ζ-based scoring, as illustrated with our splicing screen data using siPTBP1 
in technical repeats as true positives and siRNAs against non-expressed genes as true 
negatives (Additional file 1: Fig. S4a). Using the balanced error level approach as recom-
mended earlier [31], we obtained 10% for both FPL and FNL with a calculated FDR of 
15.4%. However, many siRNA screens may not be able to build in sizable true positive 
controls and the balanced error level may be influenced by the ability to efficiently differ-
entiate between positive and negative controls. To address this problem, RNAiCut was 
developed to identify an appropriate cutoff for hit selection by coupling the orthogonal 
PPI network information [33]. We noted that RNAiCut heavily depends on the accu-
racy of the established PPI networks, which is challenging in mammalian cells. Addi-
tionally, we further noted that the recommended minimum p-value selection as cutoff 
is not always true, especially for some specific functions that need the incorporation of 
multiple pathways.

Given these challenges, we introduce the concept of apparent FDR (aFDR), which is 
defined as the number of non-expressors identified as false positive hits among all hits 
scored at a given cutoff. Before the screening, we had a baseline FDR (bFDR), which 
corresponded to the number of non-expressors among the total number of genes tar-
geted in the screen. By definition, bFDR represents the chance from a random draw. We 
next define the Screen Strength: SS=1-aFDR/bFDR, which can be used to evaluate the 
effectiveness a screen has achieved relative to a random draw. We applied this approach 
to generate the SS plot based on the splicing screen data against increasing ζ scores 
(Fig. 4a). This allowed us to calculate a balance point (BP) for hit selection where the SS 
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remains almost little change as the stringency increases. We actually identified two such 
BPs with our splicing screen data, thereby defining candidate hits after BP1 and high 
confidence hits after BP2, the latter of which maximally eliminate true false positives 
derived from non-expressors (Fig. 4b).

To demonstrate the broad utility of SS, we utilized 5 public RNAi screen datasets 
[34–38] to select appropriate cutoffs (Fig. S4b). Interestingly, each of these high-quality 
screen results exhibited two apparent balance points. This is anticipated if the ranking 
values had the ability to differentiate between positives and negatives. To demonstrate 
this, we permutated the ranking values of a representative genome-wide screen (from 
the last dataset in Fig. S4b) five times and found that we were no longer be able to detect 
any balance point from the SS plot generated with the permutated dataset. We thus sug-
gest that the SS plot is generally applicable to selecting a cutoff(s) and the presence of at 
least one balance point is indicative of a successful screening dataset.

Strategy to remove off‑target effects from two‑dimensional high‑throughput RNAi screens

Off-target effects have been a major problem in genome-wide screens. Recent strate-
gies to filter out off-targeting RNAs are to increase the number of targeting RNAs 
against each gene and eliminate those that show divergent effects from the consensus 
generated by multiple targeting RNAs [39]. These approaches assume that an activ-
ity defined by the majority of targeting RNAs reflects on-target effects, which may 
not always be the case. In addition, these approaches require a large number (usu-
ally 15 to 20) of targeting RNAs per gene, thus inapplicable to traditional siRNA or 
shRNA libraries that typically contain 4 to 6 targeting RNAs in each pool. In fact, 
the increased sequence complexity with a larger pool of targeting RNAs may induce 
additional off-target effects. We thus sought to utilize the data from primary and sec-
ondary screens with traditional arrayed siRNAs to filter out off-targets, again taking 
advantage of multiple functional readouts at each treatment condition.

As illustrated in Fig.  4c, we first identified siRNA pools that showed similar 
responses in pairwise comparison by requiring R>=0.6 (ref [40]). Because two genes 
may have related functions in a common biological pathway, more than one siRNA in 
their pools are expected to show similar responses to both of their pools in the sec-
ondary screen, as illustrated with SNRPA1 and SF3B1, both being subunits of the U2 
ribonucleoprotein particle (snRNP) (Fig. 4d, e). We further illustrated this with mul-
tiple core spliceosome components (Additional file  1: Fig. S4c). On the other hand, 
if a similar response resulted from certain off-targeting effects, one specific siRNA 
in a given siRNA pool would show sequence complementarity of consecutive 11nt 
or longer to the transcript targeted by the other siRNA pool (see Fig. 4f ), as shown 
earlier when examining cross-reacting siRNAs [41]. Moreover, it would be the same 
siRNA that also induced the similar response in secondary screen, as exemplified with 
FCHO1 and SNRPB (Fig. 4g). Here, SNRPB is a known core spliceosome component, 
whereas FCHO1 is a gene functioning in early step of clathrin-mediated endocytosis 
[42], but without any documented role in regulated splicing, suggesting that the high 
ζ value generated by siFCHO1 resulted from its off-target effect on SNRPB. Based on 
these results, we propose a general strategy to eliminate potential off-target effects 
if a single siRNA in a given pool is responsible for (i) generating a similar functional 
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response and (ii) showing a significant sequence complementarity to the transcript 
targeted by another siRNA pool. Using this strategy, we identified multiple siRNA 
pools that likely caused off-targets due to specific cross-reactions with well-estab-
lished splicing regulators (Additional file 1: Fig. S4d).

We extended this analysis to all non-expressors on our screen and showed that fil-
tering out those with identifiable off-targeting activities significantly improved the 
Screen Strength (Fig. 4a, from blue to red line). Furthermore, ζ scores may differ when 
different positive controls are used to generate the SMV. To evaluate this impact, we 
focused on high confidence hits after BP2 based on using repetitive siPTBP1 treat-
ments as positive controls and found that > 90% of hits were identifiable with a differ-
ent set of internal positive controls (see Additional file 1: Fig. S3a) to deduce a slightly 
different SVM line (Additional file  1: Fig. S4e-g), suggesting that slightly distinct 
positive controls only affect low-ranking candidates. Because of the ability to rank 
the hits, we were able to detect > 90% of the hits using siPTBP1-derived SVM based 
on the balance point alone without using any SVM (Additional file  1: Fig. S4f-g), 

Fig. 4 Hit selection based on Screen Strength and strategy to filter out off‑target effects. a The comparison 
of the Screen Strength before (blue) and after (red) filtering out off‑targets. BP: balance point. Note that the 
Screen Strength based on the threshold defined by the commonly used balanced error level (BRL) approach 
is also indicated (see Additional file 1: Fig. S4a). Empirical FPL lines (0.05 and 0.01) are also indicated. Those 
between BP1 and BP2 are candidate hits and those after BP2 are high confidence hits. b Weighed ζ‑scores 
of expressed and non‑expressed genes. A specific region is enlarged on the right for comparative purpose. 
bFDR: baseline FDR. BP1 and BP2 are according to those defined in a. c Strategy to filter out off‑target effects 
based on similarity in response and sequence complementarity. d Comparison of AS events responsive 
to knockdown of SNRPA1 and SF3B1 or SNRPB and FCHO1 in primary screen. Pearson correlation score is 
indicated in each case. e Comparison of AS events responsive to knockdown of the siRNA pool vs individual 
siRNAs against SNRPA1 or SF3B1 in the secondary screen. The third row shows the comparison between the 
siRNA pool against SF3B1 and individual siRNAs against SNRPA1. f The sequence of a single siRNA targeting 
FCHO1 is aligned with its potential off‑target on the SNRPB transcript. g Comparison of AS events responsive 
to knockdown of the siRNA pool vs individual siRNAs against FCHO1 or SNRPB in the secondary screen. 
The third row shows the comparison between the siRNA pool against SNRPB and individual siRNAs against 
FCHO1. Purple highlights the predicted off‑targeting siRNA
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although the ability to generate an SVM curve helps minimize the inclusion of low 
confidence hits.

Finally, we evaluated the performance of ZetaSuite on different numbers of functional 
readouts. Using true positives (siPTBP1) and high confidence hits based on using all AS 
readouts as the reference sets, we tested the ability of the ζ statistics to detect these “ref-
erence” genes using fewer readouts and found that the ζ statistics was indeed able to 
identify over 80% of these “reference” genes when the readout size reaches 200 or greater 
(Additional file 1: Fig. S4h). This information offers a general guide to designing future 
two-dimensional genome-wide screens.

Application of ZetaSuite to understand core fitness genes in cancer cells

Having established the general framework of the ζ statistics with our in-house splicing 
screen data, we next sought to demonstrate its general applicability to other large-scale 
two-dimensional data. DRIVE [10] and DepMap [11] are representative of such data, 
designed to determine cancer dependencies. In these studies, pooled shRNAs were 
transduced into a large panel of cancer cell lines followed by deep sequencing to identify 
depleted shRNAs to identify genes critical for cancer cell survival. DRIVE tested more 
cell lines than DepMap (overlap=113, Additional file 1: Fig. S5a), whereas DepMap cov-
ered more genes than DRIVE (overlap=7,081, Additional file 1: Fig. S5b). Thus, as with 
our splicing screen dataset, the first dimension consists of individual shRNA treatments 
and the second corresponds to multiple functional readouts (different AS events vs dif-
ferent cell lines). Similar to our experimental design, DepMap selected a set of known 
essential genes (n=210, 43] as positive controls and used non-expressed genes (n=855) 
as negative controls, both serving as the benchmarks for validating the performance of 
ZetaSuite. We found that these controls are well separated based on t-distributed sto-
chastic neighbor embedding (tSNE) [43] (Additional file 1: Fig. S5c).

For data analysis, DRIVE utilized RSA to rank-order hits and ATARiS to eliminate 
off-targeting shRNAs. A gene was considered essential if RSA>= − 3 in > 50% of the 
cell lines tested. In contrast, DepMap removed off-target effects with DEMETER and 
selected top hits showing 6 standard deviations (SD or σ) or greater in any cell line tested 
for further pathway analysis. As we demonstrated in treating our two-dimensional splic-
ing screen data, an arbitrary cutoff would present a trade-off between sensitivity and 
specificity, and even with the most extreme cutoff like 6σ, experimental noise would still 
become accumulated with the increasing number of readouts from a screen. We thus 
tested the Screen Strength (SS) strategy in ZetaSuite to compare different screen results.

We first processed the data from DepMap and DRIVE according to the ZetaSuite 
pipeline (see Additional file 1: Fig. S1b). Although DRIVE and DepMap mainly deter-
mined cancer dependencies by scoring depleted shRNAs, we took advantage of ZetaS-
uite to identify both depleted and enriched shRNAs. We utilized the processed data with 
potential off-target effects already removed and then plotted the data in both directions 
in the full range of cutoffs. As expected, positive controls and non-expressors were well 
separated in both datasets in the direction of cancer dependency (Fig. 5a), thus allowing 
us to calculate a weighted ζ-score for each tested gene, display the data in the SS plot, 
and detect two balance points (BP1 and BP2) in both datasets (Fig. 5b). Interestingly, we 
also detected enriched shRNAs, indicating that depletion of their target genes enhanced 
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tumor cell growth, which we referred to as cancer checkpoints (see below). In the SS 
plot, we were unable to derive any balance point with the dataset of DepMap, likely due 
to scattered data from a relatively smaller number of cell lines surveyed (Fig. 5b), and 
with the dataset of DRIVE, we only used the most stringent cutoff at BP2 to select hits 
(Fig. 5c).

Based on the selected BP1 and BP2, the majority of positive controls were included in 
both datasets, suggesting that ZetaSuite-suggested cutoffs were able to encompass the 
majority of cancer dependencies, even at BP2 (Fig. 5d). This is in sharp contrast to alarm-
ingly high error rates even at the stringent FDR cutoff with RSA, RIGER, MAGeCK, or 
 CB2 (Fig. S5d). Since DepMap only focused on specific cancer dependencies by requir-
ing 6σ, which is too stringent, we focused on comparison between ZetaSuite-identified 
hits and DRIVE-defined hits against the set of previously annotated essential genes [44]. 
Even at the cutoff based on BP2, ZetaSuite identified more hits than DRIVE hits (Fig. 5f ), 
and moreover, none of the 10 DRIVE hits missed by ZetaSuite belong to the annotated 
essential genes (Fig. 5f, blue). Despite the significantly enlarged hit size, enriched Gene 
Ontology (GO) terms, KEGG pathways, and complexes annotated in the CORUM data-
base [45] associated with newly identified hits were similar to those deduced earlier 
based on much more stringent cutoffs, with top-ranked terms linked to key housekeep-
ing activities, such as DNA replication, splicing, cell cycle, RNA transport, and ribosome 
biogenesis (Additional file  1: Fig. S5e-g). In addition, those newly identified hits were 
largely anti-correlated with AGO2 expression and copy number variation (CNV) (Addi-
tional file 1: Fig. S5h), as reported earlier with the DRIVE dataset [10]. In contrast, 8 out 
of 10 hits identified by DRIVE but missed with ZetaSuite lacked such anti-correlation 
with either AGO2 expression (Additional file  1: Fig. S5g, top) or AGO2 CNV (Addi-
tional file 1: Fig. S5g, bottom). Together, these data demonstrated the effectiveness and 
objectiveness of ZetaSuite in identifying cancer dependencies from previous large-scale 
screen data.

Biological insights into cancer dependency

The expanded list of cancer dependencies provided further insights into critical cancer 
development pathways compared to those already recognized from a previous analysis 
with the limited set of genes. For example, we deduced 7 clusters by t-SNE plotting and 
draw the global network based on regulation similarity based on similarities among dif-
ferent DRIVE cancer cells that passed the BP1 threshold (Fig.  6a). One of these gene 
networks was enriched with components of the transcription mediator complex and Pol 
II, all connected to the well-known oncogene MYC (Fig. 6b), consistent with the known 
function of MYC in transcriptional control [46]. Interestingly, MYC inhibition showed 
the most dramatic impact on rhabdoid cancer cells (Additional file 1: Fig. S6a), in agree-
ment with a recent observation that MYC inhibition effectively restricted rhabdoid 
tumor growth in vivo [47]. In this MYC dependency plot, significant MYC dependency 
was noted in multiple myeloma (MM) cancer cells, in line with frequent 8q24 transloca-
tion that leads to MYC overexpression in MM cancers [48].

To further demonstrate the utility of ZetaSuite in analyzing the DRIVE and Dep-
Map datasets to mine important cancer pathways, we analyzed two separate clusters 
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connected by ATR , a key regulator of genotoxic stress. One cluster includes various 
genes involved in G1/S transition and modulation of DNA topology and the other 
encompasses genes critical for DNA replication/repair (Fig. 6c). This is consistent with 
the existing literature on the function of ATR in connecting genotoxic stress to cell cycle 
control [49]. Notably, several splicing regulators (i.e., SRSF1 and SRSF2) are present in 
these clusters, both being implicated in inducing aberrant R loops that led to ATR acti-
vation [50]. This has been suggested as a key mechanism underlying Myelodysplastic 
Syndromes (MDS), a pre-leukemia that has the propensity to rapidly progress to acute 
myeloid leukemia (AML), thus explaining greater ATR dependency in leukemia than 
most other cancer types (Additional file 1: Fig. S6b).

Fig. 5 Application of ZetaSuite to mine core fitness genes in cancer cells. a At each gene dependency 
bin over a full range of gene dependency scores, the percentage of cell lines responsive to knockdown 
of individual annotated essential genes (orange dots) or non‑expressed genes (blue dots) based on 
the DepMap (top) and DRIVE (bottom) datasets. b, c Screen Strength plot at different cutoffs for cancer 
dependency (left) or cancer checkpoint (right) deduced from the DepMap (b) or DRIVE (c) dataset. Because 
of scattered data, balance point could not be determined in the DepMap dataset. The two balance points 
(BP1 and BP2) in the DRIVE dataset are marked (c). Empirical FPL lines (0.05 and 0.01) are also indicated. d 
Hits for cancer dependency above the threshold defined by BP1 or BP2 based on the data from DepMap 
(left) or DRIVE (right). e Comparison of cancer dependencies deduced in the DRIVE project with those newly 
determined with ZetaSuite and previously annotated essential genes



Page 14 of 31Hao et al. Genome Biology          (2022) 23:162 

Genes involved in cancer checkpoint

One of the most significant advances in further mining the DRIVE dataset with ZetaS-
uite is the discovery of genes whose depletion appears to promote tumor growth. Strik-
ingly, GO term analysis revealed that the vast majority of these genes were involved in 
DNA checkpoint control (Fig.  6d). Previously, genes involved in cancer dependencies 
were cross analyzed with copy number variation (CNV), gene expression, or mutation 
frequencies, revealing their association with low CNV and low expression, which has 
been referred to as CYCLOPS genes [51]. We further confirmed this with ZetaSuite-
identified cancer dependencies (Additional file 1: Fig. S6c). We next extended the analy-
sis to cancer checkpoint genes and identified 9 major clusters (Fig. 6e). Contrary to core 
fitness genes, however, much fewer cancer checkpoint genes were associated with CNV, 
altered expression, or mutation in DRIVE cell lines.

Several typical tumor suppressors were identified as strong cancer checkpoints in this 
feature association analysis, including TP53 (encoding for p53) [52] and its transcription 
target CDKN2A (encoding for the cell cycle inhibitor p16) [53] and CDKN1A (encod-
ing for the cell cycle inhibitor p21) [54]. MDM2, an E3 ligase for p53, was also identi-
fied as a cancer checkpoint gene (Fig. 6e) and the similarity network clearly reflects the 
antagonizing function between TP53 and MDM2 (Fig. 6f ). In fact, while wildtype TP53 
always gave rise to a positive dependency score, reflecting its tumor suppressor function, 
mutant TP53 produced a negative cancer dependency score, indicating its oncogenic 
role in those tumor cells (Fig. 6g, h), in agreement with the established roles of wildtype 
and mutant p53 in tumorigenesis [55]. Most interestingly, as exemplified with MDM2, 
multiple cancer checkpoint genes were also linked to either low CNV or low expression 
(see Fig.  6e), suggesting that the CYCLOPS phenomenon applies to some key cancer 
checkpoints as well. MDM2 was also connected to a cluster of genes functioning in cell 
differentiation, endocytosis, cell death, and response to oxidative stress, consistent with 
the role of MDM2 in regulating the transition from proliferation to differentiation [56] 
and in the cellular response to oxidative stress [57].

Fig. 6 Biological insights from identified cancer dependencies. a Cluster (left) and global network (right) for 
cancer dependencies determined by ZetaSuite from the DRIVE dataset. b, cMYC‑associated sub‑network, 
highlighting its connectivity to mediators and Pol II components (b) and ATR  connectivity to sub‑networks 
associated with genes involved in DNA conformation or DNA replication/repair (c). Colors correspond to 
different clusters defined in a. d Functionally enriched GO term biology pathways for cancer checkpoint hits 
based on the DRIVE dataset. Shown are top 15 GO terms with smallest adjust p‑values. e The association of 
ZetaSuite‑identified cancer dependencies with gene expression, copy number, and mutation features. For 
each gene, cancer cell lines were firstly ranked based on the levels of CNV or gene expression, and the cancer 
dependency scores were then compared between cell lines in top 25% versus bottom 25%. The p‑value 
(y‑axis) for each gene in this comparison was determined by Wilcox‑test. In addition, for association analysis 
with mutations, cancer cell lines were divided in two groups with or without mutation for each gene. The 
cancer dependency scores were then compared between these two groups and the p‑value (y‑axis) in this 
comparison was determined by Wilcox‑test. Some representative genes are highlighted in each feature 
group. Genes above the black dashed line have p‑values < 0.05. fTP53‑associated sub‑network. g Averaged 
dependency scores for TP53 and MDM2 (top) and TP53 non‑mutation frequency (bottom) in different cancer 
tissues. Tissues are ranked based on averaged TP53 dependency scores. h The TP53 gene dependencies in 
normal or mutated TP53 cell lines. *** p<0.001 based on Wilcox‑test. iCACNA1I gene expression in normal 
brain tissues (based on the GTEx database) and brain tumors (based on the TCGA database). *** p<0.001 
based on Wilcox‑test. j Kaplan‑Meier survival curves of brain tumor patients associated with high or low 
CACNA1I expression. The dashed lines indicate the 95% confidence intervals

(See figure on next page.)
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Fig. 6 (See legend on previous page.)
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In the elucidated p53 subnetwork, TP53BP1 and ATM activate TP53, which in turn 
activates CDNK1A (Fig. 6f ). Besides these known functional connections, we also identi-
fied various genes without prior connection to the p53 pathway, such as PCOLCE and 
CACNA1I. As an extracellular matrix protein and a major regulator of fibrillar collagen 
biosynthesis, disruption of PCOLCE had been reported to induce cell growth in cul-
tured fibroblasts, suggesting a role in cell proliferation control [58]. CACNA1I, a gene 
involving controlling voltage-gated calcium channels, was significantly down-regulated 
in brain tumors compared to surrounding normal tissues (Fig. 6i), and patients with low 
CACNA1I expression were associated with poor prognosis based on the TCGA database 
(Fig. 6j). The newly discovered connection of this and other critical genes with the p53 
pathway would fuel future studies on tumorigenesis.

Last, but not least, further analysis of the newly identified cancer checkpoints 
revealed several major regulatory gene networks based on their similarities among 
different DRIVE cell lines (Additional file 1: Fig. S6e). Besides those critical points of 
cell aging, such as TP53, CDKN2A, BGLAP, and CDKN1A, as described above, we 
also noted gene networks for phosphorylation regulation (e.g., MAP3K9, TAOK1, 
ROCK1/2), GTPase activities (e.g., EPHA5, TBC1D3D, RND3), and DNA packag-
ing (e.g., HIST1H2BN, HIST1H2BL/H/C). These findings not only support the docu-
mented roles of specific MAPK and Rho GTPase pathways in tumorigenesis [59, 60], 
but also raise a new paradigm regarding how DNA packaging proteins may promote 
tumor growth. Collectively, this functional connectivity map provides critical insights 
into the involvement of an elaborated gene network in checkpoint control, which may 
be critical for long-term cell survival, even among cancer cells.

Using ZetaSuite to QC single‑cell sequencing data

Single-cell transcriptomics analysis has become a powerful tool to characterize cel-
lular heterogeneity in specific biological contexts. A challenge in these studies is how 
to differentiate high-quality cells from damaged ones, which has the potential to 
severely compromise specific conclusions reached. Three independent quality control 
(QC) metrics, nCount, nFeature, and %mt (percentage of mitochondrial transcripts) 
have been introduced to evaluate the quality of individual cells [61, 62], but the popu-
lar approaches with a defined threshold, such as CellRanger and EmptyDrops [21], 
still mainly rely on one of these metrics (nCount) to QC sequenced cells. Therefore, 
it would be desirable to use more than one independent metric. ZetaSuite is ideally 
suited for this purpose by plotting the number of genes (y-axis, reflecting nFeature) 
counted at each expression bin (x-axis, reflecting nCount) in the ζ plot, thus provid-
ing a ζ score for each sequenced cell.

To demonstrate this approach, we utilized a benchmark dataset in which individual 
sequenced cells were visually inspected by microscopy to segregate them into high-
quality or low-quality class [63]. We divided transcript counts into 10 expression bins 
and quantified the number of distinct genes covered within each bin, thus generating 
a ζ plot for all sequenced cells (Fig.  7a). By color-labeling each cell pre-determined 
as high-quality (yellow) or low-quality (cyan) in this ζ plot, we found that all high-
quality cells are well separated from low-quality ones (Fig. 7a). We also color-labeled 
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each cell in the same ζ plot according to different ranges of %mt, observing that those 
with exceptionally high %mt, which likely result from broken cells, are all distributed 
at bottom (low nFeature values across all nCount bins), thus giving rise to small ζ 
values (Fig. 7b). Additionally, receiver operating characteristic (ROC) curves showed 
that the ζ statistics-based approach significantly outperformed nCount-, nFeature-, 
and %mt-based QC strategies (Fig. 7c).

To further test the ζ statistics-based QC strategy, we also generated the ζ plot based 
on another benchmark dataset, which additionally annotated low-quality cells into 
broken cells or empty droplets by microscopy [64]. Despite limited cells in this data-
set, which gives rise to a significantly scatted plot, it is still evident that both broken 
cells and empty droplets are effectively segregated from high-quality cells (Additional 
file 1: Fig. S7a). This is further evidenced by comparing individual cells scored with 
different metrics. While all metrics except %mt showed a similar ability to segregate 
high-quality cells from empty droplets, the ζ metric demonstrated much improved 
efficiency in differentiating high-quality cells from broken cells, especially in compari-
son with nFeature (Additional file 1: Fig. S7b), which is further supported by compar-
ing ROC curves generated by ζ or nFeature metric (Additional file 1: Fig. S7c).

Application of ZetaSuite to maximize the power of single‑cell transcriptomics

To demonstrate the power of ZetaSuite in analyzing single-cell transcriptomics, we uti-
lized a scRNA-seq dataset generated from placenta [65] that has been analyzed with 
CellRanger and later used to develop EmptyDrops. As demonstrated earlier, Empty-
Drops was able to “rescue” two critical cell populations (T cells and monocytes) missed 
by CellRanger (Fig. 7d, e and Additional file 1: Fig. S7d-e). However, this gain is at the 
expense of including other cells with abnormal %mt (Fig. 7f, red for broken cells indi-
cated by arrows; dark blue for stripped nuclei pointed by arrowheads) and low ribosomal 
RNA (Fig.  7g, purple). For comparison, we calculated ζ scores for all sequenced cells, 
including those below the cutoff by CellRanger and EmptyDrops (Fig. 7h, neither), res-
cued by EmptyDrops (Fig. 7h, EmptyDrops only), and identified by both CellRanger and 
EmptyDrops (Fig. 7h, both). Interestingly, the plot of %mt vs ζ score revealed that cells 
with high ζ scores include those commonly identified with CellRanger and EmptyDrops 
as well as about half of EmptyDrops-rescued ones while the remaining cells were most 
associated with abnormal %mt values (Fig. 7i). The density plot of ζ-scored cells clearly 
showed two cell populations, which allowed us to make a standardized cutoff based on 
the reflection point of the second population to minimize the contamination of the first 
population (Fig. 7j).

We next returned to the UMAP plot to locate EmptyDrops-rescued cells with (red) 
or without (dark blue) support by ZetaSuite (Fig.  7k). We were able to retain ~3/4 of 
EmptyDrops-rescued T cells and monocytes (Fig.  7l) yet eliminate the vast majority 
of broken cells and stripped nuclei (Fig.  7m). Finally, by displaying the distribution of 
cells quantified by each of the 4 metrics (Fig. 7n), it is clear that cells satisfying all three 
methods (methods implemented in CellRanger, EmptyDrops, and ZetaSuite) showed the 
highest range in nCount, nFeature, and ribosome RNA expression as well as balanced 
%mt (Fig.  7n, light blue). In comparison, among EmptyDrops-rescued cells, ZetaSuite 
retained cells with biological meanings (Fig. 7n, red) while eliminated broken cells and 
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Fig. 7 Application of ZetaSuite to single‑cell transcriptomics. aζ‑plot at each gene count bin over a 
full range of gene counts. Raw counts of each gene are plotted against the number of different genes 
detected. High‑quality (orange dots) or low‑quality (blue dots) cells are based on the benchmark dataset 
(E‑GEOD‑48968). b Same ζ‑plot with cells colored based on %mt. c ROC curves deduced using different 
metrics. The p‑values are calculated by plot.roc in pROC R package with default parameters. d UMAP of 
cells based on the CellRanger cutoff. e–g UMAP of cells based on the cutoff by CellRanger or EmptyDrops 
software. Colors were labeled by detection software (e), expression of mitochondrial transcripts (f), or levels 
of ribosomal RNA (g). h Cells’ number detected by both CellRanger and EmptyDrops (red, both), missed by 
both software (purple, neither), or rescued by EmptyDrops (blue). i Plotting ζ‑scores of individual cells against 
their %mt. Colors label cells as in h. j Same as (i) except plotting the cell density in y‑axis. k UMAP of cells that 
meet the cutoffs of CellRanger, EmptyDrops, and ZetaSuite (light blue) in comparison with those that meet 
the cutoffs of EmptyDrops and ZetaSuite (red) or the cutoff of only EmptyDrops (dark blue). Colors were 
labeled by detection software. i Percentage of T cells or monocytes identified by EmptyDrops and ZetaSuite 
(red) or only EmptyDrops (blue). m Percentages of stripped nuclei (left, characterized by both low %mt and 
ribosome expression) or broken cells (right, associated with high %mt but low ribosome expression due to 
selective leakage of cytoplasmic mRNAs from broken membrane) identified by EmptyDrops but discarded 
by ZetaSuite. n Ridgeline plot showing the distribution of nCount, nFeature, %mt, and ribosome expression 
for cells detected only by EmptyDrops, by both EmptyDrops and ZetaSuite, or by all three software, showing 
the ability of ZetaSuite to rescue high‑quality cells missed by CellRanger while filter out damaged cells also 
rescued by EmptyDrops
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stripped nuclei (Fig. 7n, dark blue). Together, these data demonstrate the power of the ζ 
statistics in combining the benefits of both CellRanger and EmptyDrops without com-
promising the data quality in single-cell transcriptomics analysis.

Discussion
The increasing power and decreasing cost of deep sequencing technologies have enabled 
multi-dimensional analyses of gene expression. By coupling high-throughput screening 
with high-throughput sequencing  (HTS2), it is possible to utilize a specific set of genes 
as a surrogate for defined cellular activities in chemical and genomic screens [8, 9]. 
Through monitoring hundreds or even thousands of functional readouts, such “ultra-
high-content” screens offer numerous advantages over traditional one-dimensional 
screens, including the ability to deduce gene networks and the feasibility to perform a 
drug screen without relying on a pre-defined druggable target. More recently, we have 
extended the  HTS2 approach to a genome-wide screen to identify global splicing regula-
tors by scoring hundreds of alternative splicing events, illustrating the ability to adapt 
two-dimensional screens to study different paradigms in regulated gene expression.

This added dimension also requires a concerted effort in developing suitable statis-
tics for data analysis. In the current work, we introduce a newly developed ζ statistics, 
and by using our in-house  HTS2 data designed to identify global splicing regulators, we 
demonstrate that ζ statistics outperforms the existing strategies based on hit ranking 
and  aggregation, such as RSA [23], RIGER [24], MAGeCK [25], and  CB2 [26]. Addition-
ally, we note that these existing methods rely on a null hypothesis that most screened 
genes are non-hits, thus not suitable for analyzing data from secondary screens or using 
pre-selected candidates. In contrast, the ζ statistics can be broadly used to process two-
dimensional data, which requires a significant number of negative controls. As demon-
strated in our current work, non-expressed genes provide a large set of internal negative 
controls. In ZetaSuite, we also introduce the Screen Strength to measure the success of a 
given screen and to compare between screens.

Off-target effects represent a major problem in genome-wide screens with siR-
NAs, shRNAs, or sgRNAs. To reduce the impact of off-target effects, one strategy is to 
increase the number of targeting RNAs (up to 50 per gene) against each gene [66]. Mul-
tiple algorithms have been developed to remove potential off-target effects. For example, 
ATARiS was developed based on the assumption that multiple on-targeting RNAs would 
give rise to similar results while off-targeting RNAs would each cause a distinct non-
specific effect [39]. This assumption had the potential to retain off-targeting hits when 
multiple targeting RNAs caused similar non-specific effects, for instance, due to induced 
cellular stress. In comparison, DEMETER [11] or its recently refined version DEME-
TER2 (ref [67]) filtered out off-targeting effects based on the assumption that off-targets 
likely result from the sequences in the “seed” region to cause microRNA-like effects on 
other genes. Common seed analysis is another strategy to identify off-targeting siRNAs 
according to the same assumption as DEMETER based on the assumption that the seed 
sequences would be statistically overrepresented in active siRNAs in off-target effects 
as compared to inactive siRNAs [68]. This assumption might not be reliable because 
of numerous exceptions to the “seed rule” and various miRNA-like effects induced by 
sequences outside the seed region [69]. In contrast to the existing approaches, ZetaSuite 
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eliminates off-targets based on two criteria, one on the functional similarity and the 
other on the sequence complementarity between a targeting RNA and a potential off-
targeted transcript. Furthermore, by leveraging the results from the secondary screen, 
we found that a single siRNA in a pool is often responsible for the off-targeting effect of 
that pool and the same siRNA also shows the complementary sequence to the predicted 
off-target. Therefore, besides removing off-targeting effects, ZetaSuite may also help 
identify genes that tend to be off-targeted, thereby aiding in siRNA library design similar 
to GESS [70, 71]. We further note that ZetaSuite could be coupled with SIGNAL [72], an 
algorithm for prioritizing selected hits according to the information on functional net-
works and pathways.

We further demonstrate the utility of ZetaSuite by processing the large-scale data 
from public DRIVE and DepMap cancer dependency projects. Prior efforts in analyz-
ing these datasets had been primarily focused on cancer dependencies, revealing vari-
ous gene networks critical for cancer cell survival. DRIVE defined cancer dependency 
by requiring RSA>= − 3 on > 50% of cell lines surveyed while DepMap paid particu-
lar attention to hits with 6σ or greater. These definitions appeared to be arbitrary, and 
in the case of DepMap, the cutoff was unnecessarily too stringent without fully explor-
ing the information contained in such large-scale datasets. By revisiting these data with 
ZetaSuite, we elevated the number of clear cancer dependencies by several folds, leading 
to the elucidation of multiple new gene networks contributed by some well-established 
oncogenes and tumor suppressors, such as MYC, ATR , and TP53. These discoveries 
potentiate further dissection of fundamental oncogenic pathways. The most important 
discovery made by re-analyzing the DRIVE dataset is the identification of genes whose 
depletion appears to accelerate cancer cell proliferation, at least transiently during the 
treatment period. Strikingly, most hit functions in various DNA checkpoint pathways, 
which we refer to as cancer checkpoint. Such depletion-induced cell proliferation might 
allow cancer cells to temporally escape DNA checkpoint control, indicating that various 
cancer cells need to maintain a very active program to protect their unstable genomes 
from becoming further deteriorated. In this regard, the exposure to these new cancer 
vulnerabilities might aid in the development of new cancer therapies, as exemplified by 
using ATR inhibitors to treat MDS [73].

We also demonstrate the utility of ZetaSuite in addressing a pressing problem in ana-
lyzing single-cell transcriptomics, which is to maximally retain high-quality cells and 
remove damaged ones. This problem is also related to the problem associated with 
using simple statistics to make an arbitrary cutoff, as many real hits may escape detec-
tion with a stringent cutoff but many false positives would be retained with a loose cut-
off. In single-cell transcriptomics analysis, the state-of-art approach is to use nCount to 
differentiate high-quality cells from damaged ones, as with CellRanger, but the recently 
developed EmptyDrops clearly exposed the weakness of CellRanger by showing impor-
tant cell populations missed [21]. However, EmptyDrops appears to introduce other 
unwanted artifacts. We have now used ZetaSuite to address this trade-off by incorpo-
rating critical features of both nCount and nFeature. Using benchmarked datasets, we 
demonstrated that the newly developed ζ statistics can maximally segregate high-quality 
cells from damaged ones while minimize unwanted artifacts. These studies, coupled with 
mining DepMap and DRIVE datasets, showcase the power of ZetaSuite in processing 
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multi-dimensional high-throughput data to reveal critical biological meanings embedded 
in those large-scale datasets.

Conclusions
The increasing power of deep sequencing has enabled the generation of high throughput 
data under many different conditions, representing a second dimension of high-through-
put data. However, the existing bioinformatics tools are largely designed to process one-
dimensional high-throughput datasets, which we demonstrate to cause noise accumulation 
when the scale of the second dimension is significantly increased. We have thus developed 
a new statistics called Zeta and associated software package ZetaSuite for processing two-
dimensional high-throughput datasets and demonstrated that ZetaSuite outperforms cur-
rent benchmark statistical models, leading to novel biological insights and illustrating the 
broad applicability of ZetaSuite in diverse functional genomics studies.

Methods
ZetaSuite is designed to address challenges in analyzing two-dimensional high-through-
put data. Additional file 1: Fig. S1b provides an overview of the flow chart, as individu-
ally detailed below.

ZetaSuite part 1

Data preprocessing

Before running the main ZetaSuite procedure, raw data are first filtered to remove low-
quality samples (columns) and readouts (rows) in the data matrix to minimize false 
positives. The default threshold is set to remove a row or a column if the number of 
drop-outs (missing values; in our in-house dataset, the ratios are used as input and the 
ratio is missing if one of the mRNA isoforms is undetectable) is larger than the value of 
Q3+3*(Q3-Q1) where Q1 and Q3 are lower and upper quartile, respectively. The remain-
ing data are processed with the KNN-based method to estimate the missing values with 
the parameter k=10.

ZetaSuite part 2

QC evaluation

Quality control (QC) is a critical step in evaluating the experiment design. For all two-
dimension high-throughput data, t-SNE plot [43] is first used to evaluate whether fea-
tures are sufficient to separate positive and negative controls. The SSMD score [15] is 
further generated for each readout to evaluate the percentage of high-quality readouts. 
In our case, the data will be further processed if > 5% of reads are of the SSMD score > 2.

Conversion of input matrix to Z‑score matrix

After data pre-processing, the initial input matrix is arranged in N x M dimension, 
where each row contains individual functional readouts against a siRNA pool and each 
column corresponds to individually siRNA pools tested on a given functional readout. 
Readouts in each column may be thus considered as the data from a one-dimensional 
screen (many-to-one), and thus, the typical Z statistics can be used to evaluate the 
relative function of individual genes in such column. The conversion is repeated on all 
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columns, thereby converting the raw activity matrix into a Z-score matrix. Suppose Nij 
are the values in the original matrix i (1≤ i ≤ N siRNA pool) row and j (1≤ j ≤ M read-
out) column, then

where μj and σj are the mean and standard deviation of negative control samples in col-
umn j.

Generation of Zeta plot

The x-axis in the Zeta plot shows a series of Z-score cutoffs in two directions (in our 
case, induced exon skipping in the positive direction and inclusion in the negative direc-
tion), and the y-axis is the percentage of readouts survived at a given Z-score cutoff over 
the total scored readouts.

To generate this plot, the range of Z-scores is first determined by ranking the absolute 
value of total Zij (Z-score value in row i and column j) from the smallest to the larg-
est (|Z1|, |Z2|, …∣Zk − 1∣, ∣Zk∣, |Zk + 1∣, …,∣ZN × M∣,where ∣Zk − 1∣≤|Zk∣≤|Zk + 1∣ and k here is 
the rank number). To exclude insignificant changes that may result from experimental 
noise (choose |Z|=2 as cutoff. In standard normal distribution, using |Z|>2 as a rejec-
tion region, the corresponding p-value is < 0.05), Z-score cutoffs are selected in the 
range of [-∣Z⌊N × M × 0.999⌋∣, -2] in the negative direction and [2, ∣ Z⌊N × M × 0.999⌋∣,] in the posi-
tive direction. The Z-score range in both directions is next divided into 100 bins (B = 
(b1,b2, …, bi, …, b100), where bi = [Zmin + (Zmax − Zmin) × (i − 1)/100, Zmin + (Zmax − Zmin) × 
(i)/100]; Zmax is either -2 or ∣Z⌊N × M × 0.999⌋∣ and Zmin is either -∣Z⌊N × M × 0.999⌋∣ or 2. Next, 
for each siRNA pool, the percentage of readouts scored above the Z-score cutoff in each 
bin is determined.

Calculation of ζ score and weighted ζ score

When a screen includes a large number of both negative and positive controls, these 
controls are all displayed in a Zeta plot. Radial kernel SVM is next constructed to maxi-
mally separate positives from negatives in the prior defined Z-score range using e1071 
packages of R. To avoid overfitting, it is important to use an independent dataset, such 
as non-expressors as internal negative controls, to confirm the deduced SVM. To pro-
vide a value to represent the regulatory function of gene i that generates a curve above 
the SVM curve, the area between the two curves is calculated as the Zeta score (ζ score) 
for this gene. To calculate the total area, we first divide the Z-score range into 100 bins, 
and at each bin, we determine the number of readouts that show significant changes 
above the Z-score cutoff at the bin for each siRNA-targeted gene and then divide this 
number with the total number of measured readouts. After subtracting the background 
percentage (based on the SVM curve), we obtain the increased percentage of readouts 
that show significant changes. To highlight hits scored at higher Z-score bins, the area in 
each bin is multiplied by the value of the Z-score in such bin and all adjusted areas are 
summed to give rise to the final weighted ζ score for each gene:

Zij =
Nij − µj

σj
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where the Aream is the area in the specific binm:

where the Pm and Pm + 1 are the y-axis values of gene i in the Zeta plot whereas 
Sm and Sm + 1 are the y-axis values on the SVM curve, both at binm and binm + 1; step is the 
bin size which equals to (Zmax − Zmin)/100.

With certain screens without any positive controls, it will be impossible to generate an 
SVM curve to help eliminate experimental noise. In these applications, it is still possible 
to calculate a ζ score for each gene by determining the Aream under the gene-specific 
curve at binm:

where the Pm, Pm + 1 and step are the same as those with the area with an SVM curve.
Although ζ scores are separately generated in our application to quantify the contribu-

tion of a given gene to exon inclusion or skipping, the absolute values of these ζ scores 
may also be summed to reflect the global activity of such gene in regulated splicing. 
ZetaSuite generates this summed value as the default data output unless users select “-c 
no” to separately generate two ζ scores in opposition directions.

Screen Strength and determination of the threshold for hit selection

The ζ scores can be used to rank genes and the next important step is to define a suit-
able cutoff to define hits at different confidence levels. For this purpose, the concept of 
Screen Strength is first introduced:

where aFDR (apparent FDR) is the number of non-expressors identified at hits divided 
by the total number of hits and bFDR (baseline FDR) is the total number of non-expres-
sors divided by all screened genes.

Based the definition of SS, the SS values would be progressively elevated with increas-
ing cutoff stringency. A larger SS would indicate a lower false discovery rate but with a 
reduced number of hits. To address this trade-off, we suggest defining the balance point 
(BP) in the Screen Strength plot as follows: ζ scores are first divided into 100 even bins 
from the smallest to the largest and the SS value is determined at each bin. Connect-
ing individual SS values then generates a simulated SS curve, based on which to deduce 
individual BPs. In order to directly reflect the error rate of selected hits according to the 
BPs, several empirical false positive levels (0.05, 0.01) are also provided in our SS plot. 
Users may choose one or multiple BPs to identify hits at different SS intervals according 

ζi =

Zmax
∑

m=Zmin

Aream ×m

Aream =
((Pm+1+Pm)−(Sm+1+Sm))∗step

2
; if (Pm+1 + Pm) > (Sm+1 + Sm)

0; if (Pm+1 + Pm) ≤ (Sm+1 + Sm)

Aream =
(Pm+1+Pm)∗step

2

SS = 1−
aFDR

bFDR
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to their error tolerance. A successful screen is associated with a progressive increase in 
SS values compared to random draw.

ZetaSuite part 3

Removing off‑targeting hits

In the genome-wide screening, siRNAs are designed to specifically degrade mRNA 
transcripts of complementary sequences to reduce the expression of gene products. In 
practice, these reagents exhibit a variable degree of suppression of the targeted gene and 
may also suppress genes other than the intended target. The reagent’s phenotypic effects 
resulting from the suppression of unintended genes are called off-target effects. The rea-
son for off-targets is due to the part-sequence complementary such as the microRNA-
like off-targeting. And the consequence of off-targets is the phenotype or the effects 
on the readouts mainly due to off-targeting to a function gene. Multiple methods have 
developed to deal with the off-targeting problem based on the reason (refer DEMETER2, 
Common Seed Analysis) and consequence (refer ATARiS). Different from the many-to-
one traditional screening data, the  HTS2 can better evaluate the phenotype consistency 
by comparing the similarity effects on all the readouts. Based on these conditions, we 
define the off-targeting hits by combining the off-targeting reason and consequence 
together via comparing the hits with user-defined well-known genes or total-defined 
hits: (1) the off-targeting genes should have one of the targeting RNAs targeted to the 
well function genes (at least 11nt complementary sequence in the targeting RNA), and 
(2) they should show high similarity on the readouts’ effects with targeted well function 
genes (Pearson correlation score > 0.6).

Functional interpretation of identified hits

ZetaSuite combines Gene Ontology and CORUM databases [46] to infer functions. We 
use ClusterProfiler [74] to enrich hits on GO terms and present top 15 GO terms with 
lowest adjust p-values. To annotate hits to CORUM complexes, we present top 15 com-
plexes associated with the highest number of hits. If less than 15 complexes are enriched, 
we require at least 3 hits to retain a complex.

Network construction

The SC3 method [75] is modified to use the absolute values of Spearman and Pearson 
correlation scores to calculate the distance matrix, which is next used to perform clus-
tering. After SC3 analysis, each gene pair receives a consensus score, which measures 
the regulation strength. Edge weights reflect consensus scores and edge types indicate 
correlation or anti-correlation between gene-gene similarities. Nodes in the network 
represent the hits identified by the ZetaSuite pipeline and the size of each node is pro-
portional to the ζ score. Node colors correspond to the clusters calculated with SC3 and 
cluster number is according to the total within-cluster sum of the square “elbow” site. 
The resultant hit networks are visualized with Gephi by using a Yifan Hu Proportional 
layout [76]. Disconnected nodes are trimmed from the graph before generating the plots.
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Other experimental procedures

Testing the multiple testing correction methods on error rate reduction

The multiple testing correction methods, like FDR and Bonferroni correction, are fre-
quently used to reduce error accumulation in multiple hypothesis testing. However, it 
can only be used to deal with the data from one-dimensional screens but is not suit-
able for screens of two or multiple dimensions. To further test this, a common cutoff 
is Z-score>=3 or <= − 3, and thus, the estimated false positive level (p-value) is below 
0.01, meaning that for each readout, a given siRNA has a 1% chance to be identified 
as a false positive hit. For all conditions, ~15,000 tests for each readout are performed 
and using the most stringent Bonferroni correction, we obtain a corrected p-value of 
0.01/15000=6.67 ×  10−7 and a corresponding Z-score=4.97. Now using Z-score=4.97 
as the corrected cutoff to choose hits, we find that the false positive level is still as high 
as 24.9%. Instead of choosing an empirical Z-score as a threshold, we also use Gumbel 
distribution to estimate the p-value for each siRNA pool. In this procedure, the max-
imum absolute Z-score for each siRNA pool is firstly extracted. Then, R package evd 
is used to estimate the parameters of Gumbel distribution. Finally, the p-values for all 
screened siRNA pools in the Gumbel distribution are corrected by Bonferroni correc-
tion. We find that the threshold is Z-score=18.442 with a corresponding Bonferroni 
adjusted p-value=0.01. At this condition, all positive controls are filtered out, and the 
FDR value is as high as 100%. The FDR value is still as high as 94.9% even if we change 
Bonferroni correction to a more lenient correction, FDR correction. In these analyses, 
the dominance of random noises that are of high Z-score values likely results in the fail-
ure in selecting a threshold based on the Gumbel distribution. We conclude that such 
canonical multiple testing correction methods are not sufficient to reduce the accumula-
tion of errors with increasing readouts in two-dimensional high-throughput screens.

Evaluating the optional number of functional readouts in two‑dimensional screen

Positive controls and high-confidence hits, the latter of which are defined based on total 
readouts, are used as references in our evaluation. The number of readouts is progres-
sively down-samples to 50, 100, 150, 200, 250, and 300 using R Sample function without 
replacement and each specific number of down-sampled readouts is replicated 3 times. 
Down-sampled matrixes are processed using the same ZetaSuite pipeline. Hits from 
down-sampled matrixes are used to determine the percentage of the hits over the refer-
ence sets.

Analysis of the splicing screen data with RIGER

RIGER is originally developed to identify essential genes in genome-scale shRNA screens 
[24]. In RIGER, the signal-to-noise ratio is entered as input, which is now replaced with 
the Z-scores for individual alternative splicing readouts. The data are then processed 
with the latest version of RIGER (2.0.2) from the website as provided in the source table 
above. Default RIGER parameters are used in all steps, except that the number of per-
mutations is set to 100,000 to obtain a more precise p-value for each pool of siRNAs. 
The FDR is computed from the empirical permutation p-values using the Benjamini-
Hochberg procedure. This enables the ranking of siRNA pools by FDR.
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Analysis of splicing screen data with RSA

RSA is a probability-based method to identify hits, requiring data generated with multi-
ple targeting siRNAs against each gene [23]. In RSA, fold-changes of treated over control 
samples are entered as input. In our application, the inputs are fold-changes of the splic-
ing ratio of a given alternative splicing event in a siRNA pool-treated well divided by the 
averaged splicing ratio from NS-mix treated wells. The entered data are processed with 
the latest RSA software, as specified in the source table above. The following parameters 
-l 0.2 -u 0.8 and -l 1.2 -u 2.0 are used to select hits for induced exon inclusion and skip-
ping, respectively.

Analysis of splicing screen data with MAGeCK

MAGeCK is a statistical method designed to quantify the collective activity of multiple 
siRNAs against each gene by using the robust rank aggregation (RRA) algorithm [25]. 
In order to meet the MAGeCK input requirement, each Z-score in the ZetaSuite input 
matrix is first converted to p-value. The input data are processed with the modified RRA 
algorithm, as in MAGeCK, with default parameters.

Analysis of splicing screen data with  CB2

CB2 is a method using the Fisher’s combined probability test to combine the p-values 
of sgRNAs for a targeted gene after comparing the difference in functions of individual 
sgRNA using modified Student’s t-test [26]. In order to meet the  CB2 input requirement, 
each Z-score in the ZetaSuite input matrix is first converted to a p-value. The input data 
are processed with Fisher’s combined probability test, as in  CB2, with default parameters.

Processing DRIVE and DepMap cancer dependency datasets

The DRIVE and DepMap data already processed with DEMETER2 are downloaded 
from https:// depmap. org/ portal/ downl oad/. DepMap generated 3 independent datasets. 
In order to avoid experimental variations in different datasets, only the biggest Dep-
Map dataset is selected for current analysis, which includes 285 cancer cell lines across 
approximately 100k shRNAs. ZetaSuite is applied to this dataset to calculate weighted 
ζ-scores with the parameters -z no –svm no and -c no. The downloaded data are pro-
vided as input for RSA and RIGER analysis. To meet the input requirement of MAGeCK 
and  CB2, the processed data are transferred to percentile ranks and then processed by 
each software with default parameters.

Feature association analysis on cancer dependencies and checkpoints

To analysis association with CNV or gene expression, cancer cell lines are ranked based 
on the levels of CNV in a given gene or expression of the gene. Cancer dependency 
scores are next compared between cell lines in top 25% versus bottom 25% and Wil-
cox-test is performed to determine the p-value for the gene. To analysis association with 
mutations, cancer cell lines are divided in two groups with or without mutation in each 
gene. The cancer dependency scores are next compared between these two groups and 
Wilcox-test is performed to generate the p-value for the gene.

https://depmap.org/portal/download/


Page 27 of 31Hao et al. Genome Biology          (2022) 23:162  

Processing single‑cell datasets

Single-cell RNA-seq (scRNA-seq) generates gene expression in one dimension across a 
set of single cells in the second dimension, thus suitable for processing with the ZetaS-
uite pipeline. To calculate the ζ score for each sequenced cell, the raw counts of indi-
vidual detected genes are divided into bins in x-axis, equivalent to individual Z-scores 
in our splicing screen. This reflects the feature of nCount. At each expression bin, the 
number of genes scored above such bin is plotted in y-axis, thus reflecting nFeature. If 
the data contain well-annotated negative controls, a SVM curve can be generated; oth-
erwise, the area under the connected line for each cell can be calculated, which can be 
used to rank-order individual sequenced cells. In scRNA-seq analysis, it is unnecessary 
to generate a weighted ζ score for each cell.

The raw sequencing reads from two benchmark datasets are respectively downloaded 
(E-GEOD-48968 and PRJEB4039) from ArrayExpress Archive [77] and European Nucle-
otide Archive [78]. To calculate the efficiency, raw sequencing reads of all broken/empty 
cells and randomly selected 90 high-quality cells for the second benchmark dataset are 
also downloaded. Sequence reads are mapped to the Mus musculus genome (Ensembl 
version 38.73) by using GSNAP [79] with default parameters. Reads for each gene are 
counted with htseq-count [80]. Finally, raw count matrices for each dataset are used as 
input in the ZetaSuite pipeline adapted for scRNA-seq analysis to calculate a ζ score for 
each cell with default parameters.

The placenta raw count matrix is downloaded from https:// jmlab- gitlab. cruk. cam. ac. 
uk/ publi catio ns/ Empty Drops 2017- DataF iles. The cell annotation based on CellRanger 
and EmptyDrops are downloaded from https:// github. com/ Mario niLab/ Empty Drops 
2017/ tree/ master/ analy sis/ place nta. Raw count matrices are used as input for ZetaS-
uite to calculate a ζ score for each cell, and the cutoff is selected based on the ζ score 
distribution and the reflection point for the second cell population (see Fig.  7j). Cells 
detected by CellRanger, EmptyDrops, and ZetaSuite are analyzed with Seurat [20]: the 
gene expression matric in each dataset is first normalized with the NormalizeData func-
tion and top 2000 features with high cell-to-cell variation are kept for further analysis. 
The ScaleData function is next used to generate the line-transformation scaled data and 
the RunPCA function is used to reduce the dimensionality of the dataset. Top 40 princi-
pal components are selected according to the ElbowPlot, DimHeatmap, and JackStraw-
Plot functions. Finally, the FindNeighbors and FindCluster functions are used to cluster 
cells and the RunUMAP function with default setting is used to perform the nonlinear 
dimensional reduction.

Supplementary Information
The online version contains supplementary material available at https:// doi. org/ 10. 1186/ s13059‑ 022‑ 02729‑4.

Additional file 1: Supplementary Figure 1. Overview of in‑house data set and the ZetaSuite flowchart. a, In‑house 
data format. Two‑dimensional in‑house data are generated from a siRNA screen to identify global splicing regulators. 
In each siRNA‑treated well, 407 alternative splicing (AS) events are interrogated by RNA Annealing Selection Ligation 
sequencing (RASL‑seq). A total number of 18,480 siRNA pools against annotated protein‑coding genes in the human 
genome are arrayed in 57 384‑well plates. Each plate also contains 6 negative controls (NS‑mix), 5 positive controls 
(siPTBP1) and 5 killer controls (siNEK6). After screening, raw data are tabulated in a matrix as the  log2 isoform ratio 
(exon included isoform/exon skipped isoform). b, Flowchart of the ZetaSuite software in three parts (https:// github. 
com/ Yajin gHao/ ZetaS uite), as detailed in the text. Supplementary Figure 2. Data analysis using existing statistical 
approaches. a‑b, Z‑score distribution of all non‑expressors (n=5006) based on 5 randomly selected AS events (a) 
or all interrogated AS events (b). Red‑marked dots indicate hits with Z‑score>=3, showing the majority (~80%, see 

https://jmlab-gitlab.cruk.cam.ac.uk/publications/EmptyDrops2017-DataFiles
https://jmlab-gitlab.cruk.cam.ac.uk/publications/EmptyDrops2017-DataFiles
https://github.com/MarioniLab/EmptyDrops2017/tree/master/analysis/placenta
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https://github.com/YajingHao/ZetaSuit
https://github.com/YajingHao/ZetaSuit
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Fig. 2c) of non‑expressors scored as false‑positive hits when all measured AS events are included in the analysis 
with the traditional Z‑score‑based approach. c‑d, The Z‑score rank distribution (from induced exon skipping on 
left to exon inclusion on right) of SF3B1 (c) and SRSF2 (d) responsive AS events among total detected AS events in 
the screen, showing skewing of SF3B1‑induced splicing toward exon skipping and SRSF2‑induced splicing in both 
directions. e, Summary of hit numbers at common FDR cutoffs using 4 different existing methods. Supplementary 
Figure 3. Use of weighted ζ‑scores to characterize screen hits. a, List of 10 known splicing regulators displayed in the 
Zeta plot in main Fig. 3a. b, The density of gene expression levels for annotated core spliceosome genes compared 
to all other genes in HeLa cells. c, Weighted ζ‑scores of representative core spliceosome genes in induced exon 
skipping (blue) or inclusion (purple), emphasizing that knockdown of core spliceosome components predominately 
induce exon skipping. d, Comparison of AUPRC among different methods in simulated datasets. Weighted ζ‑score 
in two directions calculated by ZetaSuite are combined in this analysis to reflect the overall functional consequence. 
This is not applicable to other software, and we thus display the data separately. Supplementary Figure 4. Strategy to 
remove off‑target effects and optimal readouts for two‑dimensional genome‑wide screens. a, Setting the threshold 
by using the balanced error level (BRL) approach. Arrow indicates the chosen threshold and associated FDR. b, SS 
plots for five genome‑wide RNAi screens, showing the calculated balance points in each (top panel 1 to 5). One 
dataset (panel 5) was permutated 5 times to illustrate the lack of a balance point if the data quality is compromised 
(bottom panel). c‑d, Hits with related functions or due to off‑target effects. Results of our secondary screen with 4 
individual siRNAs in comparison with the pool of those siRNAs (left) or with the pools of other siRNAs against genes 
that show significant functional similarity (right, reflected by circle size). Hits are due to related functions when multi‑
ple single siRNAs produce similar results (c) or to off‑target effects when a single siRNA is responsible for the similar‑
ity to both siRNA pools (d). e, Deduced SVM curves using two different sets of positive controls. SVM1 is defined 
with siPTBP1 repeats and SVM2 with a set of known spliceosome components listed in Supplementary Fig. 3a. f, 
Diagram to illustrate the calculation of weighed ζ‑scores without using a SVM curve. g, Venn diagrams showing the 
overlaps of high confidence hits selected using different SVM curves (left) or with and without using a SVM curve 
(right). h, Impact of readout (AS event) size on the efficiency in recovering a set of reference hits. Each bar represents 
the percentage of recovered reference hits (purple for siPTBP1 replicates; green for high confidence hits based on 
total AS events) by ZetaSuite using different numbers of readouts. Error bars represent the standard deviation from 
three independent samplings. Supplementary Figure 5. Significantly increased number of fitness genes identified by 
ZetaSuite from the existing DepMap and DRIVE datasets. a, Comparison of cell lines surveyed by DepMap and DRIVE. 
Cell lines derived from different cancer types are color‑indicated. A common set of 113 cell lines has been analyzed 
by both projects. b, Comparison of genes interrogated by the two projects. c, Robust segregation of positive (purple: 
annotated essential genes) and negative (green: non‑expressors) controls in DepMap (left) and DRIVE (right). d, Com‑
parison of the performance of different methods in DRIVE and DepMap datasets. e, GO term enrichment for newly 
identified essential genes by ZetaSuite. f, Function enrichment on KEGG pathways for newly identified essential 
genes by ZetaSuite. g, Top 10 enriched complexes of newly identified essential genes by ZetaSuite. Complexes are 
from the CORUM database. h, Density plots of correlation between DEMETER cancer dependency score and AGO2 
expression (top) or copy number variation (bottom) for different gene sets according to the color key on right. The 
overlapped and non‑overlapped hits correspond to those displayed in main Fig. 5e. Ten genes uniquely detected by 
DRIVE are labeled, showing that 8 of 10 are distributed with non‑hits. Supplementary Figure 6. Functional analysis 
of identified hits by ZetaSuite. a‑b, Averaged dependency scores of MYC (a) and ATR  (b) in different cancer tissues. 
c, Association of ZetaSuite‑identified cancer dependencies with gene expression, copy number and mutation 
features as in main Fig. 6e. d, Clusters of hits detected by ZetaSuite that leads to improved tumor cell proliferation. 
e, Global network of tumor checkpoint hits. Highlighted sub‑networks include those involved in the regulation of 
GTPase activities, DNA packaging, and protein phosphorylation. Supplementary Figure 7. Application of ZetaSuite to 
single‑cell transcriptomics. a, ζ‑plot at each bin over a full range of gene expression. The number of expressed genes 
is based on the benchmark dataset (PRJEB4039). High‑quality cells (orange) or low‑quality cells (blue) are indicated 
with the upper panel to compare with annotated empty cells and with lower panel with annotated broken cells. b, 
Violin plots of the distribution of broken, empty and high‑quality cells according to different metrics. c, ROC curves 
are deduced using different metrics. The p‑values are calculated by plot.roc in pROC R package with default param‑
eters. d‑e, UMAP of cells identified by CellRanger, EmptyDrops or ζ cut‑off. Colors were labeled by T cell marker gene 
expression(d) or Monocyte marker gene expression (e).

Additional file 2. Review history.

Acknowledgements
The authors wish to thank multiple former trainees in the Fu lab, particularly, Drs. Yu Zhou, Hairi Li, Jinsong Qiu, Bing 
Zhou, and Xuan Zhang for their contributions to the ideas that led to the development of the ζ statistics. We are also 
grateful to Dr. Shirley Liu of Dana Farber Cancer Institute and Dr. Jingting Yu of The Salk Institute for Biological Studies for 
critical reading and comments on the manuscript.

Peer review information
Kevin Pang was the primary editor of this article and managed its editorial process and peer review in collaboration with 
the rest of the editorial team.

Review history
The review history is available as Additional file 2.

Authors’ contributions
Y.H. was responsible for all bioinformatic analysis and software development. S.Z contributed to the data interpretation 
and presentation; C.S. and D.Z contributed to the data presentation; J.L. and G.Z. provided assistance in software devel‑
opment. Y.H., and X.F. wrote the manuscript. All authors contributed and approved to editing of the paper.



Page 29 of 31Hao et al. Genome Biology          (2022) 23:162  

Funding
This work was supported by grants from NIH grants HG004659 and DK098808.

Availability of data and materials
The datasets used to evaluate the existing and newly designed methods are available from Gene Expression Omnibus 
with the accession number of GSE207344 [81]. The DRIVE [10] and DepMap [11] data already processed with DEMETER2 
are downloaded from https:// depmap. org/ portal/ downl oad/. The raw sequencing reads from two scRNA‑seq bench‑
mark datasets are respectively downloaded (E‑GEOD‑48968 [63] and PRJEB4039 [64]) from ArrayExpress Archive and 
European Nucleotide Archive. scRNA‑seq generated from the placenta is available in ArrayExpress, with experiment codes 
E‑MTAB‑6701 [65]. ZetaSuite has been implemented as an R package, which is available on CRAN (https:// cran.r‑ proje ct. 
org/ web/ packa ges/ ZetaS uite/ index. html). The open source ZetaSuite Perl module and stepwise guide for its usage are 
freely available from the website https:// github. com/ Yajin gHao/ ZetaS uite [82]. We will update this website periodically 
with new versions. All codes, datasets, and a singularity definition file to reproduce the computational environment along 
with the scripts to reproduce every figure or table can be found at Zenodo under DOI: 10.5281/zenodo.6395174 [83].

Declarations

Ethics approval and consent to participate
Not applicable.

Competing interests
The authors declare no competing interests.

Received: 14 October 2021   Accepted: 7 July 2022

References
 1. Moffat J, Grueneberg DA, Yang X, Kim SY, Kloepfer AM, Hinkle G, et al. A lentiviral RNAi library for human and mouse 

genes applied to an arrayed viral high‑content screen. Cell. 2006;124:1283–98.
 2. Kittler R, Putz G, Pelletier L, Poser I, Heninger AK, Drechsel D, et al. An endoribonuclease‑prepared siRNA screen in 

human cells identifies genes essential for cell division. Nature. 2004;432:1036–40.
 3. Hannon GJ, Rossi JJ. Unlocking the potential of the human genome with RNA interference. Nature. 2004;431:371–8.
 4. Koike‑Yusa H, Li Y, Tan EP, Velasco‑Herrera Mdel C, Yusa K. Genome‑wide recessive genetic screening in mammalian 

cells with a lentiviral CRISPR‑guide RNA library. Nat Biotechnol. 2014;32:267–73.
 5. Shalem O, Sanjana NE, Hartenian E, Shi X, Scott DA, Mikkelson T, et al. Genome‑scale CRISPR‑Cas9 knockout screen‑

ing in human cells. Science. 2014;343:84–7.
 6. Wang T, Wei JJ, Sabatini DM, Lander ES. Genetic screens in human cells using the CRISPR‑Cas9 system. Science. 

2014;343:80–4.
 7. Bleicher KH, Bohm HJ, Muller K, Alanine AI. Hit and lead generation: beyond high‑throughput screening. Nat Rev 

Drug Discov. 2003;2:369–78.
 8. Li H, Zhou H, Wang D, Qiu J, Zhou Y, Li X, et al. Versatile pathway‑centric approach based on high‑throughput 

sequencing to anticancer drug discovery. Proc Natl Acad Sci U S A. 2012;109:4609–14.
 9. Wang H, Li S, Wang Q, Jin Z, Shao W, Gao Y, et al. Tumor immunological phenotype signature‑based high‑through‑

put screening for the discovery of combination immunotherapy compounds. Sci Adv. 2021;7(4):eabd7851.
 10. McDonald ER 3rd, de Weck A, Schlabach MR, Billy E, Mavrakis KJ, Hoffman GR, et al. Project DRIVE: a compendium 

of cancer dependencies and synthetic lethal relationships uncovered by large‑scale, Deep RNAi screening. Cell. 
2017;170(577‑592):e510.

 11. Tsherniak A, Vazquez F, Montgomery PG, Weir BA, Kryukov G, Cowley GS, et al. Defining a cancer dependency map. 
Cell. 2017;170(564‑576):e516.

 12. Behan FM, Iorio F, Picco G, Goncalves E, Beaver CM, Migliardi G, et al. Prioritization of cancer therapeutic targets 
using CRISPR‑Cas9 screens. Nature. 2019;568:511–6.

 13. Meyers RM, Bryan JG, McFarland JM, Weir BA, Sizemore AE, Xu H, et al. Computational correction of copy number 
effect improves specificity of CRISPR‑Cas9 essentiality screens in cancer cells. Nat Genet. 2017;49:1779–84.

 14. Stuart T, Satija R. Integrative single‑cell analysis. Nat Rev Genet. 2019;20:257–72.
 15. Zhang XD. A pair of new statistical parameters for quality control in RNA interference high‑throughput screening 

assays. Genomics. 2007;89:552–61.
 16. Zhang XD. Illustration of SSMD, z score, SSMD*, z* score, and t statistic for hit selection in RNAi high‑throughput 

screens. J Biomol Screen. 2011;16:775–85.
 17. Pollen AA, Nowakowski TJ, Shuga J, Wang X, Leyrat AA, Lui JH, et al. Low‑coverage single‑cell mRNA sequencing 

reveals cellular heterogeneity and activated signaling pathways in developing cerebral cortex. Nat Biotechnol. 
2014;32:1053–8.

 18. Macosko EZ, Basu A, Satija R, Nemesh J, Shekhar K, Goldman M, et al. Highly parallel genome‑wide expression profil‑
ing of individual cells using nanoliter droplets. Cell. 2015;161:1202–14.

 19. Luecken MD, Theis FJ. Current best practices in single‑cell RNA‑seq analysis: a tutorial. Mol Syst Biol. 2019;15:e8746.
 20. Hao Y, Hao S, Andersen‑Nissen E, Mauck WM 3rd, Zheng S, Butler A, et al. Integrated analysis of multimodal single‑

cell data. Cell. 2021;184(3573‑3587):e3529.
 21. Lun ATL, Riesenfeld S, Andrews T, Dao TP, Gomes T, participants in the 1st Human Cell Atlas J, et al. EmptyDrops: dis‑

tinguishing cells from empty droplets in droplet‑based single‑cell RNA sequencing data. Genome Biol. 2019;20:63.

https://depmap.org/portal/download/
https://cran.r-project.org/web/packages/ZetaSuite/index.html
https://cran.r-project.org/web/packages/ZetaSuite/index.html
https://github.com/YajingHao/ZetaSuite


Page 30 of 31Hao et al. Genome Biology          (2022) 23:162 

 22. Vysochanskij DF, Petunin YI. Justification of the 3‑sigma rule for Unimodal distribution. Theory Probab Math Stat. 
1980;21:25–36.

 23. Konig R, Chiang CY, Tu BP, Yan SF, DeJesus PD, Romero A, et al. A probability‑based approach for the analysis of 
large‑scale RNAi screens. Nat Methods. 2007;4:847–9.

 24. Luo B, Cheung HW, Subramanian A, Sharifnia T, Okamoto M, Yang X, et al. Highly parallel identification of essential 
genes in cancer cells. Proc Natl Acad Sci U S A. 2008;105:20380–5.

 25. Li W, Xu H, Xiao T, Cong L, Love MI, Zhang F, et al. MAGeCK enables robust identification of essential genes from 
genome‑scale CRISPR/Cas9 knockout screens. Genome Biol. 2014;15:554.

 26. Jeong HH, Kim SY, Rousseaux MWC, Zoghbi HY, Liu Z. Beta‑binomial modeling of CRISPR pooled screen data identi‑
fies target genes with greater sensitivity and fewer false negatives. Genome Res. 2019;29:999–1008.

 27. Subramanian A, Tamayo P, Mootha VK, Mukherjee S, Ebert BL, Gillette MA, et al. Gene set enrichment analy‑
sis: a knowledge‑based approach for interpreting genome‑wide expression profiles. Proc Natl Acad Sci U S A. 
2005;102:15545–50.

 28. Dolatshad H, Pellagatti A, Fernandez‑Mercado M, Yip BH, Malcovati L, Attwood M, et al. Disruption of SF3B1 results in 
deregulated expression and splicing of key genes and pathways in myelodysplastic syndrome hematopoietic stem 
and progenitor cells. Leukemia. 2015;29:1798.

 29. Pandit S, Zhou Y, Shiue L, Coutinho‑Mansfield G, Li H, Qiu J, et al. Genome‑wide analysis reveals SR protein coopera‑
tion and competition in regulated splicing. Mol Cell. 2013;50:223–35.

 30. Wagner EJ, Garcia‑Blanco MA. Polypyrimidine tract binding protein antagonizes exon definition. Mol Cell Biol. 
2001;21:3281–8.

 31. Zhang XD, Ferrer M, Espeseth AS, Marine SD, Stec EM, Crackower MA, et al. The use of strictly standardized mean 
difference for hit selection in primary RNA interference high‑throughput screening experiments. J Biomol Screen. 
2007;12:497–509.

 32. Zhang XD, Lacson R, Yang R, Marine SD, McCampbell A, Toolan DM, et al. The use of SSMD‑based false discovery and 
false nondiscovery rates in genome‑scale RNAi screens. J Biomol Screen. 2010;15:1123–31.

 33. Kaplow IM, Singh R, Friedman A, Bakal C, Perrimon N, Berger B. RNAiCut: automated detection of significant genes 
from functional genomic screens. Nat Methods. 2009;6:476–7.

 34. Tejedor JR, Papasaikas P, Valcarcel J. Genome‑wide identification of Fas/CD95 alternative splicing regulators reveals 
links with iron homeostasis. Mol Cell. 2015;57:23–38.

 35. Moore MJ, Wang Q, Kennedy CJ, Silver PA. An alternative splicing network links cell‑cycle control to apoptosis. Cell. 
2010;142:625–36.

 36. McCormack NM, Abera MB, Arnold ES, Gibbs RM, Martin SE, Buehler E, et al. A high‑throughput genome‑wide RNAi 
screen identifies modifiers of survival motor neuron protein. Cell Rep. 2021;35:109125.

 37. Chia NY, Chan YS, Feng B, Lu X, Orlov YL, Moreau D, et al. A genome‑wide RNAi screen reveals determinants of 
human embryonic stem cell identity. Nature. 2010;468:316–20.

 38. Hasson SA, Kane LA, Yamano K, Huang CH, Sliter DA, Buehler E, et al. High‑content genome‑wide RNAi screens 
identify regulators of parkin upstream of mitophagy. Nature. 2013;504:291–5.

 39. Shao DD, Tsherniak A, Gopal S, Weir BA, Tamayo P, Stransky N, et al. ATARiS: computational quantification of gene 
suppression phenotypes from multisample RNAi screens. Genome Res. 2013;23:665–78.

 40. Akoglu H. User’s guide to correlation coefficients. Turk J Emerg Med. 2018;18:91–3.
 41. Jackson AL, Bartz SR, Schelter J, Kobayashi SV, Burchard J, Mao M, et al. Expression profiling reveals off‑target gene 

regulation by RNAi. Nat Biotechnol. 2003;21:635–7.
 42. Umasankar PK, Sanker S, Thieman JR, Chakraborty S, Wendland B, Tsang M, et al. Distinct and separable activi‑

ties of the endocytic clathrin‑coat components Fcho1/2 and AP‑2 in developmental patterning. Nat Cell Biol. 
2012;14:488–501.

 43. Van der Maaten L, Hinton G. Visualizing Data using t‑SNE. J Mach Learn Res. 2008;2008(9):2579–605.
 44. Hart T, Chandrashekhar M, Aregger M, Steinhart Z, Brown KR, MacLeod G, et al. High‑resolution CRISPR screens 

reveal fitness genes and genotype‑specific cancer liabilities. Cell. 2015;163:1515–26.
 45. Giurgiu M, Reinhard J, Brauner B, Dunger‑Kaltenbach I, Fobo G, Frishman G, et al. CORUM: the comprehensive 

resource of mammalian protein complexes‑2019. Nucleic Acids Res. 2019;47:D559–63.
 46. Rahl PB, Lin CY, Seila AC, Flynn RA, McCuine S, Burge CB, et al. c‑Myc regulates transcriptional pause release. Cell. 

2010;141:432–45.
 47. Alimova I, Pierce A, Danis E, Donson A, Birks DK, Griesinger A, et al. Inhibition of MYC attenuates tumor cell self‑

renewal and promotes senescence in SMARCB1‑deficient Group 2 atypical teratoid rhabdoid tumors to suppress 
tumor growth in vivo. Int J Cancer. 2019;144:1983–95.

 48. Walker BA, Wardell CP, Brioli A, Boyle E, Kaiser MF, Begum DB, et al. Translocations at 8q24 juxtapose MYC with genes 
that harbor superenhancers resulting in overexpression and poor prognosis in myeloma patients. Blood Cancer J. 
2014;4:e191.

 49. Cimprich KA, Cortez D. ATR: an essential regulator of genome integrity. Nat Rev Mol Cell Biol. 2008;9:616–27.
 50. Chen L, Chen JY, Huang YJ, Gu Y, Qiu J, Qian H, et al. The augmented R‑loop is a unifying mechanism for myelodys‑

plastic syndromes induced by high‑risk splicing factor mutations. Mol Cell. 2018;69(412‑425):e416.
 51. Nijhawan D, Zack TI, Ren Y, Strickland MR, Lamothe R, Schumacher SE, et al. Cancer vulnerabilities unveiled by 

genomic loss. Cell. 2012;150:842–54.
 52. Caron de Fromentel C, Soussi T. TP53 tumor suppressor gene: a model for investigating human mutagenesis. Genes 

Chromosom Cancer. 1992;4:1–15.
 53. Rayess H, Wang MB, Srivatsan ES. Cellular senescence and tumor suppressor gene p16. Int J Cancer. 

2012;130:1715–25.
 54. Abbas T, Dutta A. p21 in cancer: intricate networks and multiple activities. Nat Rev Cancer. 2009;9:400–14.
 55. Lane DP, Benchimol S. p53: oncogene or anti‑oncogene? Genes Dev. 1990;4:1–8.
 56. Dazard JE, Piette J, Basset‑Seguin N, Blanchard JM, Gandarillas A. Switch from p53 to MDM2 as differentiating human 

keratinocytes lose their proliferative potential and increase in cellular size. Oncogene. 2000;19:3693–705.



Page 31 of 31Hao et al. Genome Biology          (2022) 23:162  

 57. Elkholi R, Abraham‑Enachescu I, Trotta AP, Rubio‑Patino C, Mohammed JN, Luna‑Vargas MPA, et al. MDM2 inte‑
grates cellular respiration and apoptotic signaling through NDUFS1 and the mitochondrial network. Mol Cell. 
2019;74(452‑465):e457.

 58. Masuda M, Igarashi H, Kano M, Yoshikura H. Effects of procollagen C‑proteinase enhancer protein on the growth of 
cultured rat fibroblasts revealed by an excisable retroviral vector. Cell Growth Differ. 1998;9:381–91.

 59. Dhillon AS, Hagan S, Rath O, Kolch W. MAP kinase signalling pathways in cancer. Oncogene. 2007;26:3279–90.
 60. Jaffe AB, Hall A. Rho GTPases: biochemistry and biology. Annu Rev Cell Dev Biol. 2005;21:247–69.
 61. Ilicic T, Kim JK, Kolodziejczyk AA, Bagger FO, McCarthy DJ, Marioni JC, et al. Classification of low quality cells from 

single‑cell RNA‑seq data. Genome Biol. 2016;17:29.
 62. Griffiths JA, Scialdone A, Marioni JC. Using single‑cell genomics to understand developmental processes and cell 

fate decisions. Mol Syst Biol. 2018;14:e8046.
 63. Shalek AK, Satija R, Shuga J, Trombetta JJ, Gennert D, Lu D, et al. Single‑cell RNA‑seq reveals dynamic paracrine 

control of cellular variation. Nature. 2014;510:363–9.
 64. Kolodziejczyk AA, Kim JK, Tsang JC, Ilicic T, Henriksson J, Natarajan KN, et al. Single Cell RNA‑sequencing of pluripo‑

tent states unlocks modular transcriptional variation. Cell Stem Cell. 2015;17:471–85.
 65. Vento‑Tormo R, Efremova M, Botting RA, Turco MY, Vento‑Tormo M, Meyer KB, et al. Single‑cell reconstruction of the 

early maternal‑fetal interface in humans. Nature. 2018;563:347–53.
 66. Kampmann M, Horlbeck MA, Chen Y, Tsai JC, Bassik MC, Gilbert LA, et al. Next‑generation libraries for robust RNA 

interference‑based genome‑wide screens. Proc Natl Acad Sci U S A. 2015;112:E3384–91.
 67. McFarland JM, Ho ZV, Kugener G, Dempster JM, Montgomery PG, Bryan JG, et al. Improved estimation of cancer 

dependencies from large‑scale RNAi screens using model‑based normalization and data integration. Nat Commun. 
2018;9:4610.

 68. Marine S, Bahl A, Ferrer M, Buehler E. Common seed analysis to identify off‑target effects in siRNA screens. J Biomol 
Screen. 2012;17:370–8.

 69. Grimson A, Farh KK, Johnston WK, Garrett‑Engele P, Lim LP, Bartel DP. MicroRNA targeting specificity in mammals: 
determinants beyond seed pairing. Mol Cell. 2007;27:91–105.

 70. Yilmazel B, Hu Y, Sigoillot F, Smith JA, Shamu CE, Perrimon N, et al. Online GESS: prediction of miRNA‑like off‑target 
effects in large‑scale RNAi screen data by seed region analysis. BMC Bioinformatics. 2014;15:192.

 71. Sigoillot FD, Lyman S, Huckins JF, Adamson B, Chung E, Quattrochi B, et al. A bioinformatics method identifies 
prominent off‑targeted transcripts in RNAi screens. Nat Methods. 2012;9:363–6.

 72. Katz S, Song J, Webb KP, Lounsbury NW, Bryant CE, Fraser IDC. SIGNAL: A web‑based iterative analysis platform 
integrating pathway and network approaches optimizes hit selection from genome‑scale assays. Cell Syst. 
2021;12(338‑352):e335.

 73. Colla S, Ong DS, Ogoti Y, Marchesini M, Mistry NA, Clise‑Dwyer K, et al. Telomere dysfunction drives aberrant hemat‑
opoietic differentiation and myelodysplastic syndrome. Cancer Cell. 2015;27:644–57.

 74. Yu G, Wang LG, Han Y, He QY. clusterProfiler: an R package for comparing biological themes among gene clusters. 
OMICS. 2012;16:284–7.

 75. Kiselev VY, Kirschner K, Schaub MT, Andrews T, Yiu A, Chandra T, et al. SC3: consensus clustering of single‑cell RNA‑
seq data. Nat Methods. 2017;14:483–6.

 76. Bastian MHS, Jacomy M. Gephi: an open source software for exploring and manipulating networks. In:  International 
AAAI Conference on Weblogs and Social Media Association for the Advancement of Artificial Intelligence; 2009.

 77. Parkinson H, Kapushesky M, Shojatalab M, Abeygunawardena N, Coulson R, Farne A, et al. ArrayExpress‑‑a public 
database of microarray experiments and gene expression profiles. Nucleic Acids Res. 2007;35:D747–50.

 78. Harrison PW, Ahamed A, Aslam R, Alako BTF, Burgin J, Buso N, et al. The European Nucleotide Archive in 2020. 
Nucleic Acids Res. 2021;49:D82–5.

 79. Wu TD, Reeder J, Lawrence M, Becker G, Brauer MJ. GMAP and GSNAP for genomic sequence alignment: enhance‑
ments to speed, accuracy, and functionality. Methods Mol Biol. 2016;1418:283–334.

 80. Anders S, Pyl PT, Huber W. HTSeq‑‑a Python framework to work with high‑throughput sequencing data. Bioinfor‑
matics. 2015;31:166–9.

 81. Hao Y, Shao C, Qiu J, Zhou B, Fu X‑D. High‑throughput high‑multiplexed screening for splicing factors. Datasets. 
Gene Expression Omnibus. https:// www. ncbi. nlm. nih. gov/ geo/ query/ acc. cgi? acc= GSE20 7344 (2022).

 82. Hao Y, Zhang S, Shao C, Li J, Zhao G, Zhang D‑E. Fu X‑D. ZetaSuite: a computational method for analyzing high‑
dimensional high‑throughput data. GitHub. https:// github. com/ Yajin gHao/ ZetaS uite (2022).

 83. Hao Y, Zhang S, Fu X‑D. Computational analysis of two‑dimensional high‑throughput data from large‑scale RNAi 
screens and single‑cell transcriptomics. Zenodo. https:// doi. org/ 10. 5281/ zenodo. 63951 74 (2022).

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE207344
https://github.com/YajingHao/ZetaSuite
https://doi.org/10.5281/zenodo.6395174

	ZetaSuite: computational analysis of two-dimensional high-throughput data from multi-target screens and single-cell transcriptomics
	Abstract 
	Background
	Results
	Overview of the ZetaSuite workflow
	Increasing readout number leads to diminishing screen specificity with traditional methods
	Zeta: Z-based estimation of global splicing regulators
	Selecting hits based on the reflection point in Screen Strength plot
	Strategy to remove off-target effects from two-dimensional high-throughput RNAi screens
	Application of ZetaSuite to understand core fitness genes in cancer cells
	Biological insights into cancer dependency
	Genes involved in cancer checkpoint
	Using ZetaSuite to QC single-cell sequencing data
	Application of ZetaSuite to maximize the power of single-cell transcriptomics

	Discussion
	Conclusions
	Methods
	ZetaSuite part 1
	Data preprocessing

	ZetaSuite part 2
	QC evaluation
	Conversion of input matrix to Z-score matrix
	Generation of Zeta plot
	Calculation of ζ score and weighted ζ score
	Screen Strength and determination of the threshold for hit selection

	ZetaSuite part 3
	Removing off-targeting hits
	Functional interpretation of identified hits
	Network construction

	Other experimental procedures
	Testing the multiple testing correction methods on error rate reduction
	Evaluating the optional number of functional readouts in two-dimensional screen
	Analysis of the splicing screen data with RIGER
	Analysis of splicing screen data with RSA
	Analysis of splicing screen data with MAGeCK
	Analysis of splicing screen data with CB2
	Processing DRIVE and DepMap cancer dependency datasets
	Feature association analysis on cancer dependencies and checkpoints
	Processing single-cell datasets


	Acknowledgements
	References




