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Abstract

High-Order Sideband Generation for Creating Optical Frequency Combs

and Probing Bloch Wavefunctions

by

Darren Charles Valovcin

High-order sideband generation (HSG) is a recently discovered phenomenon in semicon-

ductors simultaneously driven by a weak near infrared (NIR) laser and a strong THz

electric field. The NIR field excites electrons out of the valence band into the conduction

band, leaving behind holes. The strong THz field can then accelerates the electrons and

holes apart before it switches directions to drive the electrons and holes back towards

each other. If an electron and a hole recollide, they emit a photon. Since both parti-

cles gained energy from the THz field, the emitted photons are typically higher in energy

than the original NIR photon. The narrow linewidth of both lasers result in these emitted

photons being equally spaced from the NIR photon energy and each other by twice the

THz frequency to generate frequency combs. More than 130 orders have been observed.

The intensities of the sidebands is typically difficult to simulate theoretically. How-

ever, a simple scaling law for the THz frequency and field strength can be used to predict

the widths of the frequency combs. This provides greater tunability and control of HSG

frequency combs than previously, opening technological applications of these combs. This
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scaling relation is complicated, however, by the motion of holes as they travel within a

complicated Brillouin zone. Berry’s Curvature mixes the Bloch wavefunctions in mo-

mentum space, causing a hole to evolve into new states as it is accelerated by the THz

field. When an electron recollides with a hole, these different wavefunctions are imprinted

onto the intensity and polarization of the emitted sidebands. With careful polarimetry

of the sidebands, information can be extracted about the material structure. For ex-

ample, strain can be introduced to modify the band structure of the material, which

significantly alters the measured polarizations of the sidebands. These techniques could

lead to all-optical measurements of the band structure, and Berry Curvature of material

systems.

In order to apply these techniques to understand novel material systems, HSG must

first be observed in these materials. Any new material must be a semiconductor with a

band gap near the NIR photon energy where electrons and holes can be created. However,

finding systems with suitably small scattering rates and large enough coherence times

remains a challenge.
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Chapter 1

Introduction

In the late 1980’s to early 1990’s, there was an explosion of research into a phenomenon

called high harmonic generation (HHG), wherein intense radiation focused onto an atomic

or molecular gas is able to produce many harmonics of the incident frequency. Inspired

by this work and the observation of 2nd- and 4th-order THz sideband generation [16, 56],

a prediction was made in 2007 to see a sister process in solids termed high-order sideband

generation (HSG) [67]. In 2012, the first experiments had been published by the Sherwin

Group observing this prediction [133]. Since then, a significant amount of work has gone

into understanding HSG, some of its applications, and how it differs greatly in some

aspects from HHG [9, 60, 61, 124, 10].

This introduction will begin by discussing some of the basic properties of GaAs and

the changes that occur when it is reduced from 3D to 2D in a quantum well. The

phenomenon of high harmonic generation will be discussed, followed by the extension
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to high-order sideband generation. Berry’s Curvature, which is turning out to be an

important concept in understanding HSG, will be briefly introduced. Finally, I give a

quick description of the UCSB Free Electron Lasers, which made this work possible.

1.1 Semiconductors, Bands and Quantization

As will be discussed in Sec. 1.2, an intuition for HSG comes from considering the semi-

classical motion of electrons (and holes) driven by a strong electric field. A free electron

(that is, an electron traveling without any external potential) can be treated as a plane

wave with parabolic energy dispersion where the energy E ∝ k2, with k being electron

quasi-momentum. The work presented here, however, is concerned with electrons and

holes as quasi-particles which are confined to a physical solid. Clearly, imposing the pe-

riodic potential of the host crystal drastically changes the motion of the electron relative

to a free electron. Here, I will briefly discuss the specifics of GaAs, which was the system

where nearly all of this work was performed. This will be a coarse overview, and the

interested reader may refer to more detailed discussions provided by many wonderful

introduction to solid state physics books [25, 6, 130].

1.1.1 Bulk GaAs

GaAs is a semiconductor with a zincblende crystal structure, which can be viewed as two

independent face-centered cubic (fcc) lattices for the Ga and As atoms which are then

offset from each other along the diagonal by 1/4 the cell size. Figure 1.1 depicts a single

2



[100]

[010]

[001]

(01
1)

Ga

As

Figure 1.1: A unit cell of GaAs. Ga atoms (blue) are arranged in a face-centered cubic
(fcc) lattice. As atoms (grey) are also arranged in an fcc lattice, but offset from the Ga
atoms by 1/4 the unit cell diagonal. The Miller indices indicate the coordinate directions
of the unit cell. An example Miller plane, the (011), is denoted in grey and is the plane
with a surface normal of the [011] direction.

unit cell of GaAs. Miller indices can be used to describe directions in a crystal relative

to the unit cell, where the notation [ijk] denotes a direction (vector) relative to the axes

of the unit cell. Each i, j, k is an integer which denotes the weight of each unit vector of

the unit cell of the vector described the Miller index. That is, [100], [010], and [001] refer

to the x−, y−, and z−axis of the unit cell, respectively, while [111] is the vector pointing

across the diagonal of the unit cell. A negative direction is denoted by an over-bar, [1̄00]

points opposite to [100]. Miller planes, denoted (ijk), refer to planes in the crystal whose

surface normal is given by the vector [ijk].

Electron Motion and Band Structure

An electron in a perfect crystal of GaAs will experience a periodic potential due to the

regular arrangement of the Ga and As atoms. For such an electron, the time-independent

3



Schrödinger equation reads,

HΨ(r) =

(
p2

2m
+ V (r)

)
Ψ(r) = EΨ(r) (1.1)

with V (r + a) = V (r), when a is the periodicity of the system, which includes the

Coulomb potential of the atoms. Bloch’s theorem allows one to extract the periodic part

of the wavefunction by expressing the wavefunction as

Ψ(r) = unk(r)eik·r (1.2)

where k is the momentum, n labels the band, and unk(r) has the same periodicity as

V (r). Inserting Eq. 1.2 into Eq. 1.1 (and using p = −i~∇) results in(
p2

2m
+

~k · p
m

+
~2k2

2m
+ V (r)

)
unk = Enkunk (1.3)

This equation defines the starting point for ‘k · p’ methods, named so for the second

term on the left hand side. The eigenenergies of this equation are the band structure of

the material, while the eigenfunctions are the wavefunctions of the electrons and holes

at the band and momentum specified by n and k. Typically, solving Eq. 1.3 begins

by solving for the wavefunctions and energies at k = 0. These un0 provide a complete

basis, and perturbation theory can be used to extend outward to non-zero k. Because

perturbation theory is applied, the results are best for small k, but certain techniques

have been developed to extend it across the Brillouin Zone, see [121, 130] for more

information. Methods based on k · p have been used for calculating the band structure

and wavefunctions which were used in simulating many of the results in this work.

The wavefunctions near the band edge at k = 0 are described by the symmetries of

4



the atomic orbitals which give rise to the energy bands [25, 130]. The wavefunction at the

bottom of the conduction band of a zincblende semiconductor has the same symmetries

of an s atomic orbital, while the top of the valence band follows the p orbital symmetries.

Because of this, is it common to refer to the bottom of the conduction band by |S〉, and

the top of the valence band with |X〉, |Y 〉, and |Z〉 mimicking the symmetries of the

px, py, and pz orbitals, respectively (see refs. [25, 130] for a more detailed discussion).

However, when spin and spin-orbit coupling are included, these atomic orbital symmetry

states are not sufficient to describe the electronic states at the top of the band and the

angular momentum quantum numbers, |j, jz〉 are used instead. In terms of these states,

the wavefunctions at the Γ-point, |un0〉, are given by,

|u10〉 = |S ↑〉

|u20〉 = |S ↓〉

|u30〉 = − 1√
2
|(X + iY ) ↑〉 =

∣∣∣∣32 , 3

2

〉
= |HH+〉

|u40〉 = − 1√
6

[|(X + iY ) ↓〉 − 2 |Z ↑〉] =

∣∣∣∣32 , 1

2

〉
= |LH+〉

|u50〉 =
1√
6

[|(X − iY ) ↑〉+ 2 |Z ↓〉] =

∣∣∣∣32 ,−1

2

〉
= |LH−〉 (1.4)

|u60〉 =
1√
2
|(X − iY ) ↓〉 =

∣∣∣∣32 ,−3

2

〉
= |HH−〉

|u70〉 =
1√
6

[|Z ↑〉+ 2 |(X + iY ) ↓〉] =

∣∣∣∣12 , 1

2

〉
= |SO+〉

|u80〉 =
1√
6

[|Z ↓〉 − 2 |(X − iY ) ↑〉] =

∣∣∣∣12 ,−1

2

〉
= |SO−〉

5



The first equality of each line defines the wavefunctions at Γ for the lowest conduction

band and the highest 3 valence bands in terms of the symmetric s- and p-like states,

respectively, along with the electron spin denoted by ↑ (spin up) and ↓ (spin down). For

the valence band states, the next equality labels them by their total angular momentum

and the z−component of the angular momentum. Finally, they are also listed in terms of

their designation of ‘heavy-hole’, ‘light-hole’, or ‘split-off hole’. The ‘+’ and ‘−’ are used

to denote the sign of the jz component, which has implications on allowed transitions

that will be discussed later.

An extension of the k · p is to solve the Hamiltonian exactly under a restricted basis

set. If one restricts the system to the 3/2-spin states, the Hamiltonian can be written

as [25, 18, 118],

HL = − ~2

2m

[
(γ1 +

5

2
γ2)k2 − 2γ3(k · J)2 + 2(γ3 − γ2)(k2

xJ
2
x + k2

yJ
2
y + k2

zJ
2
z )

]
(1.5)

which is known as the Luttinger Hamiltonian. J are the angular momentum operators

on the 3/2 states, while the γi are the material dependent “Luttinger parameters”, phe-

nomenological fitting parameters. Determining the values of the Luttinger parameters

from experiments therefore provide the Hamiltonian which can be solved to calculate the

electronic band structure and particle wavefunctions. With these, the dynamics of charge

carriers within the material can be determined, which is critical for understanding and

controlling electronic devices.

The Luttinger Hamiltonian considers the 3/2-spin states, and is called a 4-band model

6
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Figure 1.2: Partial band structure of GaAs from the 8-band Kane model, plotted along
the [010] crystal direction. The lowest conduction band and highest three valence bands
are shown near the Γ-point (k = 0). Eg (≈ 1.52 eV at low temperatures) is the band
gap of GaAs, the separation between the highest valence band and lowest conduction
band. The light hole and heavy hole are degenerate at k = 0, while spin-orbit coupling
separates the split off band by ∆ (≈ 341 meV). The exciton state is shown at the Γ-point
below the band gap by its binding energy (Eb ≈ 4 meV in low temperature bulk GaAs).
The exciton state is not to scale for visibility. The valence bands are also labeled by their
k = 0 angular momenta state, see Eq. 1.4

(for the |±3/2〉 and |±1/2〉 states). An extended model which includes the total angular

momentum 1/2 states (which includes the lowest conduction band and the split-off band)

is called the 8-band Kane model [25, 18, 11, 118]. Figure 1.2 shows the calculated band

structure in bulk GaAs using the Kane model. The distinction between the light-hole

and heavy-hole become clear as, near the Γ point, the heavy hole shows much heavier

mass (lower curvature) that the light hole (higher curvature). It is also important to

note that the bands are not parabolic throughout the Brillouin zone, which is especially

clear around k = 0.075/a for the light-hole band, due to the coupling between bands

at finite k. Furthermore, the bands are not spherically symmetric and the anisotropy is

7



characterized by the ratio γ3/γ2 [25, 121, 130]

1.1.2 GaAs Quantum Wells

With the improvements in vacuum technologies and epitaxial surface preparation and

characterization which came in the 1960’s and 1970’s, molecular beam epitaxy (MBE)

became a technique capable of producing exceptionally high quality single crystal epi-

taxial layers of semiconductors [118, 21]. Since then, scientists have been using MBE to

produce arbitrary semiconductor heterostructures and confining charge carriers from the

bulk 3D structure into lower dimensions.

Calculating the states of a particle confined in a potential well is an elementary

problem in quantum mechanics [25, 118, 94, 11]. The first step is to solve the more

straightforward problem of an infinite square well where the potential of the well in

Eq. 1.1 is given by,

V∞(z) =


∞, z < 0

0, 0 < z < L

∞, z > L

(1.6)

where L is the width of the well. Inside the well, the Hamiltonian is the same as that of

a free particle, and the wavefunction can be expressed as Ψ(z) = A sin(az) + B cos(bz).

In the barrier regions of the well, the only solution to Schrödinger’s equation is Ψ(z) = 0.

This specifies the boundary conditions for within the well, Ψ(0) = Ψ(L) = 0, restricting

Ψ to the sine components (and B = 0) and quantizing the results:

Ψn(z) =

√
2

L
sin
(nπ
L
z
)
, En =

~2

2m

(nπ
L

)2

(1.7)

8



I n f i n i t e
S q u a r e

W e l l

E l e c t r o n
n E e E h h E l h

( m e V )
1 3 0 5 . 6 2 2
2 1 1 7 2 0 8 1
3 2 3 0 4 9
4 8 4

H e a v y  H o l e L i g h t  H o l e
Figure 1.3: Quantum well wavefunctions. The left shows the first three states of an
infinite square well (V (r given by Eq. 1.6). Dashed lines show the energy of the state and
are the zero-axis for the wavefunctions. Center and right show the calculated solutions for
the parameters of a 10 nm GaAs/AlGaAs QW: (Electron) Vb = 231 meV, mw = 0.067m0,
and mB = 0.092m0; (Heavy Hole) Vb = 115 meV, mw = 0.5m0, and mB = 0.5m0; (Light
Hole) Vb = 115 meV, mw = 0.082m0, and mB = 0.103m0. Upper right tabulates the
energies of the bound states for the electron (Ee), heavy hole (Ehh) and light hole (Elh)

Where m is the mass of the particle in the well. The first three levels of the infinite

square well are sketched on the left of Fig. 1.3. In an infinitely deep potential well, there

is an infinite number of these confined states.

Vf (z) =


Vb, z < −L/2
0, −L/2 < z < L/2

Vb, z > L/2

(1.8)

In a finite square well, given by the potential of Eq. 1.8, the picture is significantly

more complicated. Instead of the simple solution Ψ(z) = 0 in the barrier found in the infi-

nite square well, the wave function within the barrier can be nonzero. The wavefunctions

9



in each region are given by,

Ψn(z) =


An exp (κnz) , z < −L/2

Bn

{
sin

cos

}(
knL

2

)
, −L/2 < z < L/2

−An exp (−κnz) , z > L/2

(1.9)

Where the An, Bn are normalization factors, and sin is used inside the well for even n

while cos is used for odd n. These are determined by the boundary conditions where the

wavefunction must be continuous,

Ψ(z → ±L/2−) = Ψ(z → ±L/2+) (1.10)

and that the weighted (by effective masses) derivative must be continuous,

1

mB

dΨ

dz

∣∣∣∣
z→±L/2B

=
1

mw

dΨ

dz

∣∣∣∣
z→±L/2w

(1.11)

where mB and mw are the effective masses in the barrier and well region, respectively,

and I have invented a lazy shorthand to indicate the limits are taken from the direction

of the Barrier region or well region. Solving for all of the coefficients is a transcendental

equation and must be done numerically. The upper center of Fig. 1.3 shows the solutions

for L = 10 nm, Vb = 231 meV, mw = 0.067m0 and mB = 0.092m0, which correspond

to an electron confined in a 10 nm QW of GaAs with barriers of Al0.3Ga0.7As. Below

the solutions for the electron, the solutions for the heavy hole are plotted (Vb = 115

meV, mw = 0.5m0 and mB = 0.5m0), with the light hole beside it (Vb = 115 meV,

mw = 0.082m0 and mB = 0.103m0). To determine the depths of the potentials for

the conduction and valance band wells, Anderson’s rule is applied [25], wherein the

vacuum level of the electron affinities for each material are aligned, and the band offsets
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determined relative to the vacuum level. The effective masses in the barriers are linearly

interpolated between the masses of GaAs and AlAs [25].

The first thing to note with the solutions to the finite well compared to the infinite well

is the existence of a finite number of bound states. The table in the top right of Fig. 1.3

lists the eigenenergies for Schrödinger’s equation with the finite square well potential of

Eq. 1.8. The electron has three bound states (energies listed as Ee), the heavy hole has

four bound states (Ehh), and the light hole has two bound states (Elh). While the heavy-

and light-hole both have the same confinement depth, the larger mass of the heavy hole

causes the spacings between energy levels to be closer together, and allows more bound

states. This is consistent with the result from the infinite square well where the energy

spacings are inversely proportional to mass (Eq. 1.7).

Compared to the solutions to the infinite square well on the left side of Fig. 1.3, it

can be seen that the wavefunctions in the finite potential are non-zero in the barrier

region, instead of zero in the infinite square well. This is especially significant for the

highest bound state for the electron (Fig. 1.3 center top, blue curve). The energy of the

bound state is only 1 meV below the top of the barrier, which results in a very large

portion of the electron state being in the barrier. In theoretical calculations, however,

the simplicity of the analytic solutions to the infinite square well (Eq. 1.7) are far easier

to work with relative to the transcendental equations which must be solved for in the

finite square well (Eqs. 1.9-1.11). Thus, it is sometimes preferred to make the “infinite

square well approximation” wherein an infinite square well is assumed with a modified
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Figure 1.4: In-plane band structure of a 10 nm quantum well. The three highest heavy
hole sub-bands (HHn, red) and highest light hold band (LH1, blue) are depicted. The
bands are significantly warped relative to the bulk GaAs structure (Fig. 1.2), with neg-
ative effective masses visible in the HH2 and HH3 bands near the Γ point.

width so the spacing of the states equals the values found from experiments [9].

So far, this section has discussed the states of particles confined to a 1D potential,

while Sec. 1.1.1 discussed the wavefunctions and dynamics of particles in bulk GaAs.

Finally, we bring the two together, as the quantum well structures in the real world only

confine one dimension while the two perpendicular directions retain their (nearly) bulk

character. However, the in-plane dispersion does not follow the bulk, shown in Fig. 1.2.

First, Fig. 1.3 shows that the energy levels of the heavy- and light-holes are different, so

it should be expected the degeneracy at the Γ-point should now be lifted. Furthermore,

the wavefunctions used in the Kane model (Eqs. 1.4) must now include the contributions

from the z−confinement (Eqs. 1.9). The Kane model, for example, can be solved again

using these modified wavefunctions. References [25, 118, 11] provide good discussions of

this procedure.
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As an example, Fig. 1.4 shows the calculated in-plane dispersion for the 10 nm QW

discussed above, using the infinite square well approximation and a Luttinger Hamilto-

nian for simplicity. The dispersion relations are significantly more complicated than the

bulk band structure, showing significant non-parabolicity at significantly lower momenta

and even regions of negative mass (where the bands bend up).

1.1.3 Optical Selection Rules

Much of this thesis depends on the ability to excite electrons from the valence band

to the conduction band using photons. Such transitions must obey optical selection

rules where the difference in angular momentum of the two states must be ±1[130]. To

begin, a photon can be represented in the circular basis of σ±, where ± corresponds to

a photon angular momentum of ±1 respectively. Compared with the momentum states

of the conduction and valence bands at Γ given in Eq. 1.4, a σ± photon is able to excite

different electron and hole states:

σ+ ←→
∣∣∣∣12
〉
e

+

∣∣∣∣12
〉
h

,

∣∣∣∣−1

2

〉
e

+

∣∣∣∣32
〉
h

σ− ←→
∣∣∣∣−1

2

〉
e

+

∣∣∣∣−1

2

〉
h

,

∣∣∣∣12
〉
e

+

∣∣∣∣−3

2

〉
h

(1.12)

The e or h subscript on the state denotes electron or hole, and the total angular momenta

have been dropped from the state labels. From these, we can see that both circular
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photons are able to excite either light holes (〈±1/2|) or heavy holes (〈±3/2|).

The effective of quantization from a quantum well adds an additional layer into the

optical selection rules. Fermi’s Golden Rule states the probability of a transition occur-

ring depends on the overlap of wavefunctions of the initial and final states [25]. With

the solutions to the infinite square well, Eq. 1.7, this adds an additional restriction to

between subbands of the same parity.

A final point to these optical selection rules is that they apply equally to the inverse

process. Namely, the emission of a photon due to the recombination of an electron

and hole is restricted to equal parity in quantum wells and the dipole selection rules of

Eqs. 1.12.

1.1.4 Exciton

Everything discussed so far has dealt with the general dynamics of particles in the bulk

material or quantum well, but it is helpful to consider the dynamics of single particles.

Consider a crystal of bulk GaAs with the band structure shown in Fig. 1.2, with the

valence bands fully filled and the conduction band fully empty. If a photon is incident on

the sample with a photon energy ~ω = Eg (ω is the photon frequency), it can promote

an electron out of the valence band and into the conduction band. The valence band

now has an empty space in the state it once occupied, the hole. The hole is effectively

a positively charged quasi-particle, and the electron and hole will each experience a
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Coulomb potential given by,

Veh(re, rh) =
e2

4πε0εb

1

|re − rh|
(1.13)

With re (rh) the position of the electron (hole), e the charge of the electron and hole,

ε0 the vacuum permittivity, and εb the relative permittivity (εb ≈ 12.9 in GaAs at low

frequency). The two-particle Schrödinger equation is then,

[(
− ~2

2me

∇2
e − Ve(re)

)
+

(
− ~2

2mh

∇2
h − Vh(rh)

)
−

e2

4πε0εb

1

|re − rh|

]
ψ(re, rh) = E(re, rh)ψ(re, rh) (1.14)

where me (mh) is the reduced mass of the electron (hole), ∇e (∇h) is the gradient operator

on the electron (hole) position, and the potentials are those due to the periodic array of

atoms as discussed in previous sections. The standard procedure [25, 118, 130, 97] is to

change to the center of mass coordinate system with,

R =
mere +mhrh
me +mh

, r = re − rh (1.15)

To simplify the math, the conduction and valence bands are assumed to be parabolic,

which is justified when considering the electron and hole created by a resonant excitation

near the Γ-point. In this case, the center of mass and relative coordinates are separable,

resulting in two different states to solve. The center of mass trivially solves to a free

particle with a mass equal to the sum of electron and hole. For the relative coordinates
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in a bulk crystal, one finds(
− ~2

2µ
∇2 − e2

4πε0εb

1

|r|

)
Φ(r) = EΦ(r) (1.16)

where µ is now the reduced mass of the electron and hole, 1/µ = 1/me + 1/mh. This

equation is identical in form to the hydrogen atom, which can be solved in the standard

way [94], and this bound state of an electron and hole is called an exciton. This results

in a scaled Rydberg energy Rexc and Bohr radius aexc,

Rexc =
µ

2

(
e2

4πε0εb~

)2

aexc =
4πε0εb~2

e2µ
(1.17)

In GaAs, these numbers work out toRexc ≈ 4 meV and aexc ≈ 10 nm at low temperatures.

As with the hydrogen atom, there exists a set of bound states whose binding energies are

given by En = Rexc/n
2.

In the band structure diagram of Fig. 1.2, the conduction and valence bands both

describe the motion of “free” electrons and holes. Since a bound electron and hole pair

is a lower energy configuration than a free electron and hole, however, it is often useful

to include this bound excitonic state in the band structure as a state in the gap at the

Γ-point, separated from the conduction band by the binding energy of the exciton. The

inclusion of this state has significant impact on the absorption spectra, resulting in a

strong absorption peak slightly below the band gap of the material [25, 118].

When reducing dimensionality to two dimensions, the calculation above can be re-

peated to determine the new energies in reduced dimensionality. The main result is the

scaling of the binding energies to E2D,n = Rexc/(n− 1
2
)2. A quantum well structure, how-

ever, is not perfectly 2 dimensional. The 3D Hamiltonian must be solved, Eq. 1.14, with
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the quantum well confinement explicitly included in a z-dependent potential. Under such

treatment, the full separation into center of mass and relative coordinates (Eqs. 1.15) is

no longer allowed, and a complete solution requires numerical simulations [25, 118]. One

interesting point worth noting concerns the wavefunction of the exciton under increased

confinement; as the width of the barrier shrinks, the in-plane wavefunction does not in-

crease as a squished ball of rubber would, but instead shrinks as well, similar to a toy

Hoberman sphere.

1.1.5 Berry Curvature

Consider a system whose Hamiltonian H is a function of some set of parameters which

vary with time, R(t), so that the Hamiltonian can be written as H = H(R(t)). The

solutions to the eigenvalue problem can be defined for each value in the parameter space

by,

H(R(t)) |n(R(t))〉 = εn(R(t)) |n(R(t))〉

Next, consider the state |ψ(t)〉 which starts in an eigenstate of the above Hamiltonian,

|ψ(0)〉 = |n(R(0))〉. When the parameter R is varied adiabatically through some path

in its parameter space, the state |ψ(t)〉 will remain in the instantaneous eigenstate of the

Hamiltonian with an additional phase,

|ψ(t)〉 = exp

[
− i
~

∫ t

0

εn(R(t′))dt′
]
eiγn(t) |n(R(t))〉 (1.18)

The first phase is the standard dynamical phase, while the second is an arbitrary phase
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allowed by the stipulation of adiabatic evolution. The state in Eq. 1.18 must satisfy the

time-dependent Schrödinger equation, H(R(t)) |ψ(R(t))〉 = i~ d
dt
|ψ(R(t))〉. Inserting

the expression for |ψ(t)〉 from Eq. 1.18 into the time dependent equation and simplifying

finds the following relation for the “arbitrary” phase,

dγn
dt

= i〈n(R(t))|∇Rn(R(t))〉 · dR

dt
(1.19)

When the path is taken along a closed loop such that after time T , R(0) = R(T ),

Eq. 1.19 can be re-expressed as,

γn = i

∮
C

〈n(R(t))|∇Rn(R(t))〉 · dR =

∮
C

An(R) · dR (1.20)

Where C is the closed loop traced by R, and the second equality defines the Berry

Connection [123, 18, 13],

An = i〈n(R(t))|∇Rn(R(t))〉 (1.21)

The Berry Connection itself is not gauge-invariant [123], and the Berry Curvature is

instead used,

Ωn(R) = ∇R ×An (1.22)

Where Stokes Theorem allows Eq. 1.20 to be rewritten instead as,

γn =

∫
S

Ωn(R) · dS (1.23)

with S being the surface defined by the contour of Eq. 1.20. This work first done by

Berry [13] to derive γn, which is now known as the Berry Phase, has had a significant

impact on solid state and condensed matter physics and drawn interest as being a purely

geometric phase. The Berry Phase has been used to explain anomalous velocity [18],
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the anomalous Hall effect [17], to describe the microscope origin of polarization and

magnetization in materials [92, 113], and many other phenomena in condensed matter

physics [123, 18, 113]. The Berry Connections and Berry Curvatures in solid state ma-

terials, which give rise to Berry Phases, have become widely accepted as a necessary

component in modeling and understanding the motion of carriers in solids, alongside the

electronic band structure [123, 18].

Sections 1.1.1 and 1.1.2 derived the wavefunctions of GaAs-based materials, |unk〉.

With the momentum k now playing the role of the parameter space used in the definitions

of the Berry parameters, R, it is possible to define a Berry Curvature for GaAs as,

Ωn(k) = i∇× 〈unk|∇kunk〉 (1.24)

where the |unk〉 states are the wavefunctions found, for example, from the Kane method

described in Sec. 1.1.1. When this system is driven by an electromagnetic wave, the

equations of motions for a particle of charge e are given by [123],

ṙ =
1

~
∂εn(k)

∂k
− ~k̇×Ωn(k) (1.25)

~k̇ = −eE(r, t)− eṙ×B(r, t) (1.26)

With the exception of the ~k̇×Ωn(k) term, the above equations are the standard equa-

tions used to describe the motion of electrons in solids [6]. This additional term results in

the anomalous velocity, and shows how the Berry Curvature can be viewed analogously
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to a magnetic field in momentum space [123, 18].

A rather significant caveat to this description so far has been in an implicit non-

degenerate, single-band picture, where there is no mixing between the various eigenstates

of the Hamiltonian. In this instance, the Berry physics is described as Abelian. However,

when there is mixing or degeneracy, the physics becomes non-Abelian and significantly

more complicated. Instead of the simple scalar description of the Berry Connection

(Eq. 1.21), it must be described by a matrix,

Amn = 〈umk|∇kunk〉 (1.27)

The definition of the Berry Curvature is modified to,

Ω(k) = ∇k ×A− iA×A (1.28)

For details on these changes between Abelian and non-Abelian Berry physics, several

review papers exist with more detail [123, 18]. In general, when discussing Berry Cur-

vature in GaAs, the non-Abelian case must be used due to the coupling between the

various bands and the 2-fold degeneracy due to spin.

1.2 Recollisions

During the 1970’s and 1980’s, researchers were studying harmonic generation in gases as

a method for generating ever shorter wavelengths of light [120, 73, 91]. An atomic gas

would be subject to a strong laser field (1013-1016 W/cm2) with a fundamental frequency

between roughly 200 nm and 1.6 µm, resulting in radiation whose spectral components
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contained several odd harmonics of the driving frequency. These harmonics were found

to be perturbative in nature, with the power of each harmonic scaling with the power

of the harmonic order and the intensity falling off near-exponentially as a function of

harmonic order [14, 96]. By the late 1980’s, however, a distinct shift occurred where

some combinations of driving field strength and frequency could produce large numbers of

harmonics whose intensities reached a “plateau” where the intensities did not significantly

drop, until a cutoff energy was reached [31, 68]. This phenomenon has since been called

High-Order Harmonic Generation (HHG). HHG has been investigated as a technique

for a wide variety of applications, such as ultra-fast attosecond pulses [24, 58], optical

arbitrary waveform generation [33], imaging of molecular orbitals [74], or a table-top

source of x-rays [51]. As we will see in the following section, this phenomenon can be

explained by the collisions of an ionized electron with its parent ion. Then, this process

will be extended into solid systems to see how an analogous process occurs with collisions

between electrons and holes.

1.2.1 Electron-ion recollisions

In order to describe the highly non-linear, non-perturbative process observed in HHG, an

elegant semiclassical theory was first described which views HHG as a recollision between

ionized electrons and their parent atom [23]. Starting with the gas of neutral atoms (or

molecules), the theory is broken into three main steps: (1) a strong laser field tunnel

ionizes an electron from the parent atom, which is then free to (2) be accelerated away
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from the parent ion before the field changes direction, accelerating the electron back to

the parent ion, wherein they may (3) recollide, re-emitting a photon with energy greater

than the driving field’s photon energy as the electron gains energy from the field. Despite

the simplicity of this “three-step model”, it is able to accurately reproduce the plateau

feature and the cutoff of the plateau at,

~ωNmax ≈ 3.2Up + Ip, Up =
e2F 2

4mω2
(1.29)

where Nmax is the largest number of harmonics observed, ω is the frequency of the driving

field, Ip is the ionization potential of the gas studied, and Up is the ponderomotive or

quiver energy, which is related to the average energy gained by a charged particle in an

oscillating field. In the year following the publication of this semiclassical model, a fully

quantum mechanical model was published which agrees with the simple, semiclassical

three-step model [63].

The mechanism of the first step in the three-step model, ionization of the atom by

the driving field, was first investigated by Keldysh in the middle of the 20th century.

He found [53] a parameter which distinguishes whether an electric field is able to ionize

an atom via multi-photon absorption (for large photon energies but low field strengths)

versus tunnel ionization (which occurs for low photon energies but large field strengths).

This parameter, now called the Keldysh parameter, γ, is given by

γ =
ω
√

2mI0

eF
=

√
I0

2Up
(1.30)

with ω and F the frequency and field strength of the driving field, e and m are the charge

and mass of an electron, and I0 is the ionization potential of the atom in question. The
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Figure 1.5: Classical electron trajectories in a oscillating driving field. The driving field
is shown as the dashed line. An electron which is ionized from an atom at a given phase
of the electric field can be accelerated away and back towards the parent atom. Contours
of color show these path, with 5 arbitrary phases shown in black curves as an aide. The
energy emitted when the electron recollides with the parent ion is encoded in the color
of the path. The grey curve is the trajectory for an electron ionized before the field crest
(−18◦) shows that not all ionization times are able to drive the electron back towards
the ion, instead driving the electron far from the ion.

second equality shows how the Keldysh parameter is related to the ratio of the ionization

potential to the ponderomotive energy, as defined in Eq. 1.29. In experiments of HHG,

γ < 1 which corresponds to the regime of tunnel ionization (while γ > 1 corresponds to

the multi-photon ionization).

Once the electron is freed from the parent atom, its dynamics can be described simply
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as a free particle in an oscillatory electric field:

ẍ(t) =
eE0

m
cos(2πft+ φi)

ẋ(t) =
eE0

2πfm
sin(2πft+ φi)−

eE0

2πfm
sin(φi) (1.31)

x(t) = − eE0

(2πf)2m
cos(2πft+ φi)−

eE0

2πfm
cos(φi)t

+
eE0

(2πf)2m
cos(φi)

The phase of the field, φi, is defined for these dynamics by what point of the driving

field the atom is ionized and the free motion of the electron begins (the ionized atom,

which is several orders of magnitude more massive than the electron, gains significantly

less energy from the electric field and is ignored). The constants of integration can be

found by the initial conditions of a stationary electron at the origin (ẍ(0) = ẋ(0) = 0).

Figure 1.5 shows a family of trajectories for an electron from various ionization times

for the driving field shown by the dashed curve. Each contour of constant color corre-

sponds to a different electron trajectory for different ionization times. Five contour lines

are shown for ionization times φi = 5◦, 18◦, 25◦, 45◦, and 60◦. The color of the contour

line denotes the energy of the photon emitted when the electron recollides with the ion,

in units of Up.

If an electron is ionized right around the electric field crest (∼ 1◦), the electron is

accelerated far away from its atom. By the time the electric field reverses direction, the

electron has gained significant momentum and it takes nearly a full half cycle before the
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electron is returned to the atom (at position 0). The result is a very long trajectory and

large electron excursion, but a very low energy electron which then emits a low energy

photon.

As the electron is ionized at increasing phases, the energy of the electron when it

returns to the ion increases, up to a maximum energy of ∼ 3.2Up when ionized near

∼ 18◦. The energy gained by the electron agrees with Eq. 1.29 and experimentally

observed cutoffs [68, 77]. Further increases in the ionization phase now lead to a decrease

in emitted photon energy, and at shorter excursion times relative to ionizations before

18◦. Figure 1.5 also shows the existence of ‘long-paths’ and ‘short-paths’; two different

ionization phases result in the same electron energy, such as an ionization phase at 5◦ or

37.8◦ both result in 1.7Up electron energies. However, ionization times between the field

crest and 18◦ result in longer travel times and longer travel distances compared to the

companion trajectory occurring after 18◦.

Not all ionization phases allow the electron to return to the parent ion. After a quarter

of a cycle following the field crest (φi > 90◦), the electron is freed while the electric field

is increasing in magnitude. This provides the electron with too much momentum to

have its direction be reversed after the field switches polarity. The grey curve in Fig. 1.5

shows the electron trajectory for φi = −18◦, where after a full cycle of the electric field

the electron is not returned to the ion and no recollision occurs.

In 2011, high-order harmonic generation was observed in solid materials [35]. Due to

the complexities introduced by a periodic crystalline structure (such as band structures,
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Figure 1.6: Example HSG spectrum from a 10 nm Al0.05Ga0.95As QW. The NIR laser
energy is set to the heavy hole exciton resonance (red dashed line), and THz set to 541
GHz. Sidebands are visible off the NIR energy, spaced by twice the THz photon energy.
Negative order sidebands (lower in energy than the NIR) decay quickly, while positive
orders decay much more slowly.

electron screening, many-body effects, ...), the theory describing solid-based HHG is much

more complicated [111, 104, 43, 47]. One dominant mechanism for HHG in solids mimics

that of the gaseous experiments; the strong field on a solid is able to excite an electron

from the valence band into the conduction band (leaving behind a hole), which can be

accelerated around the conduction bands before recolliding. This is called an ‘inter-band’

mechanisms as it relates to the dipole moment (which dictates the recollision process)

between the valence and conduction bands. However, since the band structure in solids

is highly non-parabolic (such as Figs. 1.2 and 1.4 depict), the electron and hole will

generate non-linear currents which radiate harmonics of the driving field. This is called

an ‘intra-band’ mechanisms as it relates to the individual motions of the electrons and

holes in their respective bands [36, 47].
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1.2.2 Electron-hole recollisions

A recently discovered phenomenon which decouples the intra- and inter-band mechanisms

is high-order sideband generation (HSG) [67, 133], a sister process of HHG. In HHG, a

single field responsible for both the inter-band electron excitation and intra-band driving.

In HSG, however, a NIR laser tuned to the exciton energy creates an electron-hole pair,

while a second strong laser field is responsible for ionizing the exciton, accelerating the

electron and hole and causing them to recollide. When the NIR laser creates an exciton,

the exciton plays the role of an atom in the description of HHG above, with the electron

mass and the ionization energy of the atom of Eq. 1.29 scaled to the reduced electron-

hole mass and the exciton binding energy, respectively. Once scaled, one finds a field

oscillating in the THz regime (100’s GHz to a few THz) with modest field intensities

(∼ 106 W/cm2) are able to ionize, accelerate and recollide an exciton, significantly lower

than the ∼ 1016 W/cm2 of NIR light used for HHG.

An example sideband spectrum is shown in Fig. 1.6 for a 10 nm Al0.05Ga0.95As QW.

The NIR photon energy (red line) creates the exciton and sets the overall energy scale.

Sidebands are visible around the NIR excitation, spaced by twice the THz frequency

as inversion symmetry prevents odd order sidebands. The negative order sidebands fall

off near-exponentially, arising from cascaded non-linear frequency mixing. The positive

orders decay much more slowly, extending to much higher energies than the negative

orders, and are the result of electron-hole recollisions driven by the THz field. Recent

work used short NIR pulses to inject electron-hole pairs at specific phases of the driving
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THz field and observed a time delay between optimal injection and the field crest of the

driving field, consistent with the electron hole recollision picture [60].

The electron-hole recollisions which result in Fig. 1.6 arise from holes which are driven

throughout a complicated band structure, such as the one shown in Fig. 1.4. As the hole

travels through this complicated band structure, it accumulates various phases, both

dynamical and geometrical (Sec. 1.1.5), which have significant impact on the resulting

spectra [9]. The focus of this thesis is how the parameters of the NIR and THz fields

(such as photon energies, polarizations or field strengths) can be changed to alter sideband

spectra. Furthermore, the Berry phase accumulated in the wavefunctions of the holes as

they travel through the band structures is imprinted in the polarization of the sidebands.

Chapter 3 focuses on first steps to extract information about the local properties of

the GaAs material investigated and develop the foundation for further measurements of

Luttinger parameters and Berry Curvature.

1.3 UCSB Free Electron Lasers

As a final introduction, there are a pair of instruments unique to the University of Cal-

ifornia, Santa Barbara which have enabled this work: The UCSB Free Electron Lasers

(FELs). Depicted in Fig. 1.7, an FEL first generates a relativistic electron beam which

is then steered through an oscillating magnetic field [48]. The oscillating electric charges

produce synchrotron radiation as it passes through the magnetic field (termed an undu-

lator for the UCSB FELs, see [48] for the definition relative to a wiggler). When the

28



CD

H
C

To
labs

6 M
V

A
ccelerator

 Undulator

BL

Si

Figure 1.7: The UCSB FELs. (Left) Picture of the UCSB FELs, with the orange ac-
celerator clearly visible. Four graduate students provide a sense of scale. The optical
transport system is seen in the foreground along the bottom left. These evacuated steel
tubes with plastic windows transport the THz radiation to the various user labs. (Right)
Schematic overview of the FELs (only one undulator pictured). The 6 MV accelerator
generates a relativistic electron beam. The electrons get steered through the electron
beam line (BL) and sent into the undulator. The electrons oscillate in the undulator
and THz is produced via synchrotron radiation. The THz is out-coupled through the
hole coupler (HC), or cavity dumped (CD) by illumination of a silicon (Si) wafer with
an intense visible laser pulse. A movable mirror in the THz cavity switches between the
HC or CD.

undulator is enclosed in an optical cavity, the spontaneous synchrotron radiation can

build up and coherently stimulate further synchrotron radiation to generate large optical

powers.

The right side of Fig. 1.7 shows a schematic representation of the UCSB FELs. To

generate the relativistic electron beam, a 6-MV linear electrostatic accelerator is used

to produce several microsecond long electron pulses. This long pulse is able to produce

coherent THz pulses of 1 − 2 µs, which leads to very narrow linewidths across a wide

tuning range [100, 109] (see Chapter 2). At UCSB, two undulators are currently in use

and tuning the electron energy varies the radiation produced for each [90]: the millimeter-

wave (MM) FEL produces radiation from 240 GHz to 700 GHz, while the far infrared

29



(FIR) FEL produces radiation from 1 THz to 4.5 THz. In standard operation of the

UCSB FELs, a small portion of the light couples out of the cavity through a hole in

the end-mirror of the cavity, known as the hole coupler. In the cavity dump coupler

(CDC) available to the MM FEL, an insulating silicon wafer is inserted into the cavity

near Brewster’s angle allowing full transmission of the THz radiation as it builds up in

the cavity [101, 50, 90]. Once sufficient radiation buildup has occurred, a 532 nm pulsed

laser illuminates the silicon wafer generating a dense electron-hole plasma. This turns

the silicon wafer into a THz mirror, allowing all of the radiation to be out-coupled within

one round trip of the cavity (∼40 ns) and boosts the output powers from several kW to

low 10’s of kW up to 100 kW [109]. Unless otherwise specified, the FEL is operated in the

CDC mode for all experiments in this work to access the larger available field strengths.
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Chapter 2

High-Order Sideband Generation for

Tunable Optical Frequency Combs

A frequency comb is a spectrum of light composed of many discrete peaks in frequency

which are equally spaced apart. From the example spectrum of high-order sidebands

in Fig. 1.6, high-order sideband generation (HSG) produces these equally spaced, dis-

crete frequencies, making it a possible technique for generating optical frequency combs

(OFCs). In this chapter, a brief introduction to frequency combs will be given. The util-

ity of OFCs from HSG due to their wide tunability will then be demonstrated. Following

this, a simple model for controlling the parameters of an HSG frequency comb will be

derived. Finally, these combs will be used to characterize the NIR and THz laser sources

used to generate the combs to show their utility.
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Figure 2.1: Schematic representation of the (top) time domain and (bottom) correspond-
ing frequency domain for a frequency comb. Adapted from [127, 79]. ϕCEO is the carrier
envelope offset phase, describing the relative shift between maxima of the electric field
and envelope function. τ defines the width of the envelope of each pulse, and each pulse
is separated by a period T . In frequency, the inverse of τ is related to the bandwidth of
the comb, or how large of a frequency it spans. The inverse of the period is proportional
to the repetition rate, ωRR, which is the spacing between each of the teeth in the comb.
When the teeth of the comb are extrapolated to zero frequency, it is possible for there
to be an offset relative to zero. This offset is ωCEO and is proportional to the inverse of
the carrier envelope offset phase.
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2.1 Fundamentals of Frequency Combs

Frequency combs results from a periodic train of short laser pulses, where the time

between consecutive pulses is shorter than the duration of each pulse. If the phase

difference between consecutive pulses in the train is constant (but not necessarily zero),

this train of pulses results in a set of equally spaced Dirac peaks in frequency. These

peaks look like the teeth of a comb, giving them the name frequency comb. Figure

2.1 depicts how the time-domain parameters of the pulse pulse train are related to the

frequency parameters of the comb. The period between pulses, T , is the inverse of the

repetition rate of the laser, ωRR, which determines the spacing between the comb teeth.

A drift between the relative maxima of the envelope function of the short pulse and the

maxima of the electric field is called the carrier envelope offset phase, ϕCEO. In frequency,

this causes non-zero offset between the first tooth of the comb and DC frequency. Any

frequency in the comb is given in terms of these parameters by,

ωn = ωCEO + nωRR (2.1)

Optical frequency combs are used for a wide variety of applications such as calibration in

astronomical spectrograms [99], use in high-resolution metrology [107], telecommunica-

tions [128], various other applications which are discussed in many review papers [54, 80].

The values of ωRR and ωCEO determine which applications a comb is best suited for. Dif-

ferent techniques for generating OFCs, as discussed below, can be used to create combs

with repetition rates from several MHz to THz.
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There are three primary methods commonly used for creating OFCs: mode-locked

lasers (MLLs), nonlinear interactions with microresonators, and electro-optic modulation

(EOM) of a continuous-wave laser. MLLs were used for the first [54, 88] realization of

a frequency comb which could be stabilized for use in high precision measurements.

To understand how a mode-locked laser operates, it is instructive to imagine the light

traveling in the optical cavity of the laser in the time domain. When the light in the

cavity is a single short coherent pulse bouncing back and forth within, the laser is called

mode-locked. The duration of the pulse is much less than the round-trip time of the

pulse circulating in the cavity. Each time the pulse reaches one end of the cavity, a

small fraction of the power can be allowed to leak out into an output pulse. The period

between each output pulse is therefore determined by the cavity length, and the width

of each pulse is determined by the width of the wavepacket in the laser cavity.

Several methods exist for realizing this kind of discrete wavepacket in a laser cavity for

creating OFCs. They are broken into two categories of active or passive mode-locking. In

passive mode-locking, a nonlinear material exhibiting relatively high loss for low intensity

light but lower loss for high intensity light, such as saturable absorbers or Kerr lensing, is

inserted into the cavity of the laser. This medium causes the weaker spontaneous emission

to be suppressed by high losses while the stronger, in-phase portions of the electric field

are not significantly attenuated. In active mode-locking, an active component such as a

piezo-controlled cavity mirror is used to modulate the cavity to permit ultra-short pulses.

For an extensive overview of mode-locked lasers and applications, see [127].
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Microresonator combs are created through nonlinear interaction of laser light with

an ultra-high quality factor toroidal, spheroidal, or ring microresonator [27, 84]. By

bringing a continuous-wave (CW) NIR laser close to the resonator, often through near-

field coupling of a tapered fiber, the whispering-gallery modes in the resonator are excited.

Through Kerr-nonlinear four-wave mixing, two pump photons from the CW laser can

create a signal and idler photon pair, where each is separated from the CW laser by the

free spectral range (FSR) of the resonator. Through cascaded four-wave mixings between

the pump laser and the initial comb teeth, an equally space optical frequency comb is

produced.

The final common scheme for generating OFCs, electro-optic modulation, starts with

a phase modulator. Typically, a nonlinear crystal which permits the Pockels effect is

used [106, 78] so that when a strong voltage is applied to the crystal, the index of refrac-

tion of the material is changed. A varying voltage is then applied at radio-frequencies

(RFs) which modulates the index of refraction at this driving frequency. If a CW laser

is sent through this RF modulated material, the changing index of refraction will re-

sult in new frequencies separated from the laser’s wavelength by the frequency of the

RF drive. Cascading multiple consecutive phase modulators can be used to create wide

comb bandwidths [117, 106, 78].

The most widely used sources, MLLs, dominate the field because their combs easily

span an optical octave, meaning the highest frequency tooth is at least twice the low-

est frequency tooth. This is a significant feature for an OFC because the comb can be
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stabilized by mixing the second harmonic of a low frequency tooth with the tooth at

twice the frequency [28], and feeding the resulting beat frequency to control electronics.

However, the spacing of the teeth for MLLs, which is 100’s of MHz to low GHz, and

their overall offset are very difficult to tune since they depend on the cavity length of

the laser [106, 88]. Microresonator combs, on the other hand, provide much larger comb

spacings on the order of several 100’s of GHz. Furthermore, the offset of the comb is de-

termined by the CW laser which makes the center comb frequency continuously tunable.

In order to change the comb spacing, however, a different device must be used with differ-

ent dimensions to change the resonant frequencies of the microresonator [84]. In contrast

to MLLs and microresonators, larger tunability in the comb spacing can be achieved with

EOM frequency combs by simply changing the frequency of the voltage driving the crys-

tal. EOM-based combs also provide continuously tunable center frequency by changing

the CW laser’s frequency. The tooth spacing, however, is still limited to 10’s of GHz

due to the difficulty of driving electronics at higher frequencies. Furthermore, generating

large bandwidths requires carefully cascading several phase modulators together, which

is a non-trivial process [106, 78]. High-order sideband generation, similar to combs from

EOM, provides widely tunable center and spacing frequencies since both are controlled by

separate, fully tunable lasers. Here, I introduce such HSG frequency combs and then de-

velop a method for determining the bandwidths of these combs depending on the driving

field parameters.
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2.2 Optical Frequency Combs from HSG

To demonstrate the tunability of HSG frequency combs, Figure 2.2 shows OFCs produced

from a 10 nm GaAs QW for several THz and NIR frequencies. In Fig. 2.2(a-e), the

THz frequency was tuned between 247 GHz to 633 GHz, and the peak field strength

listed corresponds to the highest achieved field strength from the FEL in the sample.

The frequencies were chosen to correspond to the maximum field enhancements from the

sample cavity (see Sec. B.1 and Ref. [9]). The spectra in Fig. 2.2(a-e) were taken with the

EMCCD attached to the imaging spectrometer, which had a bandwidth of approximately

50 nm in each image. To capture the full bandwidth of each comb, multiple images were

required with the spectrometer center bandwidth changed, depicted by the grey, red

and blue curves in Fig. 2.2(a-e). Additionally, longer exposures were performed for the

higher-order sidebands to lower the noise floor. Each spectrum was normalized to the

number of FEL pulses so they can be directly compared.

In Fig. 2.2(a), a THz driving field 7 kV/cm at 247 GHz was used. The low field

strength and frequency resulted in a comb which was only 30 meV wide and was captured

in a single image. At 24 kV/cm of 341 GHz, Fig. 2.2(b), a much larger 140 meV wide

comb was produced, requiring two spectrometer steps. The largest comb was 330 meV

wide and produced by 54 kV/cm at 633 GHz, requiring stitching three spectrometer

steps, Fig. 2.2(e).

To compare the combs from different THz field strengths and frequencies, each peak
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Figure 2.2: Optical frequency combs with variable tooth spacing and offset frequency from
HSG in 10 nm GaAs quantum wells. (a-e) Spectra of positive order sidebands measured
by the CCD for increasing THz frequencies, where the frequency and field strength are
listed in the top left of each plot. The different colors correspond to spectra taken with
different grating positions in the monochromator, and integration times ranging from
∼25 to ∼250 FEL pulses. (f) Strength of each sideband (area under Gaussian fit) vs.
wavelength for HSG spectra generated by THz fields at 247 GHz (red circles), 341 GHz
(blue triangles), 436 GHz (green squares), 539 GHz (purple pentagons), and 633 GHz
(gold hexagons). Spectra are offset slightly for visibility. For each comb, the tooth
spacing is 2 × fTHz. (g) Spectra measured by the CCD for a THz field of 7 kV/cm at
539 GHz with several NIR excitation wavelengths spaced by roughly 0.4 nm. Values of
λNIR, in nm, are indicated for the smallest (solid black) and largest (dashed teal) NIR
laser excitation wavelengths used.
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in the comb was fit to a Gaussian, and the area of those Gaussians is shown in Fig. 2.2(f).

While each spectrum in Fig. 2.2(f) displays a roughly exponential decay with increasing

order, the rate of decay for each spectrum varies drastically. At 247 GHz, the low

frequency and field strength resulted in a rapid fall-off in sideband strength with order

compared to the higher driving frequencies.

In addition to continuously tuning the comb spacing by changing the THz frequency,

it was also possible to continuously tune the comb offset frequency by changing the NIR

laser excitation frequency. Figure 2.2(g) shows an example of different OFCs produced

with identical THz fields of 7 kV/cm and 539 GHz, but various NIR frequencies. When

exciting near 800 nm and driving at 539 GHz, the comb spacing is approximately 2.3

nm. By tuning the excitation frequency through 2 nm around the heavy hole exciton

resonance, it was possible to achieve arbitrary comb frequencies.

Larger changes in the center frequency were also accomplished by performing HSG in

a material with a different band gap. Figure 2.3 shows the frequency combs resulting from

a 5 nm GaAs QW, whose band gap was roughly 764 nm. Figure 2.3(a) shows a 240 meV

wide comb produced from 61 kV/cm at 633 GHz, which was centered at 760 nm instead

of 800 nm shown in Fig. 2.2(e). Figure 2.3(b) shows a comb produced driving at 736

GHz with 35 kV/cm, further demonstrating the wide tooth spacing possible simply from

tuning the THz frequency. The field strength used in this data had to be reduced from

the maximum achievable fields (roughly 50 kV/cm) to prevent damage to the sample.

Figure 2.3(c) shows the integrated sideband intensities versus wavelength for similar
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Figure 2.3: Optical frequency combs with variable tooth spacing from HSG in 5 nm GaAs
quantum wells, demonstrating a large offset in comb center is possible with material
design. (a,b) Raw spectra for driving with (a) 632 GHz at 61 kV/cm and (b) 736 GHz
at 35 kV/cm. (c) Strength of each sideband (area under Gaussian fit) vs. wavelength
for HSG spectra generated by THz fields at 341 GHz (blue triangles), 437 GHz (green
squares), 538 GHz (purple pentagons), 632 GHz (gold hexagons) and 736 GHz (red
circles). Spectra are offset slightly for visibility.
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fields to Fig. 2.2(g), with 21 kV/cm at 341 GHz, 22 kV/cm at 437 GHz, 50 kV/cm at 538

GHz, 61 kV/cm at 633 GHz, and 35 kV/cm at 736 GHz. The 736 GHz data had a much

higher noise floor as no long integration data was taken due to sample damage. Each

spectra in Fig. 2.3(c) shows an exponential decay, again at different rates at different

frequencies. Interestingly, the combs do not extend beyond roughly 660 nm, similar to

Fig. 2.2(f). The barrier in both the 10 nm GaAs QW (Fig. 2.2) and the 5 nm GaAs QW

(Fig. 2.3) was Al0.3Ga0.7As, which has a low temperature band gap of 1.9 eV (653 nm).

Electrons and holes may begin scattering into the barrier regions when they have enough

energy to emit this high energy sidebands, resulting in significantly reduced signal. It is

also possible that the absorbance is significantly increased below ∼650 nm as the barrier

regions begin absorbing more, providing another mechanism for reducing sideband signal

at higher energies1.

2.3 Controlled Manipulation of Comb Bandwidths

As can be seen from Fig. 2.2(f) and Fig. 2.3(c), the sidebands produced from various THz

field strengths and frequencies can produce a wide variety of comb bandwidths. In high-

harmonic generation, the three step model predicts a maximum harmonic energy, Emax,

which scales with the strong laser’s electric field, F , and frequency, ω, as discussed in

Sec. 1.2. This simple cutoff relation has been observed in experiments [57]. For HSG, such

1Unfortunately, the loss of signal around 650 nm may also result from the optics. All optics used
after the sample utilize Thorlab’s ‘-B’ AR coatings, which extend 630-1050 nm, quite close to the signal
cutoff observed.
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cutoffs are predicted by theory in the absence of scattering [67, 125, 124], but have not

been observed in experiment [133, 9, 10]. In the presence of scattering, electrons and holes

may be scattered and prevented from coherently recolliding to create a sideband. Because

the time between electron-hole excitation and recollision increases with increasing order,

the attenuation of sidebands due to scattering increases with increasing order, making it

difficult to observe the predicted plateau and cutoff. For the spectra shown in Fig. 2.2 and

Fig. 2.3, the predicted cutoff wavelength at the field strengths listed is nearly 520 nm at

247 GHz or 150 nm at 633 GHz, which would have produced much larger bandwidths than

those observed. One should not expect to observe sidebands associated with recollisions

that take much longer than than typical scattering times, which are ∼ 200 fs in these

samples [10].

If scattering is the dominant mechanism for determining the rate of decay of sideband

intensity, one might expect that, for sidebands associated with similar duration electron

hole recollisions occurring during analogous electric field profiles, should display similar

intensities. To illustrate this, the top of Fig. 2.4 depicts a portion of a period of the

THz waveform at four different field strength and frequency combinations chosen to give

identical electric fields, FTHz(t) near the zero-crossing of the THz field. The left side

shows lower peak field strengths compared to the right.

The dynamics from the three-step model [23], assuming simple parabolic bands with

conduction band effective mass 0.063me and a valence band effective mass 0.1me (me

is the free electron mass) [10] can be solved numerically to find the recollision times
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Figure 2.4: Classical carrier dynamics. (top) THz field for four driving fields chosen such
that the field-frequency products at the zero crossings are equivalent, (left) fTHzFTHz ≈
4.3 THz · kV/cm (right) fTHzFTHz ≈ 6.8 THz · kV/cm. The ionization times, t

(m)
i , and

and recollision times, t
(m)
f , are specified for various sideband energy offsets: (left) (1) 20

meV (2) 50 meV and (3) 75 meV, (right) (1) 30 meV (2) 75 meV and (3) 125 meV.
Sideband energies calculated from the semiclassical three-step model under a 340 GHz,
(left) 12.5 kV/cm, (right) 20 kV/cm driving field using Eqs. 1.31. Each of the three steps
of the recollision model occur during portion of the driving field when the electric field is
approximately linear in time, as shown by the Linear Approx. line. (bottom) Classical
trajectories for low-energy sideband (cyan dash-dot), mid-energy sideband (blue dotted)
and high-energy sideband (solid black) for the offset energies specified in the top panel
(calculated using the full sinusoidal electric field profile). The solid black, dashed deep
red, dash-dot red, and dotted pink lines show the trajectories for a (left) 75 meV or
(right) 120 meV energy offset sideband when driven at 340 GHz, 440 GHz, 540 GHz and
640 GHz, respectively.
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and trajectories (see Fig 2.4, bottom and Sec. 1.2) for the injection times associated

with various sideband offset frequencies at these fields. The three arrows in the top two

panels of Fig. 2.4 show the ionization (t
(m)
i ) and recollision (t

(m)
r ) times for three different

sideband offset energies.

At lower electric fields, top left, these energies correspond to 20 meV (n ≈ 14 at

fTHz = 340 GHz), 50 meV (n ≈ 36), and 75 meV (n ≈ 54), as calculated for the 12.5

kV/cm field at 340 GHz. At higher electric fields, top right, these energies correspond

to 30 meV (n ≈ 20), 75 meV (n ≈ 54), and 120 meV (n ≈ 86), as calculated for the 20

kV/cm field at 340 GHz. In the frequency comb spectra of Fig. 2.2 and Fig. 2.3 when

driven at 340 GHz and ∼ 20 kV/cm, the largest sideband offset energy was approximately

140 meV and 155 meV, respectively. Compared with the top right of Fig. 2.4, most of

these sidebands were therefore created during the linear portion of the driving field where,

FTHz(t) = FTHz sin(2πfTHzt) ≈ FTHz2πfTHzt (2.2)

with FTHz and fTHz being the electric field’s amplitude and frequency, respectively.

For THz fields satisfying FTHzfTHz ≈ constant, if an electron and hole are injected and

recollide while the THz field is close to linear in time, they should produce sidebands with

roughly the same strength for different THz frequencies. If typical scattering times are

sufficiently short, one also expects similar comb bandwidths. Since the driving frequency

is changing, however, the spacing between comb teeth will vary, and this scaling would

provide a knob for controlling comb spacings while keeping the bandwidths consistent.

To test this scaling law, two quantum well (QW) samples were driven with several
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Figure 2.5: Sideband conversion efficiency for (top) a 10 nm GaAs QW structure and
(bottom) a 5 nm GaAs QW sample when the driving THz is tuned such that fTHzFTHz ≈
Const. (Left) Field strengths are 12.5 kV/cm at 340 GHz, 9.9 kV/cm at 440 GHz, 7.9
kV/cm at 540 GHz, 6.6 kV/cm at 640 GHz, 5.7 kV/cm at 740 GHz, corresponding to
fTHzFTHz ≈ 4.3 THz · kV/cm. (Right) Field strengths are 20.0 kV/cm at 340 GHz, 15.8
kV/cm at 440 GHz, 12.6 kV/cm at 540 GHz, 10.6 kV/cm at 640 GHz, 9.2 kV/cm at 740
GHz, corresponding to fTHzFTHz ≈ 6.8 THz · kV/cm. Dashed lines indicate the offset
frequency of a sideband emitted at time when the 640 GHz field profile deviates from the
linear approximation by 10%, 13 meV for the low field and 28 meV for high field. The
hole coupler on the FEL was used for the 640 and 740 GHz data.
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combinations of frequency and field with different products FTHzfTHz. The resulting

sideband conversion efficiencies2 are shown in Fig. 2.5. The top two plots show the

results from a clean 10 nm GaAs QW with a heavy-hole exciton (HHX) linewidth of of

approximately 2.0 meV, while the bottom plots show the results from a 5 nm QW in

which the well-width fluctuations result in a proportionally broadened HHX linewidth of

6.3 meV (see Sec. A.1 and Ref. [9] for details on the samples). For each quantum well

studied, the left (right) plots show the sideband conversion efficiencies for fTHzFTHz=4.3

(6.8) THz·kV/cm.

In the 10 nm QW sample at lower electric fields (Fig. 2.5 upper left), each frequency

and field combination resulted in equal sideband conversion efficiencies up to around a

13 meV sideband offset frequency (vertical dashed line). Above a 13 meV offset, the 340

GHz comb and 440 GHz combs resulted in higher sideband powers than the 540 and 640

GHz combs. At 340 and 440 GHz, a ∼70 meV wide comb was observed, but only 50

meV and 40 meV were observed at a 540 and 640 GHz driving frequency, respectively.

Generally, the lower frequency driving fields resulted in combs with a larger sideband

strength bandwidth relative to higher frequencies.

To understand why each comb produced slightly different sideband strengths and

comb bandwidths, counter to the initial hypothesis, consider where the linear electric

field approximation begins to break down. Figure 2.4 shows that higher frequencies

deviate from the linear approximation more quickly than lower frequencies. For 7 kV/cm

at 640 GHz, the time at which the field deviates from the linear approximation by 10%

2Sideband conversion efficiency is the normalized sideband power to the incident NIR power
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corresponds to the recollision of an electron-hole pair responsible for the emission of a 13

meV sideband (depicted by a vertical dashed line in the left side of Fig. 2.5). Below this

sideband offset, all combs for the low-field driven 10 nm GaAs sample agreed quite well.

Above this offset, the deviation from a linear field at higher frequencies results in longer

times required to recollide electrons and holes for an equivalent sideband energy relative

to lower frequencies.

The bottom left of Fig. 2.4 shows the recollision trajectories for an electron and hole

which would emit a 75 meV sideband at 340 GHz (solid black), 440 GHz (dashed crimson),

540 GHz (dash-dot red) and 640 GHz (long dot pink). At 640 GHz, it takes nearly 100

fs longer than at 340 GHz for the electron and hole to recollide, substantially increasing

the chance for the electron or hole to scatter. This results in lower sideband signal and

comb bandwidths, which matches the observed trends in the top left of Fig. 2.5.

These trends are also evident in the other panels of Fig. 2.5, with three notable

exceptions. For the 5 nm QW at low field (lower left, Fig. 2.5) sidebands were similar in

efficiency below the 13 meV offset, and most of the lower driving frequencies produced

stronger sidebands than higher frequencies. In this sample, 740 GHz data was taken

which follows the previous trends by producing the weakest combs. The exception with

this sample at the lower fields was the comb produced from the 540 GHz field was stronger

than the others.

At higher fields, Fig. 2.5 right, a 10% deviation of the 640 GHz electric field from

the linear approximation now corresponds to a 28 meV sideband. 740 GHz data was
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also taken for both samples at high field (the high field data was taken before the low

field, and damage occurred to the 10 nm GaAs QW during the low field before low field

740 GHz data could be taken). The sidebands from the 440, 540, 640, and 740 GHz

combs were similar in power below 28 meV offset. Above this offset, higher frequencies

yielded narrower combs and weaker sidebands in both samples for all but the 540 GHz

comb in the 5 nm QW which equaled the 440 GHz comb. The major exceptions at the

higher fields were that the 340 GHz combs were significantly stronger and wider for both

samples.

While the proposed scaling law, with adjustments to account for deviations from the

linear approximation, captures many observed trends, it is clearly insufficient to describe

all of the data. The assumption that electrons and holes each travel in a single, parabolic

band may be one of the problems. In GaAs QWs, there are several closely-spaced and

strongly-mixed valence subbands, with several low-energy avoided crossings (see Fig. 1.4).

It has been shown that sideband polarizations and intensities are sensitive to the motion

of holes through these avoided crossings sidebands [9] (and see Chapter 3). Accounting

for the influence of the complexity of the valence subbands on the scaling of HSG was

outside the scope of the work performed in this section.

2.4 Measuring the free electron laser

As an application of these frequency combs, I use them here to characterize the Free

Electron Laser (FEL) used in these experiments. While the optical and infrared regions
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Figure 2.6: Determining the frequency of the FEL. (a) The frequency of each sideband vs
sideband order, with linear fits. Sidebands are taken from the combs shown in Fig. 2.2.
(b) The residuals of the fits from (a)

of radiation benefit from a myriad of methods of measuring their spectral properties over

a large bandwidth, the THz regime lacks a similar ease of these measurements. Often,

specialized setups are designed for specific applications. For example, the UCSB high-field

electron paramagnetic resonance lab makes use of heterodyne mixing scheme [100, 101],

but is limited to a narrow bandwidth; electro-optic sampling (EOS) is a phase-sensitive

technique and widely used for performing THz spectroscopy [122], but requires phase

stable source to average over many pulses; and holographic Fourier transform techniques

have been demonstrated [1], but it requires high powers and expensive array detectors.

HSG, however, is a technique for measuring the frequency and, as will be shown, linewidth

of the driving THz field over a large operating bandwidth, on a phase-unstable source,

while being robust to alignment.
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High-order sideband generation serves to map THz frequencies onto NIR frequencies,

which allows it to use the superior optical detectors to extract parameters about the THz

field. Similar techniques, such as first-order, perturbative sideband generation based on

the linear electro-optic effect, in which fSB = fNIR±fTHz, have been used to measure THz

frequencies [135, 134]. In these single-sideband measurements, if the uncertainty in the

NIR laser frequency is negligible, the uncertainty in the THz frequency δfTHz is limited by

the resolution of the sideband frequency δfSB, which is determined by the monochromator

and CCD. In an HSG spectrum, the sidebands are seen at fSB = fNIR + nfTHz (n even),

and the corresponding uncertainty of the THz frequency, δfTHz, is 1
n
[δf 2

NIR + δf 2
SB]1/2. If

the frequency of the NIR laser is measured or known to high precision, δfNIR � δfSB,

the uncertainty in the THz frequency is then approximately 1
n
δfSB, more than 100 times

smaller than δfSB if n > 100. Each of the frequencies reported in Fig. 2.2 comes from

the slope of the linear fit of sideband frequency versus sideband order, shown in Fig. 2.6.

The covariance from the fits indicate the uncertainty of the frequency is within 1 GHz.

The shape of the residuals in Fig. 2.6 indicates the calibration on spectrometer could be

improved slightly.

The linewidth of the UCSB FEL output is too small to measure using first-order, per-

turbative sideband generation. However, it can be measured using HSG. The linewidth

of each sideband, ΓSB, depends on the resolution of the spectrometer, Γspec, as well as the

linewidth of the FEL, ΓFEL. A THz pulse from the UCSB FEL contains contributions

from multiple longitudinal modes of the cavity, resulting in each pulse containing several
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Figure 2.7: Linewidths of sidebands taken as the Gaussian widths from the fit of the
spectra shown in Fig. 2.2. Each spectra is fit to Eq. 2.3 to extract the linewidth of the
FEL at each frequency.

of these modes simultaneously. Competition between each mode causes pulse-to-pulse

fluctuations in the spectral contents of each pulse [100], in addition to fluctuations in

radiated power. This inhomogeneous broadening results in a sideband linewidth given

by

ΓSB =
√

Γ2
spec + n2Γ2

FEL (2.3)

Figure 2.7 shows the linewidths of the sidebands from the combs shown in Fig. 2.2,

and the corresponding fits to Eq. 2.3. At low orders, n . 20, the linewidths are limited

by the resolution of the spectrometer, which is approximately 20 GHz depending on

experimental conditions (such as the width of the entrance slits and adequate f -matching

with the spectrometer). The FEL linewidth contributes to the measured linewidth of

sidebands only above about 20th-order. From Fig. 2.7, the extracted FEL linewidths are

ΓFEL, 341 GHz = 420±21 MHz, ΓFEL, 436 GHz = 328±12 MHz, ΓFEL, 539 GHz = 720±16 MHz,
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and ΓFEL, 633 GHz = 785±15 MHz with errors taken as the covariance of the fits to Eq. 2.3.

At 247 GHz, the low field strength and low frequency resulted in too few sidebands

observed to accurately determine the FEL linewidth. At the remaining THz frequencies,

the FEL linewidth is well resolved and below 1 GHz, matching previous measurements

with a sub-band harmonic mixer, which only works in a very small frequency range [100].

2.5 Conclusion

High-order sideband generation provides a mechanism for generating optical frequency

combs with bandwidths exceeding 330 meV with continuous control the offset frequency

and comb spacing. These results demonstrate the ability to tune the comb offset fre-

quency throughout the comb spacing by varying the NIR laser frequency near the band

gap of the GaAs QWs used. Combs centered at different frequencies can be created

by choosing materials with band gaps in the desired frequency range, for example by

choosing quantum wells with different widths or compositions, as demonstrated here, or

using altogether different semiconductors [60, 132], and Chapter 4. Furthermore, Fig. 2.2

and Fig. 2.3 show the ability to tune the comb spacing between 480 GHz to 1470 GHz.

Much higher spacings of 3 THz [133] or even 60 THz [60] are possible with higher fre-

quency driving field. I have shown that OFCs based on HSG are practical for measuring

the linewidth of our THz source over a large frequency range. While the high power of

an FEL was utilized in this work, careful microwave engineering [133] or use of antenna

structures [8] can provide comparable fields using compact sources with much lower power
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than the FEL. Demonstration of HSG using such a compact source would open the door

to applications of OFCs based on HSG in metrology, spectroscopy, telecommunications,

and other areas. The results of this chapter illustrate some of the trade-offs between THz

field and frequency that will be required in the design of OFCs based on HSG.
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Chapter 3

Polarimetry of High Order

Sidebands

In the three-step recollision model of high-order sideband generation (HSG) discussed

in Sec. 1.2.2, the process of HSG was described by the collision between electrons and

holes after each is driven through their respective momentum bands. Chapter 2 used

simplified two parabolic bands for the dispersion to describe the dynamics, as shown in

Fig. 2.4. We have discovered, however, that the full band structure of the material (such

as those depicted in Figs. 1.2 and 1.4) is required to understand some of the features

of HSG. Namely, the phenomenon of “dynamical birefringence” (DBR) [9] refers to the

features of HSG wherein (1) the intensities of the sidebands depend on the polarization

of the NIR and THz polarizations and (2) the polarization of the sidebands also depend

on the laser polarizations and can deviate significantly from the NIR laser polarization.
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The initial observations of dynamical birefringence [9] were restricted in their ability

to carefully control and measure the NIR polarizations used. While it was sufficient to

observe the sideband intensity dependences on the NIR polarization, the NIR polariza-

tions were limited to nearly parallel or perpendicular to the THz field. Furthermore, the

polarization states of the sidebands were only measured when the THz field was parallel

to a high symmetry axis of the crystals studied, which caused the direction of the THz to

be a “dynamical optical axis”. Similar to the optical axis of linearly birefringent materials

where a polarization parallel or perpendicular to the optical axis is unchanged, a dynam-

ical optical axis indicates the direction which, when the NIR polarization is parallel or

perpendicular to, results in unchanged sideband polarizations. The end result is that

when exciting with NIR polarizations nearly parallel or perpendicular to the dynamical

optical axis, the polarizations of the sidebands change by only a few degrees.

Recent experiments in high-harmonic generation (HHG) have measured the polariza-

tion of harmonics to observe a 90◦ flip in even versus odd order harmonics [66, 59, 61].

Further experiments have measured the polarization to observe a rotation of the har-

monics related to the crystal symmetry [129], or used multiple excitation sources with

carefully controlled polarizations to control the polarization of the harmonics [46]. Some

experiments have also hoped to extract information about the Berry Curvature with these

methods [66], however the theoretical modeling in HHG is complicated by the interplay

of inter- and intra-band currents (see Sec. 1.2.1).

High-order sideband generation, on the other hand, decouples the inter-band and
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intra-band components and may provide easier access to the underlying physics. For

example, Section 1.1.1 introduced the Kane model and Bloch functions in GaAs to de-

scribe the band structure and wavefunctions throughout the Brillouin zone. Coupling

between the Bloch wavefunctions causes the wavefunctions at finite momentum to be

superpositions of the various k = 0 Bloch functions. When momentum is considered

as a parameter of the Hamiltonian, this mixing of wavefunctions with momentum is a

manifestation of Berry Curvature, as described in Sec. 1.1.5 and Eq. 1.28. As the hole

travels through momentum space and its wavefunction becomes a mixture of Bloch wave-

functions of different angular momenta (Eq. 1.4), the recollision with its electron emits

different polarization states, depending on the optical selection rules in Section 1.1.3.

Therefore, measuring the polarization of the sidebands and correlating these changes

in polarization with the evolution of the Bloch wavefunctions provides a pathway for

extracting Berry Curvature from HSG.

In this chapter, I will discuss observations of DBR from a substantially improved

experimental setup. This includes results for NIR polarizations not strictly parallel or

perpendicular to the dynamical optical axis, and with the THz polarized away from a

high symmetry axis. The results were then used to introduce the utility of dynamical

Jones calculus to quantitatively describe dynamical birefringence. A theoretical model

will be describe to compare with the experimental results and introduced as a method

for extracting strain and the Luttinger parameters from GaAs as first steps to measuring

Berry Curvature directly.
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3.1 Improved Polarization Measurements

The new experimental apparatus which enabled the work of this chapter is describe in

detail in Appendix A. One of the substantial additions was an off-the-shelf polarimeter

from Thorlabs (PAX1000IR1) which provided instantaneous read-out of the NIR po-

larization used in experiments. The second significant improvement was to use both a

quarter-wave and half-wave plate pair (instead of a single half-wave plate as in Ref. [9]).

The two wave plates in tandem were able to provide any polarization state at the sam-

ple, as measured quickly and accurately (with . 0.2◦ error on rotation and ellipticity)

from the PAX. This removed the uncertainties on the NIR polarization which may have

previously skewed the agreement between theory and experiment as well as allowing the

study of more interesting excitation polarizations.

Figure 3.1 shows the measured polarization states of the sidebands for two different

samples (sideband polarization measurements still required the use of a custom polarime-

ter, see Appendix D). Polarizations are reported using the polarization ellipse shown in

Fig. D.2, where α denotes the rotation angle and γ denotes the ellipticity. The left side

of Fig. 3.1 shows the polarization states for the same 10 nm AlGaAs quantum well (QW)

sample used in Ref. [9]1, excited at λNIR =765.00 nm with 50 mW power, and driven

by 30 kV/cm at 540 GHz. The right side shows the results for 500 nm of bulk GaAs

excited with 50 mW of λNIR =815.750 nm and driven by 35 kV/cm at 540 GHz. The

THz polarization was fixed at horizontal with respect to the lab frame, but the sample

1The sample here is actually a different fabrication run, but from the same wafer
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Figure 3.1: Polarimetry from two different samples, a 10 nm AlGaAs QW (left) and a
500 nm bulk GaAs (right). The top plot shows the rotation angle of the sidebands, α,
and the bottom shows the ellipticity, γ. Sideband order n = 0 corresponds to the laser
line. The THz was at an angle of 42.5◦ with respect to the [010] axis in the AlGaAs
sample and −45◦ for the bulk GaAs (measured positive angles are counter-clockwise).
Each sample was excited by three different NIR polarizations, schematically shown in the
top-left plot: perpendicular to the THz (blue curves), −45◦ with respect to the THz (red
curves) and right-hand circularly polarized light (grey curves). α for the NIR laser for the
circular polarizations is omitted as it is undefined. The theoretical points (open squares
for the AlGaAs sample) were calculated for the theory describe in Ref. [9]. Polarizations
remain relatively unchanged when the NIR is polarized parallel to the THz. Sideband
polarizations change significantly more when the NIR polarization is changed, and the
change is more drastic for the bulk sample than the quantum well.
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was rotated to change the relative THz polarization with respect to the crystal. For the

AlGaAs sample, the THz field was at an angle of 42.5◦ with respect to the [010] crystal

direction2 and the bulk GaAs sample had the THz at −45◦ with respect to the [010]

direction. Each sample was excited by NIR polarization perpendicular to the THz field

(αNIR = 90◦, γNIR = 0◦, blue curves), at an angle of αNIR = −45◦ with respect to the THz

(γNIR = 0◦, red curve) which makes the NIR nearly parallel to the [010] or [001] directions

of the crystal. Finally, they were excited by right-hand circular polarizations, as viewed

along the propagation direction (γNIR = 45◦, grey curve). Each NIR polarization state

is depicted schematically in the upper left of the image. The top of Fig. 3.1 shows the

angle of the major axis of the polarization ellipse, α, for each sideband, and the bottom

shows the ellipticity, γ.

In the 10 nm AlGaAs sample, we can see the clear dynamical optical axis in the

sideband polarizations for the perpendicular excitation (blue curve). The angle of the

sidebands, α, closely followed the NIR laser and stayed within a few degrees of −90◦ and

the ellipticity γ stayed close to 0◦. To observe a more pronounced effect from dynamical

birefringence, one must change the NIR polarization to be at 45◦ with respect to the

dynamical optical axis, similar to achieving the maximal phase retardation in a standard

quarter-wave or half-wave plate. In this scenario (red curve), the sideband polarizations

deviated significantly from the NIR polarization. The sidebands rotated monotonically

away from the NIR laser, reaching a 20◦ deviation at the 40th-order. Similarly, the

2Note that these angles definitions are different from Ref. [9] where the angles were defined between
the THz field and the [011] direction
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ellipticity of the sidebands increased monotonically to a value of −15◦ at the 40th-order.

The final significant NIR polarization depicted is the circularly polarized light. Circular

NIR polarizations selectively excite the heavy-hole spin states, which would simplify the

pathway-interference which gives rise to DBR [9]. As with the 45◦ NIR polarization,

the sideband polarizations were significantly different than that of the excitation; the

sidebands became monotonically more linear, with only an ellipticity of ∼ 22◦ by the

40th-order. As the sidebands became linear, they rotated towards ∼ −70◦.

To further test the theory put forth in Ref. [9], it was applied to the experimental

conditions for the data shown on the left of Fig. 3.1 (with the exception that it assumed

the THz was exactly parallel to the [011] crystal direction and not 2.5◦ off). The results

are shown as the open squares in Fig. 3.1. Overall, there is very good agreement between

the theory and experiments, with the theory correctly reproducing the overall magnitude

of the sideband rotations and ellipticities. It is interesting to note the agreement between

the α angles for the circular polarization; circular polarization has an undefined α angle,

and yet both the experiment and theory indicate the sidebands rotate to the same orien-

tation. Understanding the significance of this rotation and what it may indicate about

the crystal or its symmetries is still under investigation.

In addition to the QW sample, a bulk GaAs sample was also investigated. Comparing

Fig. 1.2 to Fig. 1.4, the in-plane band structure of bulk GaAs is simpler than the quantum

well. Without the additional subbands from the quantized hole states, which resulted in

significantly more complicated band bending, bulk GaAs may be easier to theoretically
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model. Further, using bulk GaAs over QWs removes the need for the infinite square

well approximation which was applied in Ref. [9] and believed to be the cause of some

of the discrepancy between theory and experiment. However, the system is slightly more

complicated in that when a NIR photon is resonant with the band gap of the material,

it must excited both light- and heavy-hole components since the degeneracy is no longer

lifted by confinement.

The right side of Fig. 3.1 shows the resulting sideband polarizations for 500 nm of

bulk GaAs when excited by the same NIR polarizations as the QW. As in the QW,

the perpendicular polarization showed only small deflections of the sidebands relative to

the NIR and minimal ellipticity changes. The 45◦ excitation, however, showed a much

stronger effect in the bulk than in the QW. The sidebands rotated several 10’s of degrees,

while the ellipticity changed from negative to positive, indicating a change in helicity, and

achieved a large magnitude of 30◦ at the 32nd-order. The DBR from a circular excitation

similarly showed a stronger effect in bulk than in the QWs. When excited by a right-

hand circular polarization, the the polarization became almost entirely left-hand circular

polarization by the 16th-order sideband, before decreasing in ellipticity. The angle α

of the sidebands began around 50◦, flipped directions as the sidebands become nearly

circular at the 16th-order, then rotated towards −60◦, nearly perpendicular to the lower

order sidebands. Figure 3.1 indicates the bulk GaAs shows larger effects from dynamical

birefringence relative to a quantum well sample under similar experimental conditions.

Understanding how the simpler band structure of GaAs results in larger birefringences

61



- 9 0
- 4 5

0
4 5
9 0

0 1 0 2 0 3 0
- 3 0

0
3 0

0 1 0 2 0 3 0

α (
°)

- 4 2 . 5 ° - 9 °
γ (°

)

S i d e b a n d  O r d e r
Figure 3.2: Polarimetry of bulk GaAs when the THz was −42.5◦ (left) or −9◦ (right) with
respect to the [010] axis of the crystal. Each orientation was excited by four different
NIR polarizations relative to the THz field, shown schematically at the top of the figure:
perpendicular (blue), parallel (grey), +45◦ (green) and −45◦ (red). Each experiment was
performed with 50 mW of λNIR =815.764 nm excitation and driven by 35 kV/cm at 541
GHz. When the THz was nearly parallel to the [011̄] direction (left side), the parallel
and perpendicular excitations resulted in sidebands nearly parallel to the NIR, while NIR
polarizations of ±45◦ resulted in large ellipticities. When the THz was not parallel to a
high symmetry axis (right side), all of the sideband polarizations rotated and changed
ellipticity.

requires further theoretical modeling, which could be useful in maximizing the effects of

dynamical birefringence.

To investigate the notion of the dynamical optical axis, such as whether it is defined

by the THz direction or the high symmetry directions of the GaAs crystal, it is instructive

to consider when the THz is no longer parallel to a high symmetry axis of the crystal.

The left side of Fig. 3.2 shows the polarization of the sidebands for various excitation
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polarizations when the THz was nearly parallel to the high symmetry axis [011̄]. The

right side shows the results when the crystal was rotated so the THz was 9◦ away from

the [010] crystal axis and excited by the same NIR polarizations.

When the THz was parallel to a high symmetry axis, the results were similar to

those discussed for Fig. 3.1. When the NIR polarization was parallel (grey curve) or

perpendicular (blue curve) to the THz, the sideband polarizations closely followed the

NIR laser. The ellipticities for each excitation remained small, although some finite

ellipticity was gained by the sidebands, likely do to the imperfect alignment of the THz

to the [011̄] direction. When excited with a NIR polarization which was rotated ±45◦

from the THz (green and red curves), large changes in the angle and ellipticity of the

sidebands were seen. Remarkably, α and γ of the sidebands for αNIR = ±90◦ appeared

as mirrors of each other about the 0◦ line, and similarly for αNIR = ±45◦. There appears

to be some disagreement for the α angles of the sidebands for αNIR = ±45◦ around the

6−8th-orders and again at > 32nd-order, but this is because the sidebands became largely

elliptical (γ & 30◦) and α is less well defined (and certainly harder to measure). This

presence of a mirror axis around 0◦ is another result of the dynamical optical axis along

the THz and crystal symmetry axis.

When the crystal was rotated off a symmetry axis and the experiment repeated, the

results were significantly different, see the right side of Fig. 3.2. At no αNIR measured did

the sidebands follow the NIR polarization. Each set of sidebands showed large changes

in their ellipticities, and the sidebands rotated significantly. For αNIR = 90◦, the side-
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bands quickly rotated significantly away from the NIR polarization and gained significant

ellipticity by the 8th-order, the first observed. Increasing orders monotonically rotated

towards 0◦ by the 36th-order, while simultaneously decreasing ellipticity to linear polar-

izations around the mid-20th-orders, and then gaining large left-handed ellipticities at

higher orders. For these data sets, there is no longer evidence for a mirror axis for the

polarization states, as observed when the THz is driven along the high symmetry [011̄]

direction.

One argument for the lack of observation of the dynamical optical axis (DOA) in

the −9◦ data of Fig. 3.2 could be that the DOA is oriented along a direction which

was not measured. Therefore, further αNIR should be measured to determine whether

the DOA exists. Instead of cluttering Fig. 3.2 with more curves for additional measure-

ments of αNIR, Fig. 3.3 introduces a ‘fan diagram’ for polarimetry. The circular image

plot on the the left side of Fig. 3.3 shows the polarization states of the sidebands when

the THz is nearly parallel to the [011̄] direction, the same as the left side of Fig. 3.2.

Each azimuthal slice shows the results for a given αNIR which were rotated from 90◦ to

−85◦ in 5◦ steps. Each radial ring corresponds to the measured sideband state for the

given NIR excitation. The left half of the plot depicts the γ angles of the sidebands

with white corresponding to linearly polarized, blue is right-hand circularly and red is

left-hand circularly polarized, with increasing color saturation corresponding to the mag-

nitude of the ellipticity. The right hand of the color plot corresponds to the α angles

of the sidebands. White corresponds to horizontally polarized, green values are positive
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rotations and gold are negative rotations, while ±90◦ corresponds to perpendicular polar-

izations. Since the system displays a 2-fold symmetry, αNIR ∈ (−90◦, 90◦] are equivalent

to αNIR ∈ [−90◦,−180◦] ∪ [90◦, 180◦]. This allows the α and γ results for the sidebands

to be placed side-by-side3, with a full azimuthal slice (across the center of the circle)

marking the sideband states for the same αNIR.

When displayed as a fan diagram, the dynamical optical axis in the high symmetry

axis data is easy to pick out; along the αNIR = 0◦ slice, the sideband states α ≈ γ ≈ 0◦ is

a clear white strip. Similarly, the αNIR = 90◦ shows a nearly white strip for γ, indicating

low ellipticity, and the α slice is black to indicate the sidebands are nearly parallel to the

NIR. For αNIR which were not parallel or perpendicular to the DOA showed ellipticities

which flipped between the two circular handedness’, but the 20th-order appeared to be

linearly polarized for all αNIR excitations. Meanwhile, the sideband α’s followed the NIR

laser’s polarization without significant change across sideband orders.

To contrast the high-symmetry data, the right side of Fig. 3.3 shows the corresponding

fan diagram for the THz polarization off of a high-symmetry axis. Along αNIR = 0◦, the

white strip which previously indicated the DOA was no longer observed. From the γ

angles, there was a twist in the fan diagram, observed in the γ = 0◦ slice which started

at sideband n = 8 for αNIR = −60◦ and moving radially outward (increasing sideband

order) sees increasing αNIR are needed to see γ = 0◦. From this fan diagram, there

is no clear αNIR where each sideband showed the same polarization state as the laser,

3The αNIR for the γ data is mapped to αNIR → αNIR + 180◦ to allow the two halves of the fan to be
shown side-by-side
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which emphasizes that the observation of a DOA requires the THz direction to be nearly

parallel to a high symmetry axis of the crystal.

3.2 Dynamical Jones Calculus

To provide a method of quantitatively understanding fan diagrams, and for comparing

experiment to theory (see Sec. 3.4), I now introduce the concept of dynamical Jones

calculus. In standard Jones calculus, one starts with the complex 2-component electric

field vector, ~Ein = (Ex, Ey)
T. When this electric field is sent through some optically

active material (typically polarizers or wave-retarders), it is transformed into an output

electric field, ~Eout as,

~Eout = J ~Ein (3.1)

Here, J is the Jones matrix, a 2× 2 complex vector which describe the optical element,

see Reference [37] for details.

This formalism can be extended to sideband polarimetry where ~Ein is the NIR electric

field, ~Eout are the sideband electric fields which can be determined from polarimetry, and

Jn is a matrix which describes the effect of HSG,

~En =

(
Jxx Jxy
Jyx Jyy

)
n

~ENIR (3.2)

Jn is now a dynamical Jones matrix where one is defined for each sideband order. The

components of Jn can be extracted using Eq. 3.2. To start, experiments measure α and

γ of the sidebands and NIR. By Eq. D.10, the Jones vectors can be written in terms of
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these polarization states as,

~En =

(
cosα − sinα
sinα cosα

)(
cos γ
i sin γ

)
≡
(

cosφn
eiδn sinφn

)
(3.3)

The left hand side defines the vector in terms of the relative magnitude, φ, and phase,

δ, the components of the electric field for each sideband, n, with n = 0 corresponding

to the NIR laser. Substituting the Jones vectors of Eq. 3.3 into the matrix equation of

Eq. 3.2 and simplifying provides,

cosφn

(
Jyx
Jxx

cosφ0 +
Jyy
Jxx

eiδ0 sinφ0

)
− sinφn

(
cosφ0 +

Jxy
Jxx

eiδ0 sinφ0

)
= 0 (3.4)

Equation 3.4 is passed to a standard least-squares fitting routine to calculate J . Equa-

tion 3.3 shows that each polarization measurement for a sideband provides two inputs

to the minimization, while Eq. 3.4 has six unknowns, Jxy/Jxx, Jyx/Jxx and Jyy/Jxx,

each of which is complex. Therefore, a minimum of three data sets are required, which

come from different αNIR, to calculate the ratios of the J matrix. While the normalized

elements are calculated, the magnitudes can be determined by sideband intensity data:

measuring the x-projection sideband intensity when the NIR is parallel to the THz field

measures |Jxx|.

Once the J matrices are known, they can be used to predict the polarization state of

the sidebands given any input NIR polarization by simply using Eq. 3.2. To demonstrate

this, the left side of Fig. 3.4 shows the same experimental fan diagram as Fig. 3.3. The

data for αNIR = 90◦, ±45◦, and 0◦ were used to calculate the J matrices for each sideband

as described above. These matrices were then used to reconstruct the fan diagram for
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Figure 3.5: NIR power dependence of fan diagrams. Three fan diagrams were measured
for 25 mW (left), 50 mW (center) and 95 mW (right) of NIR power at λNIR =816.590 nm,
35 kV/cm and 540 GHz. The THz was parallel to the [010] direction, and the sample was
measured at Spot R of Fig. 3.7, which is why the fan looks considerably different from
the previous fans. The consistency between each of the three fans indicate measurements
were in the linear response region with respect to NIR power.

αNIR from −90◦ to 85◦, which is shown on the right of Fig. 3.4. This “reconstructed”

fan cleanly reproduces the experimental results which confirms dynamical Jones calculus

is valid to describe the polarization changes which occur from DBR. It further indicates

only 4 experimental data sets are required to determine the Jones matrix and calculate

a Fan diagram.

One final check to confirm the validity of the Jones formalism to HSG is to check the

polarization dependence on the NIR power. Jones calculus is valid for processes linear

in the electric field being transformed by a Jones matrix. While high-order sideband

is an extremely non-linear phenomenon in the THz electric field, it is often linear in

the NIR electric field4. Figure 3.5 shows three fan diagrams taken with different NIR

powers. On the left is the results of 25 mW of NIR, which was the lowest power to see

reasonable signal for measuring a fan diagram. 50 mW is shown in the center and is the

4See Chapter 4 of the thesis of Hunter Banks for data when HSG is not linear in the NIR field
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Figure 3.6: Degree of polarization (DOP) of sidebands. (a,b) DOP for the data shown
in Fig. 3.1 left and right, respectively. (c,d) DOP for the data of Fig. 3.2 left and right,
respectively. The quantum well sample had well polarized sidebands, while the bulk
polarizations depended on the incident NIR polarization.

standard power used throughout this thesis. On the right, 95 mW is shown which was

the maximum power achievable at the sample. While higher powers did produce stronger

sideband signals (the intensities are not shown here), the polarizations were unchanged.

Given the validity of the Jones calculus for the polarization states of the sidebands,

all of the following fan diagrams were calculated by measuring four αNIR excitations

to calculate the Jones matrix and calculating the remaining states. While this means

there is no additional information in the fan of Fig. 3.3 compared to the raw data in

Fig. 3.2, a comparison between the two shows the power of the fan diagram to quickly give

comparisons between polarization spectra at a glance, without having to quantitatively

compare spectra.

There is one final note to be made with regards to this dynamical Jones calculus.
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Standard Jones calculus can only be applied to perfectly polarized light. The polarimeter

used in experiments is a full Stokes polarimeter, see Appendix D, which allows measuring

the degree of polarization (DOP) of the sideband. Figure 3.6 shows the degree of polar-

ization for the data of Figs. 3.1 and 3.2. The cause for the lack of perfect polarization

will be discussed in the following section. The DOP shown in Fig. 3.6(c) corresponds

with the polarization states used to calculate the dynamical Jones matrices and resulting

fan diagram of Fig. 3.4. The good agreement in the reconstruction of Fig. 3.4 indicates

there is some validity to using applying the Jones formalism to the partially polarized

data for extracting information from the system. What is lost, however, is exactly this

depolarization: the dynamical Jones matrices can not be used to calculate the degree

of polarization for a sideband of a given NIR excitation polarization. Experiments are

ongoing to fully investigate the source of the depolarization, its effects on HSG, and how

to fully remove it.

3.3 Strained Polarization

Figure 3.3 shows how the fan diagrams are sensitive to the electronic structure of the

crystal as the band structure of GaAs is anisotropic along different crystal axes [25].

This is an important first step in observing the influence of Berry Curvature on HSG.

However, another method for modifying the band structure of the material would be

useful for further controlling and understanding the effects of the Berry Curvature on the

sideband polarizations. Straining a semiconductor provides such a control for modifying
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the band structure of the material [25, 130, 121]. When subjected to some strain5, εij

(i, j = x, y, z), the valence bands will shift and the light hole-heavy hole degeneracy can

be lifted. For example, a uniaxial strain (such as from lattice mismatches) induces an

in-plane strain such that εxx = εyy which shifts the valence bands by [121],

2a

(
1− C12

C11

)
εxx (3.5)

and splits the top two valence bands by,

−b
(

1 + 2
C12

C11

)
εxx (3.6)

where a and b are deformation potentials, and C11 and C12 are components of the stiffness

tensor.

Figure 3.7(a) shows the bulk band structures near the Γ-point calculated from the

modified k · p method to include three different values of stress applied. The red curves

are the bands where the k = 0 wavefunction has the ±1/2 spin component, while they

grey is the ±3/2 spin6. The solid lines are the unstrained bands which show the k = 0

degeneracy. Under 90 MPa of compressive stress (double-lines), the 3/2-hole is shifted

to higher energy while the 1/2-hole is shifted down, resulting in a splitting of ∼ 5 meV.

Coupling between the bands also causes the mass of the 3/2-hole band to decrease while

the 1/2-hole band increases near the Γ-point. When tensile strain is applied (dashed

lines), the ordering of the bands is flipped with the 1/2-hole lying roughly 5 meV above

the 3/2 band. The effective masses of the bands are nearly reverse with respect to the

5Recall the distinction between strain, the differential length change, and stress, the force per area
applied. They are related through the compliance and stiffness tensors [121]

6Note that these labels are only valid at the Γ-point, but it is useful to have some method for
distinguishing the bands.
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Figure 3.7: Stress in the bulk GaAs sample used in experiments. (a) Calculated band
structure from the k ·p method under various strains where the grey curves have spin 3/2
at k = 0 and red have spin 1/2 at k = 0. The unstrained band structure is shown in solid
lines. When compressive (double-lines) or tensile (dashed lines) strain is applied, the
valence bands shift and the degeneracy is lifted. (b) Measured absorbances of the sample
at the positions marked in the real space image of (c). The splitting of the valence bands
results in two peaks corresponding to the light-hole and heavy-hole excitons. Additional
oscillations in the spectra are due to a Fabry-Perot cavity from the sample geometry,
see Sec. B.2. Absorbances are offset for visibility. The spot size during absorbance was
roughly the spot sizes in (c), roughly 400 µm diameter.
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unstrained effective masses. These shifts in the band structure due to strain significantly

alter the mixing and bending between the various valence bands, altering the Berry

Curvature which should result in drastically different HSG spectra and fan diagrams.

Strain was introduced to the bulk GaAs sample via a difference in thermal expan-

sion coefficients between the GaAs epitaxial layer and the sapphire substrate7 [71, 70].

Figure 3.7(b) shows the absorbance spectra at various positions in the sample which are

marked in the microscope image of the sample in Fig. 3.7(c). The strain splits the exciton

lines by ∼ 4 meV at positions R and F, and up to ∼ 10 meV at spot A, corresponding

to maximum magnitudes of the stresses at ∼ 150 MPa. From the image of the sample

in Fig. 3.7(c), the strain in the sample varied drastically on the order of hundreds of

microns (the spot size of the NIR used for HSG experiments was roughly 200 µm in

diameter, while the THz spot size was 500 µm). Note that, while the strain is visible in

the splitting of the exciton peaks in absorbance, it was not strong enough to introduce a

linear NIR birefringence, and the NIR polarization did not change when passed through

the sample.

Figure 3.8 shows the fan diagrams resulting from identical experimental conditions

(95 mW at λNIR=816.595 nm and driving with 540 GHz with maximum field strengths

of 35 kV/cm and the THz parallel to [010]), but the sample was excited at two different

positions of the sample8. On the left side of Fig. 3.8, the sample was excited at the

overlap of Spot A and Spot B as labeled in Fig. 3.7, while the right side of Fig. 3.8 was

7The reason for the spatial inhomogeneity of the strain, seen in the position dependent splittings of
Fig. 3.7(b), is unclear.

8The fans of Fig. 3.3 were both taken at Spot D

75



F
ig

u
re

3.
8:

S
tr

ai
n

d
ep

en
d
en

ce
on

fa
n

d
ia

gr
am

s
b
y

m
ea

su
ri

n
g

at
tw

o
d
iff

er
en

t
p

os
it

io
n
s

of
th

e
sa

m
p
le

.
B

ot
h

ex
p

er
im

en
ts

w
er

e
p

er
fo

rm
ed

w
it

h
95

m
W

of
λ

N
IR

=
81

6.
59

5
n
m

ex
ci

ta
ti

on
an

d
d
ri

ve
n

b
y

35
k
V

/c
m

at
54

0
G

H
z.

T
h
e

T
H

z
p

ol
ar

iz
at

io
n

w
as

p
ar

al
le

l
to

th
e

[0
10

]
ax

is
.

T
h
e

le
ft

si
d
e

w
as

m
ea

su
re

d
at

th
e

ov
er

la
p

of
S
p

ot
s

A
an

d
B

,
w

h
il
e

th
e

ri
gh

t
si

d
e

w
as

m
ea

su
re

d
at

S
p

ot
R

,
se

e
F

ig
.

3.
7.

T
h
e

si
d
eb

an
d
s

fr
om

S
p

ot
A

/B
w

er
e

n
ot

al
w

ay
s

fu
ll
y

p
ol

ar
iz

ed
,

se
e

F
ig

.
3.

9,
li
ke

ly
fr

om
ac

ci
d
en

ta
l

in
h
om

og
en

eo
u
s

av
er

ag
in

g
ov

er
st

ra
in

s.
S
p

ot
R

sh
ow

s
α

S
B
≈

0◦
w

h
en

α
N

IR
=

0◦
,

w
h
il
e

S
p

ot
A

/B
ob

se
rv

ed
α

S
B
≈

90
◦

fo
r

th
e

sa
m

e
ex

ci
ta

ti
on

p
ol

ar
iz

at
io

n
.

S
p

ot
A

/B
al

so
ob

se
rv

ed
gr

ea
te

r
el

li
p
ti

ci
ti

es
at

lo
w

er
-o

rd
er

si
d
eb

an
d
s

th
an

ob
se

rv
ed

at
S
p

ot
R

.

76



1 0 2 0 3 00 . 0

0 . 5

1 . 0

1 . 5

1 0 2 0 3 0

S p o t  A / B
De

gre
e o

f P
ola

riza
tion

S i d e b a n d  O r d e r

αN I R :

a )
S p o t  R

b )

Figure 3.9: Degree of polarization for the data sets used to create the fan diagrams of
Fig. 3.8. Four curves are shown for each fan corresponding to the αNIR measured to
produce the fan (shown schematically on the bottom left). (a) The DOP for Spot A/B,
where αNIR = ±45◦ (grey and blue, respectively) were well polarized, while αNIR = 0◦/90◦

were not perfectly polarized. (b) Spot R was well polarized for all measurements taken.
The black line is at 85% polarized as a guide for well polarized sidebands. DOP values
greater than 100% result from artifacts in the numerical fitting and errors come from the
errors to the fits, see Appendix D.

taken at Spot R.

Strain produced striking difference in the fans of Fig. 3.8. Neither fan showed evidence

for a dynamical optical axis. Spot R showed high degrees of ellipticity for low order

sidebands near αNIR = −30◦ and αNIR = 65◦, with the ellipticity decreasing at higher

orders. It can be roughly seen that αNIR > 0◦ (αNIR < 0◦) resulted in α > 0◦ (α < 0◦),

although there did appear a twist in α. The 8th-order sideband was roughly parallel with

the NIR laser at αNIR = 0◦, but the 30th-order had α = 0◦ for αNIR ∼ 15◦. This is

similar to the twist observed in the −9◦ fan shown in Fig. 3.2, to a smaller extent. By

comparison, the excitation at Spot A/B produced a significantly different fan. Firstly,

the sidebands from αNIR = 90◦ and αNIR = 0◦ were not fully polarized, see Fig. 3.9.

Figure 3.9(a) shows the degree of polarization (DOP) of the sidebands for the four αNIR
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datasets measured, with each αNIR shown schematically. For αNIR = 0◦,90◦, the DOP

for all the sidebands is between 50% and 85%. The remaining αNIR = ±45◦ excitations

were fully polarized. By contrast, Fig. 3.9(b) shows the DOP for Spot R, which shows

the sidebands were all well polarized (DOP> 85%). However, as four αNIR data sets

were measured and section 3.2 showed that only three sets are necessary to create a fan

diagram, subsets of the measurements can be used to check the consistency of the fan.

When subsets of three data sets of the four are used to produce a fan diagram for the data

from Spot A/B, each fan is similar to the one shown in Fig. 3.8, indicating the lack of

perfect polarization on two of the data sets does not significantly alter the polarizations.

The polarizations from Spot A/B were also drastically different from Spot R. At

αNIR = 0◦, the sidebands had larger magnitudes of ellipticity at lower orders, and that

ellipticity remained larger at higher orders relative to that of Spot R. Furthermore, α

from αNIR = 0◦ is at ±90◦, flipped significantly from the exciting NIR polarization, and

quite different from the results from Spot R where the sidebands for αNIR = 0◦ were

almost parallel to the lasers.

The lack of perfect polarization seen in Fig. 3.9(a) was likely a result of inhomo-

geneously integrating over various strain profiles. If the NIR excites excitons which

experience significantly different strain fields, Fig. 3.8 shows the polarizations from the

different strains can be quite different. However, the polarimeter used integrates over

all of the signal and is unable to distinguish sidebands which are generated from differ-

ent strains, resulting in partially polarized light. Furthermore, Fig. 3.8 shows there are
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strain values which can produce sidebands which are nearly perpendicular, such as the

αNIR = 0◦ data for Spot A/B compared to Spot R. Averaging over these strain regions

which would result in partially polarized light. For αNIR = ±45◦, however, the sidebands

are of similar polarization between the two fans, which wouldn’t be distinguished in the

degree of polarization. This result is consistent with the degrees of polarization measured

in Fig. 3.9(a).

3.4 Extracting Material Parameters

The experimental results so far have shown the sideband polarizations to be extremely

sensitive to slight changes of the material being studied. In this final section, I will discuss

progress being made to use this polarization data to extract information about GaAs

directly. The theory discussed here is a modified version from the original observation

of dynamical birefringence9 [9], and a more detailed description for the evolution of the

electrons and holes can be found there.

Overview of the Theory

From the optical selection rules discussed in Sec. 1.1.3, a circularly polarized photon

excites a subset of the Bloch wavefunctions at Γ. For example, a σ− photon will create

a |1/2〉 and |−3/2〉 electron heavy-hole pair, or a |−1/2〉 and |−1/2〉 electron light-hole

pair. Similarly, a σ+ photon will create a |−1/2〉 and |3/2〉 electron heavy-hole pair, or a

9This theory and code have been developed entirely by Qile Wu during a short post-doc study at
UCSB. The theory will only be briefly outlined here, and the details can be found in future publications.
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|1/2〉 and |1/2〉 electron light-hole pair. Because the initial particle states depend on the

components of circular polarization of the NIR, the theory begins by breaking a linearly

polarized NIR photon into the superposition of two circularly polarized photons,

σ± = ± x̂± iŷ
2

(3.7)

where x̂ (ŷ) is the unit vector along the [010] ([001]) direction of the crystal. This

lets one separate the dynamics from the two different excitation pathways to simplify

calculations.

While in experiments it is natural to use the Jones formalism from Eq. 3.2 in a

Cartesian basis, it is not a convenient form when discussing the theory. Instead, these

Jones matrices can also be written in the circular basis as,(
σ+

σ−

)
n

=

(
T++ T+−
T−+ T−−

)
n

(
σ+

σ−

)
NIR

(3.8)

where σ± corresponds to a photon with angular momentum ±1, respectively. Converting

between the J and T matrices can be done with the basis change,

T =

(
T++ T+−
T−+ T−−

)
=

1

2

(
e−iθ −eiθ
ie−iθ ieiθ

)†
J
(
e−iθ −eiθ
ie−iθ ieiθ

)
(3.9)

where θ is the orientation of the sample, θ = 0◦ corresponds to the THz parallel to

the [010] crystal direction. This transformation matrix comes from the basis change of

Eq. 3.7, and the sample orientation enters into Eq. 3.9 since the J matrices are defined

with respect to lab coordinates and not sample coordinates.

After the NIR photon creates an electron hole pair at some point within a THz

period, the second step of the calculations propagate the electron and hole through
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their respective bands. The 8-band Kane Hamiltonian, discussed in Sec. 1.1.1, is used

for calculating the band structure and wavefunctions throughout the Brillouin zone.

Minimal coupling with the conduction bands result in the electron remaining in the

same wavefunction in which they start, whereas significant coupling between the valence

bands cause the angular momentum of the hole to become a superposition of all the

valence band angular momentum states, which is a manifestation of the Berry Curvature

in the sample (Sec. 1.1.5). When the electron and hole recollide, a superposition of left-

and right-handed photons can be emitted based on the final state of the hole and the

selection rules of Sec. 1.1.3.

The propagation of the particles through momentum space is a computationally diffi-

cult task, and several approximations were made to simplify the calculations. A constant

dephasing factor was applied during the particle accelerations, which does not account

for LO phonons [10] nor for increased scattering rates proportional to the density of

states. It is also assumed that the Coulomb potential between electron and hole pairs is

too weak to affect polarization [126]. Furthermore, each electron-hole pair is considered

independent of other electron-hole pairs due to the low NIR intensities and the observed

linear NIR power dependence of Fig. 3.5.

A more significant approximation was to only include the paths through momentum

space for the hole which pass through the Γ-point. To understand the implications of

this assumption, consider the band structure of GaAs shown in Fig. 1.2. When a NIR

photon is incident with ~ωNIR = Eg
10, a population of electrons and holes will be excited

10For the sake of description, ignore the exciton and its binding energy
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at exactly the Γ-point. When driven by the THz field, the quasi-particles will move in

one dimension in the Brillouin zone along the direction of the THz. If the NIR photon

energy is greater than the band gap, ~ωNIR > Eg, the electron-hole populations will no

longer be localized to a single point in momentum space, but instead will be a ring in

momentum space. When this population is driven by the THz field, the majority of the

ring will not pass through Γ. Including all of these states in the calculations introduces

significant complexity and should contribute little to the overall dynamics for certain

experimental conditions which will be discussed below.

Extracting Strain

To best compare with the theory, experiments were performed using the hole coupler of

the FEL (see Sec. 1.3). This limited the field strengths to ∼6.5 kV/cm in the sample.

Furthermore, the NIR wavelength was set to λNIR=820.190 nm, which was lower in

energy than the dominant exciton of Spot G of Fig. 3.7, ensuring most of the electron-

hole populations were at Γ. The crystal orientation was such that the THz polarization

was nearly parallel to the [010] direction. The resulting fan diagram is shown on the

left of Fig. 3.10. A dynamical optical axis was seen at αNIR = 0◦ and αNIR = 90◦ where

the sideband polarizations followed the NIR polarization, similar to Fig. 3.3 when the

THz was parallel to the [011̄]. Another similarity was the flipping in chirality of the

sideband ellipticity for αNIR = ±45◦. In this dataset, however, the chirality is now seen

to flip twice, instead of just once. For αNIR = 45◦, the 8th-order sideband started with

right-handed light, flipped to left-hand in the next sideband, before swapping back to
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right-handed at the 28th-order sideband.

As an initial attempt at calculating the corresponding theoretical fan diagram, the

typical Luttinger parameters for GaAs were used for the Kane Hamiltonian, γ1 = 6.85,

γ2 = 2.06, and γ3 = 2.93 [25, 121, 9]. Uniaxial strain, denoted by X, was introduced to

the Hamiltonian using deformation potentials [121], but the value of the stress was left

as a free parameter11. The THz electric field strength was also left as a free parameter to

account for errors in experimentally calculating its value. The stress and field strength

were then varied to fit the theory to the experiment.

To fit the theory to experiment, the experimental T matrix was first extracted from

the polarimetry data. A corresponding T was calculated from theory for a given field

strength and stress and the difference in normalized T matrices between theory and

experiment was minimized:

min
FTHz,X

∑
n

∣∣∣∣∣
(
T+−,n

T++,n

)T
−
(
T+−,n

T++,n

)E∣∣∣∣∣ (3.10)

The sum is over the T matrix for each sideband and the T and E superscripts correspond

to the T for the theoretical calculation and experiment, respectively. The T matrices are

normalized to the respective T++ to account for differences in the normalization factors

which are not well accounted for between theory and experiment, but should not affect

fan diagrams. The justification for only using only one element of the T matrices will be

given below.

11Typically, one should be able to know the stress from the exciton splittings. Unfortunately, the
exciton lines shown in Fig. 3.7(b) for the spot used in experiments (Spot G) for Fig. 3.10 do not match
up with Eq. 3.6. It is unclear why this occurred, as the other absorbance spots do match Eq. 3.6.
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Calculating the T matrices for a single set of experimental conditions is lengthy,

taking about 10 minutes for each set of experimental conditions. For standard numerical

minimization techniques which would be used on Eq. 3.10, the function must be evaluated

at several positions. Instead of calculating the T matrices at every point during the

minimization for the field strengths and strains required, the theory was instead first

solved on a grid of field strength and strain values. For each step in the minimization,

the T matrices were then interpolated from the values in the grid12, and those T matrices

were used in Eq. 3.10.

When this calculation was performed, a minimum was found for a field strength of

6.6 kV/cm and a strain of 53 MPa. Unfortunately, the error function of Eq. 3.10 did

not yield a unique minimum, where increasing field strengths and stresses would show

a minimum valley. However, given the agreement between the field strengths and the

small splitting of exciton peaks in Fig. 3.7, which would indicate a small stress, the values

extracted from the theory are reasonable.

The calculated fan diagram for the T matrices which minimized Eq. 3.10 is shown on

the right side of Fig. 3.10. The main features of the experiment are well reproduced by

the theory. The dynamical optical axis is seen at αNIR = 0◦ and 90◦. The γ angles of the

sidebands for αNIR = 45◦ started right-handed at the 8th-order, flipped to left-handed,

and flipped back to right-handed by the 30th-order. However, the experiment observed a

greater number of sidebands which were left-handed (roughly the 10th - 22nd-orders) than

the theory (12th - 20th-orders). The α angles were also well reproduced by the theory,

122D interpolation was performed using scipy.interpolate.Rbf
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where α of the sidebands roughly followed that of the the NIR. The theory even captures

the ∼ 12th-order sideband remaining at α = 0◦ for most αNIR.

The agreement seen in Fig. 3.10 between the theory and experiment supports the

validity of the assumptions made in the theory. In these experimental conditions, in-

cluding only the trajectories which pass through the Γ-point appears justified, as does

ignoring multi-particle interactions. Overall, this provides substantial evidence that the

theory includes the key components of the electron-hole dynamics. With this agreement

in hand, it can now be asked what else can be extracted from the theoretical model.

Extracting Luttinger Parameters

While using HSG to extract the stress of the system is valuable, it is also possible to mea-

sure stress using more straightforward methods such as absorption [95, 112], differential

reflectance [71, 70], or birefringence [112, 22]. However, the T matrices include all of the

information about the dynamics of the quasi-particles, including the Hamiltonian of the

system. Is it possible to extract parameters of the Hamiltonian, such as the Luttinger

parameters in Eq. 1.5?

Under the assumptions of non-interacting particles and that the trajectories passing

through Γ dominate, it turns out some simple relations of the T matrices appear. In

these instances, one finds13,

13The derivation of these equations is left for a future publication
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T++ = T−− (3.11)

(γ2 cos(2θ)− iγ3 sin(2θ))T+− = (γ2 cos(2θ) + iγ3 sin(2θ))T−+ (3.12)

where γ2, γ3 are the Luttinger parameters, θ is the angle of the THz polarization to the

[010] crystal direction. Equations 3.11 and 3.12 should also be independent of strain and

sideband order. These relations show the diagonal elements of the T matrices are equal,

and the off-diagonal elements are related simply by the Luttinger parameters and crystal

orientation. Therefore, a large amount of information on the polarization is contained in

their ratio, which is why the error function of Eq. 3.10 was justified in using only that

ratio. Looking at Eq. 3.12, it indicates the ratio of the off-diagonal elements of the T

matrices could be used for extracting information about γ3/γ2.

To check the experimental agreement with these equations, Fig. 3.11 shows the ratios

of extracted experimental T matrices for three of the fans shown in this chapter. Since

these ratios are complex valued, Fig. 3.11(a) shows the magnitude of the ratios, while

Fig. 3.11(b) shows their complex phase. The ratios of the diagonal elements is shown in

grey curves and the off-diagonal is shown in red. The T matrices for the experiment in

Fig. 3.10, where good agreement between the theoretical and experimental fan diagrams

was observed, is shown as the solid curves with solid squares. The magnitudes of the

ratios of both the diagonal and off-diagonal elements are close to 1, in agreement with

Eqs. 3.11 and 3.12. The phases of the ratios ares also nearly 0◦, again in agreement with
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Figure 3.11: Ratios of components of the T matrices from experiment. θ = 0◦ (solid
squares, solid line) is from the data in Fig. 3.10, while θ = −42.5◦ (open circles, dashed
lines) and θ = −9◦ (open squares, dotted lines) come from the left and right side Fig. 3.3,
respectively. The ratios of the diagonal elements are plotted in grey and the off-diagonal
elements in red. (a) Magnitudes of the ratios of elements. Eq. 3.11 predicts all curves
should be 1, in rough agreement with all curves except the off-diagonal components for
θ = −9◦. (b) The complex phases of the ratios of elements of the T matrix. Eq. 3.11
predicts all arg(T−−/T++)=0◦, while arg(T+−/T−+) depends on the crystal orientation:
it should be near 0◦ for θ = 0◦, −50◦ for θ = −9◦ and −180◦ for θ = −42.5◦.
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Eqs. 3.11 and 3.12.

Since the experiment of Fig. 3.10 was taken at θ = 0◦, it unfortunately means that

it is not possible to extract information about the Luttinger parameters from this data

set via Eq. 3.12. Therefore, data at different crystal axis is also shown in Fig. 3.11: the

open circles shows data from the left side of Fig. 3.3, where θ = −42.5◦, and the open

squares is for the experiment shown on the right side of Fig. 3.3 where θ = −9◦.

For both datasets, Eqs. 3.11 and 3.12 expect |T−−/T++| = |T+−/T−+| = 1. This agrees

with the observed values for the θ = −42.5◦, and for |T−−/T++| for θ = −9◦. While it

also agrees for the low-orders of |T+−/T−+| for θ = −9◦, the ratio of the off-diagonal

elements increased in magnitude at higher orders, which is counter to the prediction that

Eq. 3.12 holds for all sidebands.

For the phases of the ratios, Fig. 3.11(b), Eq. 3.11 predicts all phases for the diag-

onal components to be 0◦. For the off-diagonal components, and assuming γ2 = 2.06,

γ3 = 2.93, Eq. 3.12 predicts arg(T+−/T−+)|θ=−9◦ = −49.6◦ and arg(T+−/T−+)|θ=−42.5◦ =

−173.0◦. This appears to agree well for θ = −42.5◦; arg(T−−/T++) is near 0◦ across all

sidebands, and arg(T+−/T−+) is moderately close when accounting for the phase wrap

around 180◦. The agreement of θ = −9◦ is less convincing, where arg(T−−/T++) is far

from 0◦, and arg(T+−/T−+) is only ∼ −39◦ at low orders. Furthermore, there is clearly

a dependence on sideband order for both ratios.

These disagreements of the experimental T matrices from Eqs. 3.11 and 3.12 make

it difficult to reasonably extract information about the Luttinger parameters from these
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datasets. These data were taken with λNIR =815.794 nm, which is a relatively large

photon energy and certainly larger than the band gap. In Fig. 3.7, the θ = −42.5◦ was

taken in the overlap of Spots E and D, while the θ = −9◦ data was taken at Spot D, both

of which have at least one band edge lower in energy than the NIR photon energy used.

This violates the assumption that only paths through Γ are significant, and if additional

paths must be considered for T matrices, then Eqs. 3.11 and 3.12 may no longer be

valid for these data. Furthermore, these data were taken at a relatively large THz field

strength, and it may be that other effects are not properly taken into account, such as

sample heating or exploring outside the valid regions of the Brillouin zone. However, the

agreement of the 0◦ data with Eqs. 3.11 and 3.12 provides a promising path forward to

using polarimetry data from HSG for extracting material parameters.

3.5 Conclusion

This chapter has introduced a vastly improved apparatus for measuring sideband polar-

ization and has shown the usefulness of dynamical Jones calculus for extracting infor-

mation about the materials studied. Figure 3.1 showed how sensitive the polarization of

the sidebands could be to different samples, while Figure 3.2 shows how sensitive they

are to crystal symmetries. The dynamical Jones matrices introduced in Figure 3.4 pro-

vide a tool for determining sideband polarization states for any given NIR polarizations,

which could be technologically relevant for tailoring polarization states of the teeth in a

frequency comb.
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Significant progress has been made to theoretically understand the underlying electron-

hole recollisions which result in the various fan diagrams observed. Improved sample

preparation to reduce the inhomogeneous strain to produce better quality data is re-

quired to fully test the predicted relations between T matrices, Equations 3.11 and 3.12,

to prevent inhomogeneously averaging over strain, as in Fig. 3.8 and Fig. 3.9. Alterna-

tively, intentionally strained samples, such as quantum well structures with mismatched

lattices, could provide another control over sideband polarizations by tailoring the strain

directly. Furthermore, if sufficient strain is introduced to significantly split the valence

bands, it would be easier to theoretically study an effective two-band model. High-order

sideband generation is well on its way to providing all optical measurements of band-

structure and material properties.
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Chapter 4

Beyond GaAs

All of the results discussed so far have come from a single family of materials, GaAs

based systems. GaAs and its heterostructures are well studied materials which provides

the benefit of an expansive amount of literature to compare results and better understand

the dynamics of the material. However, moving outside of this relatively simple material

would be extremely beneficial; different material would expand the viability of HSG

frequency combs as different materials with varying band gaps would greatly shift the

center frequency of the combs (see Chapter 2). Furthermore, a technique of measuring

material parameters (as discussed in Chapter 3) could be invaluable in new, less well

understood materials.

In order to observe high-order sidebands from a new material system, two fundamental

criteria must be met. The band gap of the material in question must be within the tuning

range of our excitation laser, 700-1000 nm (1.24 - 1.77 eV), and the Coulomb potential

92



must not be so great that the exciton binding energy is too large to allow tunnel ionized by

the field strengths allowed in the FEL (as defined in Eq. 1.30). Three new materials follow

these criteria while being easily acquired: MoSe2 and WSe2 in the family of transition-

metal dichalcogenides, lead-halide perovskites and carbon nanotubes (CNTs). In this

chapter, each of these material systems will be briefly introduced, followed by the results

of experiments to see HSG in each. Each section will wrap up with a discussion of how

the experiments could be improved and future steps towards observing HSG in these

materials at UCSB.

4.1 Transition-Metal Dichalcogenides

Transition-metal dichalcogenides (TMDs or TMDCs) fall under the realm of 2D Van

der Waals bonded materials which have regained significant interest since the isolation

of monolayer graphene [34]. With the ability to exfoliate high quality monolayers in

the same fashion as graphene, there is significant promise of making Van der Waals

heterostructures or ultra-thin electronics based on these materials [34, 116, 82]. These

TMDs exhibit a wide range of unique properties which make them interesting candidates

for investigating. For example, when taking these materials from bulk to discrete layers,

one finds the electronic properties depend significantly on the number of layers; as the

dimensionality is reduced by lowering the number of layers in a sample, the band gap

blue shifts and its character changes from indirect to direct at one layer [69, 138].

Two TMDs are of interest here, the 2D semiconductors WSe2 and MoSe2. The crystal
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structure of each is of layered hexagonal planes of Se-M-Se (M being tungsten or molyb-

denum) [116]. In momentum space, this results in a direct band gap at the K and K’

points in both bulk and monolayer (note that in the bulk, the minimum in the conduction

band shifts in momentum leading to an overall indirect band gap semiconductor [116]).

These materials also exhibit a large spin-orbit couping (SOC) which splits the valence

bands at the K points by ∼180 meV in MoSe2 [93] and ∼380 meV in WSe2 [131]. The

strong SOC results in differing optical selection rules for the K and K’ valleys [82], and

has been an active area of research for ultra-fast valleytronics for communication [82, 61].

This also results in two classes of excitons, the A and B excitons, which arise from holes

generated from the upper or lower valence band in the K valleys [131, 139, 138].

For both WSe2 and MoSe2, it is important to know whether experiments should

be performed at room temperature or low temperatures, and in bulk or monolayers.

Table 4.1 lists the band gap of each material (defined relative to the exciton state, not the

valence-conduction band splitting), the excitonic binding energy (Eb) for a neutral exciton

(X0) is shown. Furthermore, it is possible for a ‘trion’ to form in TMDs, discussed below.

The negative trion (X−) is also listed in Table 4.1, along with the Keldysh parameter (γ,

Eq. 1.30), and the maximum number of sidebands expected from the three step model

(Nmax, Eq. 1.29). The effective masses used in calculations were me = 0.70m0, mh =

0.55m0 for MoSe2, me = 0.53m0, mh = 0.52m0 for WSe2 [89], and a driving field of 540

GHz at 50 kV/cm in the material were used.

In both materials, in the bulk and monolayer limits and at room temperature or low
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Band Gap1

(eV)
Exciton Eb

(meV)
γ NMax

MoSe2
300 K ∼1.56 [5]

X0 ∼50 [19]2 X0 ∼0.284 X0 ∼460

Low T ∼1.63 [5]

ML MoSe2
300 K 1.58 [93] X0 ∼100 [5]3,

550 [108]
X− ∼30 [93]

X0 ∼0.942
X− ∼0.220

X0 ∼680
X− ∼450

Low T ∼1.64 [93]

WSe2
300 K 1.621 [61, 4]

X0 ∼60 [4] X0 ∼0.287 X0 ∼540

Low T 1.692 [4]

ML WSe2
300 K 1.665 [61, 4] X0 ∼370 [4]

X− ∼30 [4, 49]
X0 ∼0.713
X− ∼0.203

X0 ∼680
X− ∼530

Low T 1.744 [4]

Table 4.1: Parameters of two TMDs relevant to HSG. Lists the band gap
and exciton energy which are two important material parameters for HSG in
the current experimental setup. γ is the Keldysh Parameter, Eq. 1.30, which
determines the ionization of the exciton. Nmax is the maximum number of
sidebands expected from the three-step model, see Sec. 1.2 for reference.
Assumes a 540 GHz driving field at 50 kV/cm in the material. X0 refers to
parameters of the neutral exciton, while X− is the negative trion.

1 Measured from the valence band to the exciton state, e.g. Eg−Eb, the relevant value
for HSG to generate an exciton.

2 This is an order of magnitude estimate, based on the scaling from screening in 3D
compared to the monolayer case

3 This value assumed the spacings between the 1s-2p states of the exciton follow the
2D Rydberg, which is a bad assumption, as stated in the main text.

95



temperature, the required NIR photon energy to create an exciton was available by the

laser available during this work. In the bulk materials, the exciton binding energies are

significantly larger than even the quantum wells studied so far, but the Keldysh parameter

for reasonable fields from the FEL should be sufficient to tunnel ionize them. When

reduced to a single monolayer, the Coulomb potential is increased which results in more

tightly bound excitons [4, 5, 108] where tunnel ionization of the neutral excitons with

the fields available to the UCSB FEL is less probable. However, the increased Coulomb

interaction allows for the formation of trions, a negatively or positively charged exciton

which mimics H− or H+
2 [93, 82, 49, 4, 5]. TMDs are often intrinsically n-doped [115], so

the trion is often associated with the negative state (X−). The binding energy of the trion

is small enough that it is often thermally ionized at room temperature [115, 93]. While

the binding energies of the trion can be easily reported by the difference in energy of the

trion to neutral exciton peak (in absorbance spectra, for example), the neutral exciton

binding energy is slightly more difficult to measure. This is because the monolayer TMD

excitons cannot be described by 2D Rydberg states and less straightforward methods

must be used to estimate their binding energy [4, 5, 40, 64].

From Table 4.1, room temperature experiments on bulk WSe2 or MoSe2 or low tem-

perature monolayers (to access the trion) would be good targets for experiments with

minimal modification to the experimental apparatus of the rest of this thesis. Further-

more, HSG has been recently observed in bulk [60] and monolayer [61] WSe2. While

these reported studies were done at significantly higher THz frequencies and fields (20-40
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THz and 17-18 MV cm−1), it shows HSG is possible in these materials. Experiments at

lower field strengths and frequencies, such as those attempted here, may be useful and

yield more information about these material systems, especially around the K-points.

4.1.1 Attempts at HSG

Several samples of MoSe2 and WSe2 were provided by Kyle Seyler of Xiaodong Xu’s

group from University of Washington, transfered to 500 µm sapphire substrates with

an ITO backside coating. In the first set of experiments, monolayers of MoSe2 and

WSe2 were exfoliated and protected by an exfoliated layer of hexagonal boron nitride

(hBN), see Fig. 4.1. The top left of Fig. 4.1 shows a relatively large (∼ 15 × 40 µm)

WSe2 flake capped by the hBN. The MoSe2 flake is shown on the top center, which

fractured into several small pieces. The low temperature photoluminescence (PL) signal

for both samples is shown below, using a confocal microscope objective at the University

of Washington for signal collection1. Both flakes show the clear neutral exciton and trion,

in good agreement with Table 4.1. The WSe2 flake sees an additional broad feature is

seen peaked around 750 nm, which arises from defect bound excitons [4, 86, 105].

Initial experiments on these samples at UCSB were unsuccessful. The MoSe2 flake

was investigated first due to the proximity of the trion with the GaAs systems studied

in previous chapters. Experiments used 0.1 µW/µm2 of 1.625 eV (763 nm) excitation at

15 K with a driving field strength of 100 kV/cm in air at 540 GHz. Before any signal

1The relatively large NIR spot sizes and slow optics used at UCSB made it difficult to characterize
these samples, see Appendix A.2.5
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Figure 4.1: Samples of WSe2 and MoSe2 used for HSG experiments. Top left and center
show the monolayer flakes of WSe2 (left) and MoSe2 (center). Each is covered by a
monolayer of hexagonal boron nitride (hBN) to protect the monolayers. 20 µm scale bar
corresponds to both the WSe2 and MoSe2 figures. The top right shows the WSe2 flake
(circled) in the cryostat after attempts to see sidebands. The dashed ovals highlight the
damage to the ITO film. (Bottom) Low temperature photoluminescence of both samples,
measured at the University of Washington. Measured with a 0.5 numerical aperture (NA)
objective.
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Figure 4.2: Bulk sample used for second attempts of HSG. (Left) Microscope image of
the bulk (60 nm, ∼ 85 layers) sample of WSe2 . (Right) Temperature dependence of the
absorbance spectra of the sample. At 293 K (grey curve) a broad neutral exciton (X0)
is observed. At low temperature (15 K), the neutral exciton blue shifts. A shoulder is
observed which is attributed to excited states of the exciton (See ref. [4]), labeled (X0)n.

could be seen, THz induced damage to the ITO layer occurred [2], as shown in the top

right of Fig. 4.1. Before looking at the WSe2 sample, it was realized that the typical

NIR radius at the sample was ∼200 µm (see Appendix A) which was far larger than the

sample sizes as seen in Fig. 4.1. Faster NIR (f = 60 mm) focusing optics were inserted

which reduced the NIR spot radius to ∼10 µm. While the faster optics improved the

signal of PL due to a higher collection efficiency, HSG attempts were still unsuccessful.

One of the biggest concerns is the closed-cycle cryostat introduces vibrations which move

the sample by ∼10 µm, on the order of the lateral dimensions of the sample and the NIR

spot size. This made it difficult to ensure the NIR was hitting the sample during a THz

pulse.

As it is easier to fabricate bulk samples which are larger than monolayers, and there-
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fore easier to excite with optics and lasers, and the bulk exciton should be ionizable at

room temperature with the UCSB FEL, a second round of experiments was attempted on

exfoliated bulk samples. Figure 4.2 shows the optical microscope image of a 60 nm thick

flake of WSe2 with lateral dimensions of hundreds of microns. The large size made it

significantly easier to measure the absorbance at both room temperature and low temper-

ature, right side of Fig. 4.2. At room temperature, the neutral exciton peak was visible,

which was enhanced and blue shifted when it was cooled low temperature, agreeing with

Table 4.1. The peak around 715 nm is attributed to the excited states of the exciton (2p

etc.).

Figure 4.3 shows the experimental results for the bulk WSe2 flakes for room temper-

ature excitations with a NIR excitation intensity of 2 µW/µm2, with 100 kV/cm of 540

GHz driving radiation. Figure 4.3(a) shows the integrated strength of the 2nd-order side-

band as a function of NIR excitation frequency, while the intensity of the excitation was

kept fixed. Similar to reference [60], the sideband strength roughly followed the excitonic

resonance. However, additional oscillations were observed due to the presence of a strong

NIR Fabry-Perot cavity from the substrate which lacked an anti-reflection coating, see

Sec. B.2.

The optimal NIR frequency was then used to determine how many sidebands could

be observed. Figure 4.3(b) shows the resulting spectra for a NIR excitation of 761.6 nm

(1.628 eV). To understand potential influences from dynamical birefringence on the side-

band strengths (see Chapter 3), sideband signal was measured for the NIR polarization
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Figure 4.3: Results of sideband experiments from the bulk WSe2 sample of Fig. 4.2.
(a) Normalized signal of the 2nd-order sideband as a function of the frequency of the
NIR excitation (green curve, right axis). Overlain is the absorbance around the neutral
exciton (shaded grey, left axis). The polarization of the NIR laser was parallel to the THz
polarization. The signal roughly follows the absorbance peak, but is strongly modulated
by the sapphire-ITO substrate cavity. (b) Raw spectra of the low-order sidebands for the
NIR polarization parallel (red) and perpendicular (grey) to the THz polarization. NIR
frequency was set to 761 nm. Vertical lines at each point denote the error bars (standard
error of the mean). The laser was measured for each polarization (not shown) and signal
was normalized to the maximum of the laser signal. Inset schematic shows the relative
NIR to THz polarizations (THz was kept horizontally polarized).
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parallel (perpendicular) to the THz polarization in red (grey)2 with detection parallel

to the excitation laser. With parallel laser fields, only the second order sideband was

observed. With perpendicular excitation, a stronger 2nd-order sideband was observed,

as well as a 1st-order. Unfortunately, the signal was too weak to adequately measure

the THz field strength scaling to reproduce Fig. 1 of Ref. [60]. After only a few hours of

measurements, damage occurred to the ITO substrate, similar to the top right of Fig. 4.1,

and no further experiments were possible.

4.1.2 Future Direction

It is unclear how fruitful continued investigations of the monolayer TMDs would be in the

current setup, where vibrations are too large. Figure 4.3 indicates, however, there may

be more to be learned from studying the bulk material. As a first step, improvements to

the ITO coating to prevent destruction of the samples would be necessary, see Sec. B.1.

Another significant enhancement can come from greatly increased NIR intensities. Ex-

periments here were limited to ∼ 2µW/µm2, while it is possible to excite monolayers with

at least an order of magnitude larger intensities [108] or two orders for bulk [5]. If low

temperature experiments are desired, a liquid helium flow cryostat may be preferred to

prevent sample positional shifts due to vibrations, or better design of vibrational isolation

in the current system.

Unfortunately, even with these improvements, it is not certain whether non-perturbative

2Note that it was not possible to determine the crystal axes of the sample, making it unclear what the
polarizations were with respect to the symmetry axes of the crystal. However, Reference [60] indicates
it should not matter for HSG.
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Figure 4.4: Crystal structure of methylammonium lead iodide. The iodide atoms form
an octahedron with a lead atom at the center. A methylammonium group sits at the
center of a grouping of these octahedron. Adapted from [32].

sidebands (e.g. those arising from HSG) could be observed with the THz driving fields

available at the UCSB FELs. Langer, et al showed that non-perturbative sidebands

from bulk WSe2 , which is an indicator of HSG [133], took field strengths in excess of 1

MV/cm. Furthermore, the scattering rates of TMDs are estimated on the order of 150

fs−1 [86], which would scatter electrons and holes well before they can recollide for the

time scales from the UCSB FELs (Sec. 1.2 and Chapter 2).

4.2 Lead-Halide Perovskites

Another class of materials investigated was the family of hybrid halide perovskites, with

a schematic chemical formula ABX3 where A is an organic complex, B is a heavy metal,

and X is an element from the halides. One of the most common forms is CH3NH3PbI3,

also known as methylammonium lead iodide, or MAPbI3. The crystal structure of the
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perovskites is depicted in Fig 4.4. MAPbI3 and related materials have been of significant

interest due to to their potential applications in solar cells [72, 30, 81] or LEDs [102]. Hy-

brid perovskites are processed at relatively low temperatures and from solutions, which

make them significantly more straightforward to manufacture than typical solar cell ma-

terials [102].

At room temperature, MAPbI3 has a tetragonal symmetry structure with a band

gap around 1.60 [102]-1.64 eV [29]. As the temperature decreases, the band edge red-

shifts (counter to typical expectations with semiconductors [25]) [29]. Around 160 K, the

crystal undergoes a phase transition from the tetragonal symmetry to an orthorhombic

phase [32, 75, 29, 42], blue shifting the band edge by ∼60 meV [29]. Further decreases in

temperature again red-shift the band edge to roughly 1.64 eV at 4.2 K [29]. The overall

band gap as a function of temperature spans between 1.6 - 1.7 eV [29], well within the

range accessible to experiments at UCSB. In addition to changes in the band gap by

temperature, it can also be tuned by changing the organic compound [30, 81, 42] or the

halide [39, 42].

The binding energy of an exciton in these materials, the second important parameter

for determining the efficacy of HSG, is not well understood. Early experiments attempted

to extract the low temperature exciton binding energy from magneto-absorption experi-

ments [44, 103], and yield a binding energy of 37-50 meV. These measurements, however,

depended on the value of the dielectric screening in the material. The high-frequency di-

electric value (ε∞ ≈ 6.5 [44, 15]) was used, claiming the binding energy is lower than the
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Figure 4.5: Low temperature absorbance of the MAPbI3. The exciton peak is readily
visible around 755 nm.

LO phonon energy (ELO ≈ 38.4 meV [75]), which justifies the use of ε∞ (see Section 9.2

of [55], or Section 2 of [42]). If the static dielectric value is used (ε0 ≈ 25.7 [15, 32, 75]),

the binding energy of the exciton would only be 2 meV [75].

Other techniques for measuring the binding energy of the exciton also result in a

significant spread of energies [42]. The structural phase transition also further complicates

the measurements as the binding energy may change in the different phases. However,

assuming the higher binding energy of 50 meV, and a reduced mass around 0.2m0 [32,

75, 103, 44, 42], the Keldysh parameter (Eq. 1.30) is γ ≈ 0.23 for 35 kV/cm at 540 GHz

and any exciton should be readily ionizable by the fields used in experiments.

4.2.1 Attempts at HSG

A polycrystalline sample of MAPbI3 on 500 µm unprocessed sapphire was provided by

the Chabynic Group in the Materials department at UCSB. Figure 4.5 shows the mea-
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Figure 4.6: Results of HSG experiments in MAPbI3. (a) Raw low-order sideband spec-
tra for the NIR polarization parallel (red) and perpendicular (grey) to the THz laser.
Inset schematically shows the relative polarizations of the NIR to the THz. Signal was
normalized to the maximum of the 2nd-order sideband. The THz field strength was ∼45
kV/cm (in air), NIR wavelength was 755 nm, and NIR power of 75 mW. Both orien-
tations observe a 2nd-order sideband. Parallel polarization shows hints of a 4th-order.
(b) Dependence of the sideband signal (the signal is proportional to the power in each
sideband) on the THz field strength, FTHz. The sideband signal was well fit to F 4

THz,
indicating the perturbative nature of the sideband signal. Dashed lines in (a), (b) mark
the zero-signal offset.

sured low temperature absorbance spectrum. The peak near 755 nm is attributed to the

exciton, and its position and width agree well with published low temperature values [29].

Experiments were performed at low temperatures so the quantum well samples discussed

in previous chapters could be used to align the optics and lasers.

Preliminary experiments were performed using 600 GHz with the NIR laser tuned

to 755 nm with 75 mW of NIR power (∼ 600 mW/mm2). The substrate used for the

experiments was not coated in ITO which resulted in lower maximum field strengths

available (See Appendix B). The results of the sideband experiments are highlighted in

Fig. 4.6.
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Figure 4.6(a) shows the signal of the first four sideband orders for the NIR polar-

ization perpendicular to the THz polarization (grey) and the 2nd- and 4th-orders when

the polarizations are parallel (red). The maximum THz field strength was used, and the

signal in each spectra was normalized to the maximum of the second order sideband.

While a second order sideband was observed in both polarization orientations, no further

sidebands were observed for the perpendicular polarization. The parallel polarization

shows hints of a 4th-order sideband.

To help determine the physical origin of the sidebands, the power in the second order

sideband is plotted as a function of THz field strength in Fig. 4.6(b) for the laser field po-

larizations perpendicular to one another. The measured sideband signal was proportional

to the power in each sideband. If the sidebands were perturbative in nature, the signal in

the 2nd-order sideband should scale with the 4th-power of the THz field (FTHz) [14, 96]. A

fit of the data to F 4
THz is overlain in green, and the good agreement between the data and

fit indicates this signal is likely the result of perturbative nonlinearities. An extraction

of the nonlinear parameter, χ(3) is not directly available from this data due to a lack

of appropriate normalization of detectors such as done for the TMDs in Fig. 4.2, but

to repeat experiments and properly normalize would be relatively straightforward. Note

that the field strength reported in Fig. 4.6 is the in-air field strength (counter to the in-

material convention used in previous chapters). Scaling the field strength to the material

requires knowledge of the permittivity of the material at that frequency. However, the

permittivity is strongly frequency dependent [110, 65] and there is no good measurement
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of the permittivity at these frequencies.

No further experiments were performed with this sample. These materials degrade

quickly in the presence of water [32, 26] and the sample quality deteriorated significantly

before other experiments were possible.

4.2.2 Future Direction

One of the most significant improvements for future experiments would be to request

single-crystal MAPbI3 [110] instead of polycrystalline. The grain size in these samples is

estimated to be a few hundred nanometers3. With a relatively large NIR spot size several

orders of magnitude larger than the grain size could result in incoherent averaging over

the various grains, reducing the signal quality. Another significant improvement would

be to use the ITO backed substrates which have been successful previously, and could

push the signal out of the perturbative regime.

It is difficult to find literature on the scattering rates of these materials due to their

relatively recent rise in interest. Recent experiments of THz time-domain spectroscopy

observed optical conductivities which were well described by the Drude model [110]. The

scattering rate extracted from these experiments result in a rather short τ ≈ 70 fs, which

would be problematic for the long trajectories in HSG. However, it is possible investigat-

ing other materials in the hybrid-metal perovskite family could be beneficial; experiments

replacing the methylammonium with formamidinium (creating FAPbI3) observed a 5-fold

increase in carrier lifetimes at room temperature [140]. If the short lifetimes of MAPbI3

3As estimated by the grower
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is one of the limiting factors in observing HSG, FAPbI3 would be a promising avenue to

explore.

4.3 Carbon Nanotubes

The final foray into new materials also attempted to investigated lower dimensionality

effects on HSG. Graphene, the well-known 2-dimensional atomic layer of graphene, can

be rolled along an axis to produce nanotubes, often called carbon-nanotubes (CNTs), see

Fig. 4.7. Figure 4.7(a) depicts a single layer of graphene where ~R1 and ~R2 are the unit

vectors. Various lattice vectors describe by a sum of these unit vectors, ~R = m~R1 + n~R2

are given the shorthand notation (m,n). A CNT is formed when the graphene is rolled

along one of these unit vectors (i.e. the vector ~R is tangent to the circumference of the

nanorod), Fig. 4.7(b). Higher symmetry CNTs are formed when along the (n, 0) (zigzag)

or (n, n) (armchair) directions. CNTs have been of great interest in applications such

as 1D electronics [3], broadband optical components [41], or using their high-strength

composites [12].

The density of states of CNTs exhibits van Hove singularities due to its 1D na-

ture [25, 76]. When m − n = 3l, where l is an integer, the CNT will display metallic

characteristic where there are a finite number of states at the Fermi energy, otherwise

they are semiconducting [76]. Figure 4.7(c) displays a schematic DOS for carbon nan-

otubes using the forms derived by Mintmire and White [76], while the relative spacing

between energies is from Kataura et al [52]. The semiconducting character (grey curve)
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Figure 4.7: Description of carbon nanotubes (CNT). (a) 2D graphene lattice with the

unit vectors ~R1 and ~R2. An arbitrary vector between graphene unit cells can be written
as a linear combination of the two unit cell vectors, ~R = m~R1 + n~R2, which can be
written with the shorthand (m,n). When the graphene sheet is wrapped around one
of these unit vectors, a CNT is formed. If the wrapping vector is described by (m,n)
with m = n, it is called an armchair CNT. If n = 0, it is called a zigzag CNT. (b)
Depiction of a (3, 0) zigzag CNT. (c) Schematic of the density of states of for a collection
of CNTs of various (m, n) values. The distinction between the metallic states (red) and
semiconducting (grey) is shown. Relative energy scales taken from [52] and functional
form follows [76]. ES

11 denotes the first exciton gap of the semiconducting tubes, ES
22

denotes the second-highest, resulting from the second quantized levels of the CNT, not
the excited exciton states. EM

11 is the first metallic exciton. Semiconducting CNTs show
a zero density of states in band gap while the metallic states show a finite density of
states.
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shows no states exist in the center of the gap, and the lowest energy transition is the ES
11

corresponding to the highest hole band to lowest electron band transition. The metallic

character (red curve) shows a finite density of states, and the lowest energy transition

EM
11 is larger than the semiconducting character. In general, decreasing the tube diameter

will increase E
M/S
11 , while for an equal tube diameter, EM

11 > ES
11 [76, 52, 119].

The wide tunability of CNTs through their diameter and chirality enables them to

be ideal candidates for testing HSG in 1D. Several small tube diameters, dt, of various

(n,m) yield ES
11 (for dt ≈ 5Å) or ES

22 (for dt ≈ 12Å) in the energy range of 1.5-2 eV [119].

The binding energy of the excitons in these systems is also highly dependent on the

tube diameter and chirality. Theoretical predictions expect the binding energy to range

between ∼100 meV to ∼1 eV [98, 85, 87, 137]. Experiments measuring the exciton

binding energy agree with this sensitive dependence on tube parameters, but there is no

consensus on magnitudes [114, 87, 137]. Furthermore, determining the effective mass is

difficult, as it also depends on the tube dimensions [85], and the dielectric screening to

determine the electric field within the material (for calculating the Keldysh parameter)

is not well established for all tubes [85]. However, for an order of magnitude estimate,

assuming an effective reduced mass of m ≈ 0.1m0 [114, 3], a reasonable binding energy of

Eb = 500 meV and a relative dielectric constant ε = 14, the Keldysh parameter for a 100

kV/cm, 540 GHz field is γ ≈ 0.2, which indicates tunnel ionization should be possible.

4A valid assumption for the thin films used for experiments below, according to communications with
Jun Kono
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Figure 4.8: CNT samples used for HSG experiments. (Top) Microscope image of the
CNTs. On the left side, the tubes are parallel to the short-axis of the substrate, while
those on the right are parallel to the long axis (THz polarization is parallel to the short
axis). (Bottom) Polarization sensitive absorbance spectra of the CNTs. When perpendic-
ular to the tube axis (red), no significant spectral features were observed. When parallel
(grey), peaks were seen attributed to the first exciton of the metallic state (EM

11) and the
second of the semiconducting (ES

22), as labeled.

4.3.1 Attempts at HSG

Thin film (∼200 nm) sheets of aligned carbon nanotubes on 500 µm sapphire with an ITO

backside were provided by Weilu Gao from Jun Kono’s group at Rice University. The top

of Fig. 4.8 shows a microscope image of the nanotube films. Using a novel technique for

generating large domains of homogeneously aligned tube [41], two domains were provided

which provided the opportunity for the tubes to be parallel or perpendicular to the
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driving THz polarization. The bottom of Fig. 4.8 shows the polarization sensitive room

temperature absorbance of one of the films. When the light was polarized perpendicular

to the long axis of the tubes there was no significant absorbance or any features, while

peaks are clearly present when parallel to the tube direction [41, 62]. These films were

produced by arc discharge methods, which produce a variety of (n,m) tube configurations

with an average tube diameter of 1.4 nm [52, 41]. In the absorbance spectrum taken, the

first metallic transition EM
11 was visible around 720 nm and the second semiconducting

transition ES
22 at 1000 nm, and both were very broad due to the large assortment of

tubes. The first semiconducting transition ES
11 would occur around 0.65 eV (2 µm) and

is outside the range of the detector.

Initial experiments were performed at 15 K (to allow alignment with quantum well

samples), and quick low-temperature absorbance measurements did not show the transi-

tion energies shifting significantly. The NIR laser was tuned to 731 nm, polarized parallel

to the axis of the rods, with 15 mW of power5. The THz frequency was set to 540 GHz.

At ∼45 kV/cm in air, damage to the sample seemed to appear. The THz field was low-

ered to 10 kV/cm (using the hole coupler of the FEL) to prevent further damage. The

NIR frequency was swept from 700-760 nm while monitoring for a 2nd-order sideband,

but no signal was observed. Given the lower THz field strength, the Keldysh parameter

was 1.8 for these experimental conditions, which would not be significant enough to ionize

an exciton in this system.

Upon warming the sample, the “damage” vanished, indicating there was likely an ice

5The laser was unable to provide sufficient power to have 50 mW as in previous experiments.
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Figure 4.9: Microscope image of the CNT samples after a few rounds of experiments.
The top left corner of the sample has been blackened after extended exposure to THz
radiation. The blue circle depicts the rough position and size of the THz which caused
the damage. The THz polarization was parallel to the short edge of the sample.

layer formed on the sample, which the THz was able to vaporize. A second attempt at

observing sidebands was performed at room temperature to better match the absorbance

peaks. Furthermore, the thermal conductivity of CNTs at room temperature is higher

than low temperatures [45], which was believed to lessen potential damage from the FEL.

Experiments were again performed with 15 mW of 731 nm NIR excitation. The THz

field was increased to the maximum of 100 kV/cm in air at 540 GHz. As before, the

NIR excitation frequency was swept across the EM
11 resonance from 700-740 nm while

monitoring for a 2nd-order sideband, with no signal seen. The NIR laser was then kept at

the peak of the EM
11 resonance and no sidebands were observed from n = 1 to n = 12. After

an hour of measurements, significant damage started to occur to the sample, see Fig. 4.9.

The cyan circle represents the rough position of the THz beam during experiments.

The top left edge of the sample has been blackened due to THz heating of the sample,

destroying the CNTs and forming graphite.
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4.3.2 Future Direction

Any further experiments on CNTs would greatly benefit from a different selection of

CNT diameters and chiralities. Firstly, it is unclear what the effect of the metallic states

were on experiments; while it is expected the metallic states support the existence of

excitons [98], the presence of low-energy states which can be excited and driven by the

THz field directly may lead to significant heating effects which would not be present in the

semiconducting tubes alone. Furthermore, a single species of CNTs has a rather narrow

absorption peak [62, 41]. The broad peaks observed in Fig. 4.8 are inhomogeneously

broadened due to the large variety of tubes present. The narrow frequency NIR laser is

therefore only exciting a small portion of the CNTs and lowering potential signal. Thus,

purified CNTs which contain only one chirality (which is chosen to be semiconducting)

would be a significant improvement and would provide a cleaner system to study.

The tubes should also be chosen to have resonances which better match the current

setup (alternatively, new optics and lasers and detectors could be purchased to enable

investigations at the wavelengths required for the tubes studied here). For example,

HiPco (a process of forming CNTs under high pressure carbon monoxide) produces tubes

with diameters of 0.9-1 nm [41], which provides a better match of the ES
22 transition. One

caveat may be that a narrower tube will also result in tighter exciton binding [114, 137].
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4.4 Conclusion

High-order sideband generation in three novel material systems has been studied. While

none of the systems produced high order sidebands at UCSB, WSe2 and MAPbI3 both

showed perturbative second order sidebands. Improvements to the setup and, more

importantly for MAPbI3, improvements to sample quality are promising avenues forward.

No signal was observed from carbon nanotubes, but higher-quality samples should be

feasible and would be a superior testing ground for observing HSG.
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Appendix A

Experimental Procedures

Here, I will provide a rough outline of various components for doing a typical day of

experiments. Appendix C will discuss the details of the data collection/processing soft-

ware, and Appendix D will discuss the setup and calibration of the polarimeter used for

all of the Dynamical Birefringence work we’ve done. Hunter Banks’ PhD. thesis has an

overview of many of the same instruments, in some cases in more details.

A.1 Sample Details
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Figure A.1: Absorbances of the four samples listed in Table A.1 at 15 K. The samples
have been transfered to a sapphire substrate, as describe in Appendix B.

Four GaAs based quantum well systems have been studied extensively in this work.

The details of the growths are listed in Table A.1. After processing the samples as

described in Appendix B, the absorbance spectra of each sample is shown in Fig. A.1.

The peak at 820 nm for the 10 nm GaAs QW arises from the 150 nm GaAs protective

caps.

A.2 Optical Setups

A.2.1 Standard experiment setup

Figure A.2 provides an overview of the optical table used in all experiments. NIR ra-

diation (red lines) is produced by an M2 SolsTiS pumped by a Lighthouse 7W-Sprout.

Immediately at the output of the SolsTiS is a mirror on a flip mount (arrow 1 in Fig. A.2)

which can send the output into a power meter to measure the full laser power, for di-
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agnostics. When the mirror is not in, the light is sent through a half-wave plate and

polarizer1, which serve to attenuate the laser. The rejected light from the polarizer is

sent into a beam dump (LBM1). A small amount of light is picked off and fiber coupled

into a WS6-600 wavemeter for monitoring the wavelength, see Sec. A.5.2. An AOM is

used to temporally overlap the NIR with the FEL, and the 0th-order beam is clipped by

an iris and another beam dump.

A long pass spectral filter removes amplified spontaneous emission from the SolsTiS

which can affect sideband signal. In the majority of experiments, an f = 500 mm focuses

the NIR laser onto the sample, resulting in a spot diameter of ∼ 250 µm at the sample.

After the lens, a set of a quarter-wave plate and half-wave plate are used to provide any

polarization state at the sample. The beam is sent through an ITO coated slide which

collinearizes the NIR with the THz. After the sample, a 500 mm lens2 collimates the

signal and a half-wave plate matches the polarization of the signal. A smaller focus at

the sample can be accomplished by swapping the 500 mm focusing lens with a shorter

focal length. Arrow 3 points to a flip-mounted mirror which controls sending the light

between the SPEX and PMT, or the Acton spectrometer and EMCCD.

When sent towards the EMCCD, a polarizer is used to ensure high-quality polar-

ization, which improves the function of the short-pass filter immediately after it. This

short-pass filter serves to remove the laser before sending the signal with sidebands into

1The beam is periscoped from the 65 cm output of the SolsTiS to the 5 inch table standard before
the attenuation section

2Arrow 2 points to a removable mirror for the PAX, see Sec. A.2.3
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the EMCCD. A lens3 matching the f -number of the spectrometer focuses the signal onto

the spectrometer slits, where it can be imaged on the EMCCD.

When sent to the SPEX, the signal is simply routed into the SPEX monochromator

(Arrow 5 points to components of Sec. A.2.4). As with the other spectrometer, a lens is

used to focus onto the slits of the SPEX.

THz radiation (green beam) is coupled in from the FEL optical transport system,

entering in from the lower-left of the figure. A beam splitter picks off a small portion

to be sent to a pyroelectric detector (pyro) for reference. A pair of wiregrid polarizers

are placed after the beam splitter which are used for attenuation. The first polarizer is

free to rotate, while the second is fixed to pass horizontal polarization. The attenuator

is placed after the beam splitter so the pyro will always measure the full beam power. A

5” off-axis parabolic mirror focuses the THz spot to a nearly diffraction limited spot of

0.5 mm diameter (at 540 GHz). The ITO has roughly a 70% reflectance.

A.2.2 Measuring THz power

For measuring the absolute THz power, a magnetically mounted off-axis parabolic can

be inserted (Arrow 6) which focuses and directs the THz radiation onto the Thomas

Keating (TK) power meter. Note that the FEL should never be focused directly on the

film. As depicted in Fig. A.2, the focus of the FEL is slightly before the TK and a

diverging beam is what is incident on the TK film. The mirror for the TK is placed after

the attenuator so the power going to the sample can be measured directly.

3Mirror 4 is discussed in Sec. A.2.5
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In experiments, it is often more useful to discuss the electric field strength in the

material. Since the TK measures the power of the FEL in the entire pulse in air, the

electric field strength must be calculated. Throughout this work, a modified version of

the calculation used in the original HSG paper [133] has been used

FTHz = Eeff

√
2RITOTwindowP

Aε0cn
(A.1)

Here, FTHz is the electric field strength in the sample; Eeff is the electric field enhancement

from the ITO, see Sec. B.1; RITO is the reflectance of the ITO used to combine the NIR

and THz beams, see the previous section; Twindow is the power transmission of the cryostat

window; P is the power measured by the TK, A is the area of the THz spot; n is the

index of refraction; ε and c are the standard constants.

Towards the end of this thesis, I began to suspect Eq. A.1 is not correct for the

experiments performed here4. Furthermore, the presence of a cavity from the sapphire

and ITO on the sample (see Appendix B) make it difficult to apply a single iteration of

the Fresnel Equations at the sample surface. Instead, a full transfer matrix analysis was

performed [136]. To apply transfer matrices to the system, the thickness of each layer

and the optical impedance as a function of frequency must both be known. While this is

moderately well known for the sapphire, the properties of the ITO coating are less well

understood, as it is grown on campus (see Appendix B).

Instead of measuring the properties directly (potentially through ellipsometry), I

thought it easier to extract the parameters of the sapphire and ITO cavity using the

4Nor in our DBR [9] or OE [109] papers
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Figure A.3: Extracting sample substrate cavity parameters. Three sapphire substrates
have been fabricated over the course of this work. The light colors show the measured
data for the three substrates, fabricated in April 2015 (blue), August 2016 (red) and
October 2018 (green). The darker colors correspond to fits to extract the parameters of
the transfer matrices for each, assuming the ITO is described by the Drude model. Only
the data from 2015 is accurately fit by this model.

field enhancements measured from the VNA. The transfer matrices were defined by,

T =

(
cosφ −iZ sinφ

−iZ−1 sinφ cosφ

)
(A.2)

where Z is the optical impedance and φ = n∗d∗ω/c with n and d the index of refraction

and thickness of the material, respectively. The index of sapphire was taken to be 3.06

and constant in this frequency range [83, 38], and the thickness was a free parameter.

The index of refraction of the ITO was fit to the Drude model,

n2 = ε = ε∞ −
ω2
p

ω2 − iω/τ
(A.3)

ε∞ is the high-frequency permittivity, ωp and τ are the plasma frequency and scattering

rate, respectively [20]. ωp, τ and the thickness of the ITO were left as free parameters.
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Figure A.3 shows the VNA measured reflectance for three different substrates in light

colors. The corresponding dark colors are the fitted reflectances for each data set to

determine the transfer matrix corresponding to the sapphire/ITO cavity. While the fit

is good for the S0415 substrate5, it is not a good fit for the other two substrates. It is

unclear why this is the case, but the good fit can be used to analyze the effects of the

substrate.

Using the fitted transfer matrix for the cavity for S0415 from Fig. A.3, Fig. A.4

shows the comparison with and without the sample, where the sample index of refraction

was fixed at 3.59. The top shows the real space oscillations while the bottom shows

the frequency dependence. In general, a negligible change in the field is observed. In

frequency, a slight blue shift is expected (bottom right). This was actually observed in

experiments (bottom left), but we originally thought the shift was due to drift in the

VNA between measurements.

From the top of Fig. A.4, it is clear that the thickness of the GaAs samples is signifi-

cantly smaller than the wavelength of the THz used in experiments. This small thickness

may be why there is no significant change in the electric field enhancement when the

sample is included. Given these results, it would indicate the correct field strength in the

sample would be given by,

FTHz = Eeff

√
2RITOTwindowP

Aε0c
(A.4)

which differs from Eq. A.1 by a factor of 1/
√
n. In GaAs, this results in an increase in

5For some unknown reason, an additional 16 GHz overall frequency shift was required to achieve
adequate fit.
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Figure A.4: Transfer matrix calculations with and without sample. (Top) calculated
position dependence with (blue curve) and without (red curve) the GaAs sample using
the substrate transfer matrix for S0415 from Fig. A.3. The surface of the sapphire is at
position 0. The inset shows the zoom (width 10 µ) around the GaAs, observing practically
no difference in the effective field in the sample. (Bottom) Shift in the frequency of one
of the cavity peaks with and without the sample. The left side is measurement before
and after transferring the epitaxial GaAs (technically done in a QW), and the right side
is the calculated shift.
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2

λ/4

Figure A.5: Polarization measurement in the optical setup. The Thorlabs PAX (red
square) can be used by removing mirror 2 and sending the NIR light in. To measure the
polarization of the sidebands, the custom polarimeter is used and positioned between the
cryostat and mirror 2. It is placed on a magnetic mount to be swapped in and out.

the field strength by a factor of ∼
√

3.6 ≈ 1.9. The field strengths in the sample quoted

throughout this work continued to use Eq. A.1 while this issue is further investigated.

A.2.3 Polarization Measurements

An important part of this thesis has been measuring polarization states of light. Fig-

ure A.5 shows a zoom of the components which have enabled this. The red square is the

Thorlabs PAX1000IR1, described in Sec. A.5.4. Arrow 2 points to a removable mirror

so the NIR laser can be sent into the PAX. It is important that no mirrors or optically

active components are between the PAX and the position where the polarization state

must be measured.

The PAX is not suitable to measure the polarization state of the sidebands as they

are not a CW signal. To measure the polarization state of the sidebands, a custom

polarimeter was designed and built which synchronizes to the FEL, see Appendix D. The

polarimeter (directly behind the cryostat in Fig. A.5) is a Thorlabs K10CR1 rotation

stage with a quarter-wave plate mounted within it, and a fixed polarizer mounted behind
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Light Source

Camera

Figure A.6: (rotated) Schematic of the imaging system. A white light source provides
illumination. An f = 200 mm lens focuses the light onto the sample while collimating
the reflected light off the sample surface. A Thorlabs camera then records the reflected
image.

it on 30mm cage components. The whole system is mounted on a magnetic mount (the

grey baseplate) which allows it to be snapped in and out during experiments without

requiring realignment.

A.2.4 Imaging System

The introduction of an imaging system, depicted in Fig. A.6, to the setup to view samples

greatly eases aligning the NIR laser and sample. A light source (Thorlabs QTH10 Quartz

Tungsten-Halogen Lamp) provides illumination of the sample after being reflected by an

8% pellicle beamsplitter . A 200 mm lens focuses the light onto the sample, and also

collimates the reflected signal from sample surface. The light is then focused onto a

CMOS camera (Thorlabs DCC1545M) using a 200 mm lens. Another pellicle directs the

white light after the focusing lens onto the sample. It is mounted on a magnetic mount

so it can be removed, which allows more NIR power to reach the sample.

It is possible to swap out the 200 mm sample focusing/collimating lens with a shorter

focal length to achieve a higher magnification. For the transition-metal dichalcogenides

studied in Chapter 4, the lens was replaced with a 60 mm lens. One complication is
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the tight space on the optics table in this region, and the 60 mm lens had to be placed

between the pellicle and the ITO. This places it in the beam path of the NIR laser, which

means it was also the focus for the NIR laser. Trying to match the focus of both the

imaging system and the NIR laser is extremely difficult, and leads to poor image or beam

quality. An improvement could be to move the imaging system to behind the sample on

a kinematic mount which would enable fully independent alignment of the two optical

systems.

A.2.5 Characterization Techniques

When new samples are received, it is important to be able to characterize them. Two

simple methods are absorbance and photoluminescence (PL). Figure A.7 shows how each

is implemented on the table.

A tungsten-halogen lamp (blue square in the lower left of Fig. A.2) or LED can be

used for absorbance measurements. Each is fiber coupled with the output end of the fiber

connecting to the absorbance (Abs) cage shown in Fig. A.7(a). The abs cage contains a

40 mm focusing lens, a 100 µm pinhole, and 60 mm collimating lens. This combination

serves to spatially filter the beam to create a clean Gaussian beam profile. After filtering,

a mirror and f = 250 mm lens (Arrow 5) focus the light to a ∼ 200 µm diameter spot

on the sample. A smaller focus can be achieved with a smaller pinhole in the absorbance

cage or a shorter focal length lens.

After the sample, the light is re-collimated with a 60 mm lens and sent into a fiber
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Figure A.7: Implementation of (a) absorbance and (b) photoluminescence (PL) charac-
terization schemes. a) A white light source or LED (both depicted in Fig. A.2) fiber
coupled to the absorption cage. The absorption (abs) cage is a spatial filter which then
free-space propagates the light to the sample. After transmitting through the sample,
the light is collected into another fiber and sent to the EMCCD. The collection optics
are placed on a magnetic stage to be easily snapped in and out. Arrow 5 points to a
lens and mirror which snap down as they are in the path of the SPEX. b) For PL, the
cryostat is moved out of the standard position for HSG. A helium neon laser (HeNe)
excites samples from the front surface. A fiber coupler collects the PL signal and sends
it to the EMCCD. Optionally, a lens can be placed between the sample and fiber to
improve collection efficiency.
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coupler. The lens, alignment mirror and fiber coupler are placed on a magnetic mount

to be swapped in and out quickly. Typical absorbance spectra take a reference image

by sliding the cryostat out of the beam and then inserting the sample and cryostat.

Since this does not take in to account reflections off of surfaces, or absorption from

other components, the absorbance measurements discussed here would be better called

differential transmission.

Photoluminescence is typically done with a helium neon (HeNe) laser for excitation,

and pulling the cryostat out of the typical beam path for easier access, Fig. A.7(b). The

HeNe excites the sample from the front side, and the emitted signal is also collected from

the front. An optional short focal length lens (f ≈ 60 mm) can increase the collection

efficiency. The signal is collected with a fiber.

The fiber from either the absorbance or PL system are both coupled into the spec-

trometer and EMCCD through the same coupler. Arrow 4 points to a flip-up mirror

which allows the light from the fiber into the spectrometer.

A.3 Pre-Preparation

There are a couple of things which can be done ahead of time to get ready for experiments.

Mount Samples

The samples to be studied need to be mounted. If the cryostat is under vacuum, make

sure the valves are all closed. While wearing gloves, loosen one of the 3-axis feed-throughs.

131



Figure A.8: Alignment guides for samples in the current cryostat mounts. Align the
copper sample mount on the bar pictured above. The two black horizontal lines mark
the range within which the laser can hit.

Wiggle it very slightly to let air slowly leak in. Make sure to keep a hand on the front

cryostat window to catch it when it falls once the chamber is at atmospheric pressure.

Remove the cap to the hood of the cryostat, and the cold shield cap.

Remove the sample block from the cold finger. It should be held on with two flat-head

screws. One screw is shorter than the other to make space for other cryostat components,

so keep track of them (the short one should be colored slightly blue). Samples are

mounted using Elmer’s rubber cement. Using a wooden swab, place a small dab on the

copper mount. Align the sample at the correct crystal orientation. Figure A.8 is an image

which, when printed on 8.5”×11” paper, shows where the laser is capable of hitting the

sample when mounted. Carefully push down on the sample to ensure it’s snug and level

against the bar.

Apiezon Z grease is used to ensure good thermal contact between the sample mount

and cold finger. It’s also viscous enough that it will hold the sample to the mount while

you attach it. Make sure there’s enough grease on the sample block, and add a very

small amount if necessary by applying a small amount to a toothpick and smearing it on

either the back of the sample mount or the coldfinger.

Double check the laser is able to hit the portion of the sample you want to study. If

not, remove and remount the sample, otherwise reattach cryostat parts.
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Close the valve to the cryostat, attach the vacuum line, and start the rough pump to

pump down the vacuum line. Hold the window in place and slightly crack the valve on

the cryostat until it raises the pressure. Wait for it to pump a bit before slowly opening

the valve more.

Wait for the rough pump for at least 15 minutes, probably an hour (should get to

about 3e-2 torr) before starting the turbo pump. The cryostat can be started about an

hour later, but there will likely be issues getting the temperature to the lowest levels, or

with it staying low. Overnight pumping is generally better.

The NIR laser and filters can be aligned a day early as well. I point the interested

reader to Appendix A of Hunter’s thesis which explains the process quite well.

A.4 Calibrations/Starting up

On the day of experiments, there’s plenty of set-up to do early. Before turning on the

cryostat, open the valves for the Broida equipment cooling (Sec A.5.3). Turn on the

cryostat, the switch is on the back top corner, on the face opposite to the outlet valves.

Once the sample temperature reaches 77K, cryo-pumping starts to become significant

and it is best to close off the valves to the vacuum to prevent potential backflow of oil

from the pumps. It takes 45-50 minutes to reach 77K from room temperature once the

cryostat is turned on. The turbo pump can be turned off (stop button on the front of the

cart). The rough pump needs to be left on for 20 minutes before turning it off, allowing

the turbo to spin down. Otherwise, the backflow of air when the rough pump is turned off
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can damage the turbo blades. After 20 minutes, the power strip on the pump cart can be

turned off. The sample temperature software can be loaded to monitor the temperature

(Appendix C).

The laser should be turned on early, allowing time for it to warm up and hopefully

reach better stability. Simply turn the key on the Sprout and press the button once.

The power will slowly ramp up to the set point. To start the laser wavelength feedback

tuning, open the WS6 software on the computer. Then, open the M2 server software.

The IP address in the drop down menu needs to be changed to the IP on the subdomain

with the laser (i.e. something like 192.168.1.100). This sets up the communication

between the WS6 and the laser itself. Then, in the M2 control software, press the

”Connect Wavemeter” and you can choose which wavelength. Note: when the laser is

being unstable for any reason, such as the pump laser misbehaving, using the wavelength

feedback loop is more harmful than good. Section A.5.2 mentions how to manually tune

to ∼1 pm.

The EMCCD has a thermoelectric cooler which brings the temperature of the detector

down to -90◦, which significantly reduces the effects of hot pixels or dark counts. Open

the camera control software, and begin setting the temperature. Make sure the blue

chiller is turned on (the CCD manual describes which temperatures require the chiller,

as well as what temperatures are possible with the ambient temperature and humidity).

It takes roughly 20 minutes for the camera to cool.

While equipment is cooling, the FEL can be tuned. Instructions for doing so are
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outside the scope of this appendix.

Once the sample is cold, the ThorCAM software can be used to align the NIR to

the sample. Because of thermal expansion of the components in the cryostat, it must be

done cold.

Once the FEL is tuned, wiregrids and pyro detector can be calibrated. Begin by

inserting the Thomas Keating detector and turning it on. Using the wiregrid calibration

software, determine the correction factors (see Appendix C). To calibrate the pyroelectric

detector, open the Pyro Cal software. Because the time constants on the two detectors

is so different (∼ µs for the pyro, ∼ms for the TK), two oscilloscopes are required to get

suitable time resolution on each detector. The software will compare the absolute energy

measured by the TK for each pulse to the voltage measured on the pyro, and determine

the scale factor. This allows extraction of pulse to pulse absolute energy measurements

of the FEL with the pyroelectric. Because of possible misalignments of the pyro, and

the frequency dependence of the mylar beamsplitter to the pyro, its good to do this

calibration every day.

After all of the setup is done, data collection can proceed. The standard operation of

software is descibed in Appendix C.

A.5 Equipment

Here, I will outline a couple of the important pieces of equipment and any necessary

notes/maintenance/care that should be taken for them.
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A.5.1 Chillers

There are three chillers in the room for equipment:

1. EMCCD (Blue Oasis), on the optics table

2. MSquared SolsTiS (ThermoTEK), on the floor

3. Sprout Chiller, on the floor

On the top of the EMCCD chiller, a fridge magnet covers the valve to add water when

the system says the level is low. Add a splash of IPA as well for anti-organism protection.

The SolsTiS and Sprout chillers should be replaced twice a year. An opaque white

bottle sits on top of the Sprout for replacing both coolants. Fill to the bottom line with

IPA, then fill to the top of the sticker with distilled water. Do not use de-ionized water,

which can damage both systems. Distilled water must be purchased from a grocery store.

Each chiller requires one bottle’s worth, which is about a 10% IPA solution. The manuals

for each have instructions for refilling the water, outlined below.

To replace the ThermoTEK water, turn off the chiller and unplug the power. Remove

the screw cap on the top, and invert the system to drain the coolant. The quick release

valves can be detached from the back, but be careful to not spill water as the lines drain.

Reconnect the lines and refill the reservoir from the squirt bottle. Plug the chiller back

in and ensure the lines refill and water flows.

For the Spout, turn off and unplug the laser. Lift the laser onto a step stool and place

a bucket beneath the drain spout. Unscrew the water reservoir cap and connect the short
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quick-release tube to begin draining the coolant. The laser may need to be tilted forward

slightly to fully drain it. Once completed, remove the tube and begin filling with the

squirt bottle. There are two faint black lines on the side of the coolant reservoir closer

to the side of the laser, but it is roughly a full bottle. Turn the laser back on and ensure

water flows.

Both chillers also have cleanable air filters. The Sprout’s is held in place by the metal

grid on the front. Remove the grid (magnetically attached), and vacuum the foam filter.

The ThermoTEK filter is the blue mesh running around three of the four edges. Remove

it (attached by large velcro), vacuum it, and reattach it.

A.5.2 MSquared SolsTiS and Lighthouse Sprout

The NIR laser used in these experiments is an MSqured SolsTiS Ti:sapph laser, pumped

by a DPSS 532nm laser. The laser is nominally hands-off, with the only interaction being

setting the wavelength. Normal operation is:

• Turn key on the pump

• Press button once to start ramping power

• Open SolsTiS software on computer (192.168.1.224 in a web browser)

• Open the WS6 control software.

• Open the “Wavemeter TCP” software from MSquared

• Make sure the IP address is the ICEBLOK’s (192.168.1.100)
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• On the SolsTiS control page, under “Wavemeter link”, click “On”

• Type in the desired wavelength and watch it go.

Unfortunately, over time the lasers have required more care. One point is adjusting

the pump alignment into the SolsTiS. Between the Sprout head and the SolsTiS head,

there is a coupling box which includes a single mirror with external controls. Only the

tip-tilt directions on the mirror should ever be adjusted, never the z-axis (the corner of

the L). Using the power meter directly after the laser output, adjust the tip and tilt very

carefully to maximize power. The WS6 wavelength feedback should be disabled, and the

etalon should be unlocked, or the power will be unstable as it tries to re-lock.

Sometimes, power instabilities of the Sprout cause issues with the SolsTiS and make

it impossible to lock the etalon, which defeats the ‘Dial-a-wavelength’ (or dial-in-lambda,

DIL) functionality which maintains a set wavelength. Fortunately, grad-student feedback

is quite good at keeping the wavelength constant to within 1.5 pm. The WS6 monitor

needs to be up, as well as the web-scope of the SolsTiS: at the bottom of the SolsTiS

control page, select Monitor A as ‘Etalon lock error’, and click ‘Web scope’. The window

which pops up displacys an oscilloscope trace of various feedback and control signals of

the SolsTiS, and the etalon lock error is a control signal on the etalon. Figure A.9 shows

screenshots of the etalon lock error under two different operation modes to be described

later.

The wavelength can be tuned within 0.5nm using the coarse birefringent filter steps,

using the big ‘+’ and ‘−’ buttons under ‘Target λ’. The etalon tune can be used to
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Figure A.9: Screenshots of the SolsTiS control software when the laser is in two different
operating regimes. (Left) The etalon is unstable, usually from large changes in its value.
Each period of the sawtooth causes the wavelength to jump by one FSR of the etalon.
The period of the saw tooth tends to increase within a few moments, and the etalon can
be tuned to correct for the jumps from the sawtooth until the etalon eventually stabilizes.
(Right) The laser etalon is mostly stable, but begins to drift towards the edge of its free
spectral range. The spikes up and down correspond to it jumping back and forth. The
etalon should be tuned by 0.01% to center the etalon lock signal between the two extrema
of these spikes.

bring the wavelength closer to the desired wavelength, by stepping in increments of 1%,

0.1%, or 0.01% (of overal etalon voltage, I believe), where 1% will change by ∼ 0.07nm

(3 GHz), 0.1% changes by ∼ 0.014 nm (800 MHz), and 0.01% moves the etalon within

its FSR without changing the wavelength. When making large changes in wavelength,

the etalon is not stable, which is visible as the saw-tooth pattern in the etalon lock error,

as shown in the left of Fig. A.9. Each jump in the saw-tooth corresponds to the etalon

jumping by one FSR. To tune to an arbitrary wavelength:

• Tune to within 0.5nm using the coarse BRF

• Change the etalon by 1% to get it within a few picometer

• Use changes of 0.1% to counter the changes in wavelength from the etalon instabil-

ities
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• The etalon should begin stabilizing within a minute, and 0.01% changes can be

used to bring the wavelength to the desired wavelength, within 800 MHz.

• The etalon lock error signal can be monitored to correct for slow drifts over the

course for tens of minutes to hours.

Once the etalon is stable, it should produce a flat etalon lock error signal which does

not drift significantly from trace to trace of the webscope. However, it will slowly drift

over long periods. When it reaches the edge of its FSR, it will jump between two adjacent

modes. This is depicted on the right side of Fig. A.9. Simply adjusting the etalon by

0.01% can place the etalon in a position that will remain stable for a long period.

The above steps can keep the wavelength within 800 MHz ( 1.4pm at 800nm), it

does not control the wavelength to 0.1pm. While the DIL seems to maintain this level

of precision (when functioning), the abilities to control the cavity to that level are not

provided in the SolsTiS control page. However, this level os precision is far greater than

anything needed for HSG experiments, and isn’t likely an issue.

Finally, some issues with the Sprout should be mentioned. In many discussions with

MSquared technicians, “pump instabilities” has been a common problem for many Sol-

sTiS users. It is often attributed to causing power fluctuations, which interfere with the

etalon locking mechanisms. To first order, this problem has been remedied for a period

by contacting MSquared, who is able to remotely connect to the computer and diagnose

the Sprout. Typically, the temperature dependence of one of the double crystals needs

to be retuned. When MSquared is unable to fix an issue, Lighthouse can be contacted
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directly. They will, again, remotely connect to try and diagnose an issue. Both techni-

cians will use the ‘Lighthouse Photonics’ software which is currently on the desktop of

the computer. It also has a feature for starting a ‘Test Run’, which can be useful to send

to Lighthouse when asking for assistance. It will record the operating parameters of the

Sprout over time. In order to download the files from the Sprout, the key must be turned

into the standby position. Note that the Lighthouse software must be plugged directly

into the computer, it does not work when plugged into a USB hub.

A.5.3 Broida Water

Currently, the Broida equipment cooling water is used to cool the cryostat compressor.

It is relatively low-maintenance, but there is a water filter which must be replaced every

6 months. At the back of the room at shin level, a blue water trap houses the filter.

1. Close the shutoff valves before and after the filter

2. Place a bucket below the filter to catch water

3. Press the red relief valve on top of the filter

4. Unscrew the housing unit (may require a wrench)

5. Dump the water and filter into the bucket

6. Replace the filter with a fresh one from the stock room (1 µm)

7. Screw the housing unit back on and tighten
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8. Open the shutoff valves, and write the date on the sheet taped to the wall

9. Open the valves to the cryostat and let it flow for 10 minutes. Ensure there are no

leaks from the filter

Opening the fitler introduces a lot of air into the lines. Running the cryostat water for 10

minutes pushes the bubbles through the lines. Also note that if the filter is not replaced

soon enough, it can become sufficiently clogged to prevent water flow, which seems to

happen by 7 to 8 months after a replacement.

A.5.4 PAX1000IR1

One of the most useful tools for doing polarimetry has been the Thorlabs PAX1000IR1,

a fast, small and accurate polarimeter. While it cannot be used to measure sidebands

directly, because it requires monochromatic, DC signal, it provides an extremely quick

way of determining the NIR polarization during experiments, and provides an absolute

scale to calibrate the home-built polarimeter to. However, there are some quirks which

should be kept in mind when using it.

• While the spec sheet claims it can handle 30mW of NIR power, I’ve found the

results vary drastically if you increase the NIR power from 10 mW to 30 mW,

likely from the internal photodiode beginning to saturate. I try to attenuate power

into the detector to ∼1 mW.

• The PAX has a very handy ‘Alignment Assitant’ under the tools tab. It should be

used often to make sure it hasn’t been bumped. I aim for >97%
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• Two common bugs in their software: Sometimes the software will open but will not

connect to the device. Simply unplug and re-plug the USB cable. The second is

that it will not auto-scale the power level. Manually select a power level, and then

recheck the auto-scale button.

• Note: The PAX measures the polarization of light as defined by looking at the

source, not looking with the source. This has been confirmed by the Weld lab,

using spin-sensitive transitions in their cold atoms.

Some special mention should also be made for attenuators in relation to the first point

above. I have found that several attenuators in lab can change the polarization state

slightly. Ensure the filter is at normal incidence by using the back-reflection of the spot,

and I typically only use the blue NE20A ND filter.

A.5.5 Acton Spectrometer

The spectrometer has three gratings currently installed. The details are below:

Grating No. Groove Density (g/mm) Approx. Bandwidth (800nm) (nm)

1 1800 11.5

2 1200 23

3 600 53

The Acton spectrometer has developed an unfortunate skipping problem. Occasion-

ally, when moving the wavelength, the spectrometer does not actually go to that position,

and is off by ∼1 nm. It seems especially prevalent with center wavelengths around 720-
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730 nm, and has not been confirmed on gratings 1 or 2, only on grating 3. Looking at

sidebands has been the most efficient method for checking whether the spectrometer is

in the same place. Some success to correct it has come from moving the spectrometer far

away (600 nm), and then moving back. If this does not fix it, the software handles adding

an offset to correct for it (spectrometer_offsetparameter). The spectrometer has an

internal backlash correction which does not seem to correct it, and a custom software

backlash correction does not always fix it. Brief communication with the manufacturer

was not able to remedy the issue, and the next course of action would be sending the

spectrometer to Massachusetts for repair.
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Appendix B

Fabrication Steps

B.1 ITO Deposition

Indium tin oxide (ITO) is a material which has enabled higher field experiments when the

sapphire substrate is back-side coated with a thin film of ITO, relative to without. Fig-

ure B.1 shows the effective field enhancement, as measured by a vector network analyzer

(VNA), at the surface of the sapphire substrate used for many of the experiments in this

thesis. Evidently, there are spectral regions where the field is enhanced beyond unity,

allowing higher field experiments. One down side, which was emphasized in Fig. 4.1, is

the damage induced to the ITO from the strong THz field from the FEL. The mecha-

nism for such damage is not fully understood, although similar mechanisms have been

reported elsewhere (see ref. [2]). Growing thicker ITO films or taking better care to pro-

tect and prevent damage to the film may delay damage from occurring, but it has not

been investigated significantly.

145



3 0 0 4 0 0 5 0 0 6 0 00 . 0

0 . 5

1 . 0

1 . 5

2 . 0

Eff
ect

ive
 TH

z F
ield

 (E
eff

)

F r e q u e n c y  ( G H z )

5 0 0  u m  C - p l a n e  s a p p h i r e
4 1 2  n m  I T O  b a c k i n g

Figure B.1: Measured electric field at the surface of a 500 µm sapphire substrate backed
by 412 nm of ITO. The ITO reflects the THz field off the back surface of the substrate
which coherently sums to a larger field at the surface for certain frequencies. The artifacts
at 320 GHz and 480 GHz occur at the edges of the frequency bands of the VNA where
the signal is weak and a slight phase shift occurred between scans.

B.1.1 Fabrication Steps

ITO can be deposited in the UCSB nanofab facility on E-Beam #2. It is also advised to

simultaneously deposit onto a dummy SiO2 piece for characterization. Begin by preparing

both surfaces with a standard solvent clean, followed by an O2 plasma descum.

For a good ITO film (i.e. low resistance and optically transparent), the substrate

must be heated to 290 ◦C. Before deposition begins, a flow of 30 sccm of oxygen should

be entering the chamber which results in a better ITO growth.

The growth rate needs to be kept very slow and controlled. The first 10 nm of the

film should be deposited at 0.1 Å/s. After 10 nm, the rate can be increased to 0.3 Å/s.

After 50 nm, the rate can be bumped to the final value of 0.5 Å/s. Further rate increases

have not been tested or investigated, but could result in thicker films faster.
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Figure B.2: Demonstration of the benefit of the anti-reflection (AR) coating. The grey
curve shows the absorbance spectra of a 10 nm AlGaAs QW transfered to a sapphire
which is backed by ITO alone. At low energies, large Fabrey-Perot oscillations are seen.
The red curve shows a 10 nm AlGaAs QW transferred to a sapphire-ITO substrate which
also has a thin film of SiO2 as an AR coating. The FP oscillations are substantially
lessened, as seen in the zoomed in inset.

Characterizing the thickness of the ITO is best accomplished with the Filmetrics in

the cleanroom, which has built-in recipes for ITO on Si. A more thorough analysis can

be done on the ellipsometer, if desired. Characterization of the THz field, as in Fig. B.1

can be done with the VNA. Refer to the Appendix of the Bachelor’s thesis of Andrew

Pierce for measurement instructions.

B.2 Silicon Dioxide Deposition

The mismatch in indices of refraction between the sapphire, ITO and air result in rather

large Fabrey-Perot (FP) oscillations. These oscillations have had significant impact on

experiments where the NIR frequency is tuned, as seen in Fig. 4.3(a). They are also
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obvious in the absorbance spectra of the samples, as shown in the grey curve of Fig. B.2.

To lessen the magnitude of the oscillations, an anti-reflection coating was designed. A

160 nm thin film of SiO2 is suitable to substantially reduce the oscillations, as seen in

the red curve of Fig. B.2.

B.2.1 Fabrication Steps

SiO2 can also be deposited in E-Beam #2. It is also more convenient than ITO as

the substrate does not need to be heated. As before, a fresh Si test piece is useful for

characterizing1. It is very important to clean both samples ahead of deposition, including

a O2 plasma descum, as the SiO2 films have delaminated off the ITO film when improperly

cleaned.

The SiO2 can be deposited at a rate of 2 Å/s, regardless of thickness. Once finished,

the Filmetrics or ellipsometer can be used to characterize film thickness. Alternatively,

the absorbance of the sample can be measured to compare the strengths of the FP

oscillations before and after the coating.

B.3 Epitaxial Transfer

After the substrates have been fully prepared, the epitaxial (epi) layers can be transfered.

The general procedure is to protect the epi layer with a protective black wax (Apiezon

W), strip the backside substrate and etch stop and Van der Waal bond the epi to the

1Reusing the Si piece from the ITO deposition will likely lead to complications as the Filmetrics will
not have the appropriate thin-film recipe for characterization.
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substrate. Before beginning, the final mounting substrate, typically a sapphire substrate

which has the above ITO and SiO2 films, should be diced to the appropriate dimensions

and the epi sample should be cleaved. When noted, sample handling should be done on

Berkshire wipes to prevent lint from ruining the bond.

Preparing the sample (Berkshire):

1. Clean the epi side of the sample with tergitol, acetone, isopropanol, rinse with

distilled water and blow dry with N2. Clean the surface in the O2 plasma descum,

100 W for 1 minute.

2. Place the sample on an aluminum weigh boat on a hot plate set to 100 ◦C. Place

a small piece of black wax on the surface and allow it to flow to cover the surface.

Do not let the black wax flow over the edge of the sample surface, otherwise it will

interfere with the final bonding.

3. Stretch one quarter of the gel pack2 across the plastic vacuum flange and secure

it3.

4. Remove the sample from the hot plate and allow it to cool to room temperature.

Adhere it to the gel-pak carrier by lowering the gel-pak over the sample.

Backside removal

1. Etch the sample in 10:1 H2O2:NH4OH for roughly 50 minutes. The etch is anisotropic,

attacking the (111)Ga face more slowly than the As face [7]. Thus, the side etched

2DGL-45-X8-SP2 from gelpak.com
3C10516394 and H02124037 from edwardsvacuum.com
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slower is the [011] direction.

2. The 10:1 solution is quick, but non-selective. A 30:1 solution of H2O2:NH4OH is

slower but more selective to the etch stop region. Etch in the 30:1 solution until

the GaAs substrate is fully removed, determined by the appearance of a colorful

thin-film interference of the etch stop layer4.

3. The etch stop can be removed in HF (either buffered HF or 50% HF). Submerge

the sample for 30s in HF, then 30s in water, and 30s again in HF.

Van der Waal Bonding (Berkshire):

1. While the sample backside is etching, the sapphire substrate should be thoroughly

cleaned with tergitol, acetone, isopropanol, rinse with distilled water and blow dry

with N2. O2 plasma descum at 200 W for 2 minutes.

2. Position the sample above the sapphire substrate. Gently press down on the black

wax side of the sample, pushing the gel-pak film, until the sample makes contact

with the substrate. Ideally, a single point should contact and bond. Over the course

of a day, the bond should propagate outwards until the full sample is bonded.

3. Slight pressure can be used to improve the bond or remove bubbles which form.

4. After a satisfactory bond, the black wax can be removed in chloroform. After the

BW is removed, the sample can be very gently scrubbed in isopropanol and tergitol

4The 30:1 cannot efficiently remove the oxide layer which forms when the substrate is exposed to air
for any period of time. The sample must be transfered directly from the 10:1 (such as quickly submerging
it if the sample is exposed to air), or by squirting the sample directly with a few drops of NH4OH
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to clear the surface of debris. A final O2 plasma descum can be done at 100 W for

1-2 minutes.

B.4 Hugins Software

While processing samples, I’ve found it’s very useful to have full-size images of the sample

at intermediate steps to determine how the process is proceeding, as well as one at the

end to compare experimental positions and sample degradations over time. Since the

samples are rather large, the field of view of the cleanroom microscopes isn’t sufficient

to capture a full sample in a single image. Instead, several images are required which

must be stitched together. A straightforward way to do this is to manually overlap the

images in Gimp or another photo-editting software, but I’ve found an easier method,

with better results, results from using better software. “Hugin” is a software package

intended for stitching together panoramic images for photographers, but it adapts well

to our microscope slides, with some tweaking. In addition to stitching images together,

it also balances exposures between images and merges them into a single, smooth image

without shearing from stitching images together. Here, I’ll outline the basic steps for

using the software. In general, the software starts by analyzing images to find control

points (CPs), which are edges or spots of high contrast which are common between two

images. It then analyzes all of the images to determine what transformations of the

images (moving them along the surface of a sphere) minize the distances between all

control points.
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(Optional) Linear CP Finder

The default CP finder for Hugin is Hugin’s CPFind. As mentioned above, it finds control

points between any two images. This isn’t always ideal in our case, because we know

some images are not at all related, but the software may still find CPs between them due

to sample defects. Assuming each image of the sample is taken as a raster scan across the

sample (e.g. each image is only well correlated to the image directly before and after),

it’s better to set up a CP finder which only looks at neighboring pairs.

1. Select File ⇒ Preferences

2. Under ‘Control Point Detectors’, select ‘New...’

3. Give it a description (i.e. ‘linear cpfind’)

4. Set the Program as ‘cpfind.exe’

5. Set the arguments as

--linearmatch -o %o %s

6. Type should be left as ‘All images at once’ and it is a ‘One step detector’

7. Press OK

B.4.1 Stitching an image

Make sure you’re using Expert mode (Interface ⇒ Expert). This provides additional

options and controls needed for tweaking the controls. It’s also useful to open the fast
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view (View ⇒ Fast Preview Window). These first steps refer to usage in the “Hugin -

Panorama Stitcher” window.

1. Under Photos, press ‘Add Images...’ and select all the images

2. Enter 5 for the HFOV5

3. (Optional) Under ‘Feature Matching’, select the linear cpfind created above

4. Under Optimize ⇒ Geometric, select ‘Custom Parameters’

5. Press ‘Create control points’

6. Under the ‘Optimizer’ tab, de-select all ‘Yaw’, ‘Pitch’ and ‘Roll’ parameters (right

click on the column header), and select ‘X’ and ‘Y’6

7. Press ‘Optimize now!’

These steps should do a good job and aligning the image. It can be checked in the

‘Fast Panorama preview’ window. If the images don’t look right, you can look at the

‘Control Points’ tab un the Hugin window, and manually remove bad control points,

or add them if there isn’t good overlap or enough features for the stitcher. It’s much

easier to do this with a linear cpfind, since you only need to consider consecutive images,

instead of all pairs. To finish up, open the Fast Panorama preview.

1. Under the assistant tab, select a Lens type of Equirectangular

5Entering 5 for the HFOV isn’t really tested, and could be tweaked to make things work better.
6Selecting X and Y as optimization parameters, instead of Yaw, Pitch, and Roll, forces the software

to confine the images to a flat plane, instead of trying to optimize on the surface of a sphere.
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2. The right side shows the image that will be output. Using the blue sliders on the

bottom/right side will reduce the ‘FOV’, effectively zooming in on the image. Use

them to get a closer image

3. Next, select the Crop tab. Now, mousing over the right image brings up handles

for further cropping the image to the appropriate size.

4. In the Hugin window, select the Stitcher tab, and press Stitch!
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Appendix C

Experiment Software

I’ve written a lot of Python3 code for data collection and analysis. In this appendix, I

will try to give overviews of both generic usage of the software, as well as hints and tips

for potentially extending the software.

C.1 EMCCD Software

The potentially biggest piece of software is the EMCCD software, which controls the An-

dor camera and Acton spectrometer, and ties in with the pyro oscilloscope, the wiregrid

attenuators and the Thorlabs rotation stage.

C.1.1 Standard Usage

General Camera Settings Figure C.1 shows the first tab to open when the

camera is first opened, and displays the overall settings and controls for the camera and

155



Figure C.1: Settings and first page for the EMCCD software

for data saving. AD Channel controls which analog to digital converter is used by the

camera, changing the read-out speed of the camera. 0 is slow and low noise, while 1 is

fast and higher noise. Vertical speed and horizontal speed allow finer control of read-out

speeds. However, some settings are unreliable and none are thoroughly tested. Switching

the ADC between 0 and 1 will automatically update the read speeds to the correct values,

and manually selecting those speeds should not be done. Read Mode, Acquisition mode,

and internal shutter are not used in experiments, and they have been disabled. Detailed

descriptions of their function can be found in the Andor manual.

Programming Project: Add Vertical and Horizontal Speed to the greyed-out options

Trigger Type toggles between internal and external. External is desired for experi-

ments, as there is a physical port on the camera which is connected to the FEL triggering

system. When the pyro-oscope is used as well, the software will ensure FEL pulses are
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counted properly. Internal switches the camera to trigger off the 60Hz AC line. This is

very helpful when aligning to the laser, where you don’t need to be restricted to the FEL

rep rate.

The external shutter interfaces to the shutter attached to entrance slit of the Acton

Spectrometer to which the camera is attached. Fully Auto results in the shutter opening

when an exposure begins, and closing when it is completed (it will be closed during the

read-out sequence, which can be helpful on slow reads, such as 0 ADC and no binning

on the camera).

The Image Parameters sub-section allows for specifying a subset of the camera chip

to read out, as well as binning (Refer to the Andor manual for a detailed description).

Both features result in faster read-out speeds, as fewer pixels of the camera are read out.

Furthermore, binning substantially increases the SNR as the signal from several pixels

are integrated before noisy amplification sequences are applied. Horizontal parameters

have been greyed-out because some of the analysis software is not equipped to handle

input arrays which are not 1600 pixels long.

Programming Project: Trace through the analysis software to find out where the

analysis breaks with horizontal binning (Hint: There are a lot of hard-coded [:1600]

slices, and the pixel to wavelength converter has issues)

None of the above settings are implemented until the Apply button is pressed. It will

become enabled when settings are changed from the current value in the camera. Cancel

will reset the values to the original parameters.
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The Save Settings straightforwardly chooses save information. The Background Name

gets passed through a quick python string formatter, allowing the files to be saved with the

current parameters to quickly tell which background file is desire for which experiment.

The Image Name does not have this feature implented. When a Save Directory is chosen,

provding an Image Name then creates a sub-folder within the chosen Save Directory. This

is to keep various images from different sweeps localized to separate folders.

Programming Project: Implement string formatting for the Image Name

(The previous programming project is a little more difficult than it sounds. See the

discussion in the Details on code section below.)

The final option on this page controls the temperature of the camera. The camera

is equipped with a TE cooler, which can significantly lower dark count and leads to

higher effective gains from the amplifying circuitry. Typical experiments occur at -90◦C,

which is the lowest temperature possible in our room. Refer to the Andor manual for

the allowable temperatures depending on room temperature, humidity, and chiller water

temperature. Enter a desired temperature, and click Set Temperature. The software

will disable camera settings while the camera cools (camera gain is strongly dependent

on temperature, so this is to prevent accidently taking meaningless data), and begin a

loop which monitors the cooling of the camera. A warning will pop up to remind you

to turn on the chiller. When the chilling sequence is begun, an option becomes available

in the (Menubar)Other Settings>Break temperature loop. This will stop the software-

side temperature monitoring so data can be collected (such as for aligning). This does
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not stop the camera from cooling, the internal camera software will continue to cool the

camera.

When the camera is cold, and the software is opened (such as after a crash or soft-

ware restart), the software will read the camera temperature, check if it is cold, and

begin re-stabilizing the temperature if needed. Furthermore, under (Menubar)Other

Settings>Exit without shutdown provides an option to exit the software without causing

the camera to warm up. Be very careful with this, the python software (or the Andor

software) should be opened shortly afterwards to prevent damage to the camera. How-

ever, this feature can be very helpful when the software crashses, or communication with

an instrument breaks, and the software needs to be restarted quickly. Otherwise, the

appropriate way to close the software is to press the standard red × at the top-right

of the application. The software will start warming up the camera, displaying a dialog

indicating that the camera is still warming. When the dialog disappears, it is safe to

press the red × again to fully close the software.

Taking Images Experiment controls and camera readback is done on the second tab

of the UI, labeled as whichever experiment is running. The panel for HSG experiments

is shown in Fig. C.2. In the window, there are many places to input experimental

parameters which get saved in data files as a header. The Series tag is used by processing

software to group data files together, such as different spectrometer steps, or as labels

when stitching sweeps together. Entering a ‘{’ will pop down an autocompleter which

shows the various keys which can be used, automatically setting the series tag to the
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Figure C.2: Example panel for data collection. The layout for an HSG experiment is
displayed.

value in a separate text field.

The Spectrum Step field is used by processing software to combine spectra with the

same series tag, and sorts spectra assuming lower Spectrum Step values correspond to

lower-order sidebands.

Programming Project: The Spectrum Step field could likely be done away with by

sorting only on the spectrometer wavelength. This would prevent issues from

accidentally forgetting to change or update the field manually.

The Exposure and Gain settings are sent to the camera itself. Pressing either Take

Image or Take Background will update the settings, and begin an immage acquisition.

An acquisition can be aborted from (Menubar)Other Settings>Abort Acquisition. After

an image is taken the software will prompt if the image should be saved. This allows

discarding of images with large cosmics, or if no signal is observed for any reaon. The
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same prompt is not provided for background images.

As images (or backgrounds) are taken and saved, a counter is incremented on the

Image Number (Bg Number) fields, indicating how many images have been stored for

the current sequence. While the values in text box correspond to the total number of

images (and used in saving to prevent overwriting images), sets of images are required for

cosmic ray removal, averaging, and statistical information. Pressing the button under

Image Number (Bg Number) will process the data, and remove the ‘*’ from beside the

number of images in the sequence, indicating the data has been processed.

The top image plot shows the camera read as an image, while the background is

shown below it. The left-axis displays the dimensions of the array, starting from zero,

with each ‘pixel’ counting as 1 unit (that is, it does not account for binning on the

camera). This axis is useful for determining what region of the camera chip to integrate

over in software, as determined in the Other Settings tab, y min and y max. The right

axis displays the actual pixels on the camera, where it accounts for offsets from camera

binning and starting readout away from pixel 1.

The bottom plot shows the integrated image plot for the pixels specified by y min and

y max. If the NIR Wl(nm) and FEL Freq (cm-1) (under the Oscilloscope tab) are set,

the green bar can be dragged and the SB # text will update to display which sideband

is under the green cursor. Alternatively, a sideband order can be entered in the textbox,

and the green cursor will jump to it.
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Figure C.3: Available options in menubars for controlling the data collection settings.

Menubar items What follows will be a brief description of all of the items which

appear in the top menubar. The list of actions are shown in Fig. C.3.

Other Settings This menu item is a catch-all for various useful tools for experiments.

Do cosmic ray removal refers to doing old-school, 2D cosmic ray removal. It is not

useful for the binned images most often used in experiments, so it is default disabled.

However, if the camera chip remains largely unbinned, and long exposures are taken,

enabling it could be used. This does not affect the cosmic ray removal which occurs

when processing an image sequence.

Break Temperature Loop, as mentioned above, stops the software loops which mon-

itor setting the temperature on the camera, and is enabled when such a loop begins.

Take continous is a feature added for alignment. It will constantly set an acquisi-
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tion and read images from the camera. It disables the prompt for image quality, and

doesn’t save images. Note, you should almost always set the shutter on the camera to

Permanently Open (Under External Shutter on the CCD settings) to prevent excess

wear of the mechanism.

Programming Project: Set the camera to automatically keep the shutter open when a

continous acquisition is started

Enable Extra Settings enables the 4 options below it. It was originally imple-

mented to prevent accidental use of experimental software features.

Programming Project: HWP sweeps and Multiple exposures are mostly robust

procedures. Remove them from the list of initially disabled features.

Do HWP Sweep is the feature used for polarimetery. The user will be prompted of a

starting angle, a step size, and ending angle, and a number of images to take at each

angle.

Multiple Exposures will ask for a number of images desired, and take that many

(without processing). This is mostly useful for taking several long exposures without

needing to pay direct attention to the software. Holding Shift while pressing this item

will take background images instead of standard images.

Scan Ne Lines A neon (Ne) calibration source was purchased for calibrating the

camera and spectrometer. The software has a list of the Ne emission lines. Selecting

this action will prompt which wavelength range to scan over, and then will center the

spectrometer at every emission line within the specified region, take a set of images, and a
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set of backgrounds. This feature can be useful for recalibrating the spectrometer, and/or

analyzing the spectrometer slippage, see Appendix A, section A.5.5.

Abort Acquisition Tells the camera to stop acquiring an image. Useful to prevent

damage if a long exposure was accidentally selected which may damage the camera. No

readout of the image is performed.

Programming Project: Abort Acquisition does not also terminate a sweep, such as

for the QWP or multiple exposures. Try adding that functionality so aborting an

acquisition will also terminate sweeps.

Exit without shutdown This function will close the software, without first waiting

for the camera to warm up, as discussed in Sections C.1.1 and C.1.3. This has been

helpful for many of the bugs mentioned in Sec. C.1.4 where restarting the software is

necessary, butout waiting half an hour for the camera to warm and cool. Take care with

this feature, it has not been tested how long the camera will stay cool with no software

control, so only use this option when the software will be quickly reopened.

Open debug console This software isn’t perfect. The debug console exposes all of

the functionality of the camera software, so a small amount of debugging can be done

without restarting the camera.

Sweep THz Power Another sweep feature, where the wiregrid attenuator will be stepped

to the angles provided after selecting this option. This sweep was initially set up in a

very coarse fashion, which is why it is separated from the other sweeping functions, and

also not enabled/disabled via Enable Extra Settings.
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Programming Project: Improve this sweep function. Add it to the UI file directly.

Prompt for how many images to take, as it is hardcoded to 4 images

Sequence Controls These menu items are for controlling image sequences, which

are sets of images taken under identical experimental conditions to be averaged together

for statistics and cosmic ray removal.

Remove Image (Background) Sequence When images (backgrounds) are taken, the

“Image (Bg) Number” label will indicate how many images have been taken which need

to be processed together. Removing the sequence removes them from software memory

without processing them together. The files are still saved as raw image files. This

functionality helps keep data folders clean by removing the need to process images to get

them out of the image buffer.

Programming Project: Add a Remove Reference Sequence to absorbance

experiments

Load Background (Reference) This functionality allows loading of background im-

ages or references. It can handle loading of a processed pair, e.g. the ∗ seq.txt and

∗ std.txt files for the mean and std of a processed sequence, respectively. Alternatively,

any number of raw background images can be loaded so further images can be taken and

added to the sequence, or to have them reprocessed.

Programming Project: Add a Load Images functionality, which could be useful for

starting again after a software crash, or useful in reloading old images which need to be

re-processed.
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Experiment Type Selecting an option in this menu will change which experiment

is to be performed. Refer to Section C.1.2.

Live Plots These options control the image plots which plot the result of the camera.

Disable Histogram autoscale When an image is taken, the colorbar defaults to

autoscaling such that the highest value is colored white, and the lowest is colored black.

Selecting this option prevents this autoscaling, which can be useful when wanting to

compare consecutive images, especially around low counts where rescaling the color bar

would change the contrast.

Disable Raw Plots Selecting this option prevents updating the image plot with the

raw image from the camera. I think it was mostly intended when 2D cosmic ray removal

was used, and likely doesn’t have much purpose in the current stat eof the software.

Force Histogram Autoscale will force the contrast on the image plot to place white

at the largest value, and black at the smallest. Useful for when the colors have been

changed to enhance contrast at a specific region.

Programming Project: Add the functionality to rescale the background

C.1.2 Experiment Types

These sections will briefly outline the different experiments which can be performed with

the current software.

HSG Experiments Three different types of experiments have beeen set up for do-

ing HSG. They all ensure the oscilloscope is open, and use it for counting pulses/normalizing
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data. There are also places to input the parameters of the NIR laser to be saved in the

headers of data files.

FVB (Full Vertical Binning) was attempting to take advantage of a camera setting

which would fully bin the camera vertically. This functionality is no longer necessary,

as it was determined it is better to specify a desired binning region on the first page,

instead of binning across the entire chip.

Image is the standard method of running the camera, where the full chip is read out

(or as-binned specified on the settings page). An image of this data collection experiment

is shown in Fig. C.2.

Photon Counting was an attempt to implement the photon counting mode of the

camera. It has not been fully developed.

PL Experiments Photoluminesence experiments can be performed in this setup.

There is no communication with the oscilloscope since there is no FEL for a standard

PL experiment. There are places to input the parameters of the NIR.

Programming Project: Normalization does not occur in this software for PL. It

should likely be normalized by exposure time

Abs Experiments Absorption experiments can be performed here. There is a new

button for taking reference images, an an absorbance spectra is defined as

Abs = −10 log

(
img− bg

ref− bg

)
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. The image and reference are both shown in the top image pane, while their binned

images are both shown in the bottom, along with the absorbance itself, once both are

taken. There are places to input the settings of an LED, when abs experiments were

done using an LED driven at some current and held at some temperature.

Programming Project: Normalization is not performed in absorbance images, but it

really should be.

Two Color Abs Experiments Two color absorbance experiments with a THz

driven absorbance. Works with the oscilloscope to log FEL information, and normalizes

by number of FEL pulses. As with absorbance, there are places to input parameters of

the LED used for absorbance.

Alignment Experiment The alignment widget is helpful for aligning the laser

or signals to the camera. Fonts are enlarged to increase their visiblity from across the

room. Data is not saved to a file, and there is no prompt to confirm quality.

A button to Add Vertical Line and Add Horizontal Line have been added, which

will add the respective lines to the image plot, and the slice of data along those lines

is shown in the bottom plot. By default, the slices are scaled between 0 and 1. This

was originally used to look at the white light on the camera, and compare the widths

and positions of the white light across the chip. The lines on the image plot are also

useful to mark positions on the chip, such as the edges of the slits when aligning to the

spectrometer.
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Holding Ctrl while clicking one of the buttons will add a line which is not normalized

between 0 and 1. Futhermore, changing the Slits value will integrate that many pixels

on both side of the line.

Programming Project: This slits trick was a quickly needed feature, but has

unintended behavior since it will change the value of the slits in the other experimental

widgets. Make an independent (and better explained) place to change the integration

region.

Holding Shift will clear those lines from the plot.

Other Equipment interfaces There are four other pieces of with which the

software communicates, the oscilloscope, the spectrometer, the wiregrid motor, and the

Thorlabs Rotation stage. All but the spectrometer will be discussed in future sections.

The spectrometer is controlled through the “Spectrometer” tab, while the attenutator

and Thorlabs Rotator are controlled under the “Misc Tools” tab.

Programming Project: Rearrange the software so the spectrometer and “misc tools”

are in the same tab in software, to keep things together. The extra tools are added to the

UI dynamically, and are not directly in the UI files.

The spectrometer operation is straightforward. Specify a wavelength and press

Set. When calculations are done for the wavelengths of each pixel, the value specified

by the user in Center wavelength is used, not the Current wavelength as readback

by the spectrometer. This is a legacy from when the spectrometer calibration was done
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in software and told to go to an incorrect position. The spectrometer has since been

calibrated directly.

Programming Project: Change the calculations for the wavelength to the value read

by the spectrometer to prevent accidental errors from forgetting to hit Set

The spectrometer is currently equipped with 3 gratings of various groove densities.

See Appendix A, section A.5.5 for details on the gratings. As with the center wavelength,

the Set button must be pressed for the hardware to be updated.

Whenever the value for the center wavelength or grating is changed, the software will

calculate the starting and ending wavelengths for those values. If an HSG experiment is

being performed, and a NIR wavelength and THz wavelength is entered (in the oscillo-

scope tab), it will also calculate the corresponding sideband orders to assist determining

which center wavelength is desired.

The THz Attenuator is the first item under the Misc Tools tab. When the os-

cilloscope is used during an experiment, such as in HSG experiments, it will pull the

attenuation value from this tool to calculate the field on the sample. If the motor has not

been opened (such as when the EMCCD software is opened after a different tool which

uses the motor), it defaults to 0.0 transmission and will give incorrect values for the field

strength and field intensity.

Programming Project: Make a popup or some warning occur if the oscilloscope is

running but the attenuator software is closed, to prevent saving incorrect data

The Thorlabs Rotator is the second item under Misc Tools. It controls the Thor-

labs K10CR1 rotation stage. It will interface with the EMCCD software to do automated
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polarimetry experiments by rotating the motor and taking HSG images at defined steps.

If the stage is not plugged in when the EMCCD software is started, hold Shift while

pressing the Open button, which will cause the software to referesh the device list before

opening.

C.1.3 Details on code

Camera control Controlling the camera was all done using the .dll provided by

Andor, and following the SDK provided. To access it in python, the ctypes library

was used. All of this was wrapped up in class AndorEMCCD. registerFunctions will

create python handles to all of the appropriate functions from the dll which are needed

for operation. The optional flag, wantFake, provides the ability create handles to fake

functions (implemented in fAndorEMCCD). This does a lot of debug output for determining

function call orders, but allows the software to be run without the camera. It also gets

run when communication with the camera cannot be started, such as it not being plugged

in, or two instances of the EMCCD software running. On top of registering all of the

C functions, the AndorEMCCD class then has more pythonic functions to quickly get/set

values to the camera without having to expose the internal ctypes functionality.

Camera Settings One the first settings page, keeping track of which settings have

been updated is done on a software-side flag which simply tracks when values have been

changed from the last set value. However, after the apply button is pressed, each setting

is updated, checked that it was set properly, and raises a warning if it was not.
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File Names The background name and series tag have custom autocompleters at-

tached to their QTextEdits. They were designed in Python2, and the functionality seems

to have broken in Python3.

Programming Project: Fix the autocompleter to work again

To extend this functionality to the Image Name, it is important to understand how

folders are handled. When an Image Name is entered (and enter is hit, or focus is

lost), and a Save Directory is provided, an appropriate folder is generated. If a string

formatter is applied to Save Image strings, this functionality would have to be delayed

until an image is actually taken, so the desired settings to format the folder with are

actually known. This would likely need to add a check at every image save whether the

desired folder exists, and creating it if not.

Temperature control When a temperature is first set, a dialog box pops up

reminding you to turn on the chiller. The software starts a QThread which calls the

temperature set of the Andor, which is a blocking thread until the temperature stabilizes.

A QTimer is also started, which updates the GUI with the current temperature and read-

back from the camera, so you can always know where it is in the process.

One feature I added to try and make things easier is that, when you press the red ×

to close the software while it’s cold, you can set it to go to 20◦C, but it’s safe to turn off

the camera > 0◦C. There’s a flag that gets passed around, killFast, which causes the

Andor loop to stop monitoring the temperature once it’s above 0◦C. I feel like this was

done in a rather dirty way. A better way might have been to have the AndorEMCCD to
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have a member variable on whether it should loop a temperature thread, and have the

GUI EMCCD software toggle that thread once it reaches the desired temperature.

Another important feature is the persistent cooler mode. When communication with

software stops, the camera will stop maintaining a temperature. If the camera is cold, this

can lead to it warming too quickly and potentially cracking the camera chip (detail can

be found in the Andor manual). This caused problems when the software would crash (or

need to be restarted). Thankfully, the SDK provides the SetCoolerMode funcionality,

which seems to maintain the camera temperature when the software is closed. This

function is called as soon as the Andor class is intialized; the software would occassionally

crash during UI initialization or other start-up processes while testing new software, so

this ensured the camera would stay cold.

Taking Images When either an image or background is taken, the software begins

preparing for an exposure. First, it checks whether the value of the gain or exposure has

changed, updating if needed. One poorly done feature is that it compares it relative to

what the software has stored in memory for those values from the last exposure, and not

the actual camera settings. This has not yet caused problems, but there are better ways

to do it.

Programming Project: Have the software query the camera to figure out what the

current exposure/gain settings are, instead of relying on a memory value.

Gain controlls are performed using the EM (electron-multiplying) gain. There is

apparently funtionality for a “conventional” gain process, which has not been explored.
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Loops Looping image collection, such as the Continuous Image feature, Polarimetry

Sweep, or scanning THz Power, were all developed quickly and not very intelligently

or in an extendable manner. All of the loops get pushed to a single thread instance,

thSpectrometerSweep; sweeping the spectrometer grating was the first loop created,

and all of the following reused the same code.

Programming Project: Give a better name for the name of the thread used for all

sweeps

Whenever a sweep is requested, a function gets called to set up the sweep, such as

startHWPSweep (which is a misnomer and should be relabeled as startPolarimetry).

These functions prompt for the sweep parameters and start a thread which runs the

actual loop.

Each loop is written with its own function to do the things required of the loop.

Typically, the function will move a separate instrument via mimicking button presses.

After the device finishes moving, the loop will then emulate pressing the Take Image

button the desired number of times. More details will be discussed in Sec. C.1.4

Cosmic Ray Removal There are two ways of doing cosmic ray removal (CRR)

in the software. The original method uses the comics hsg.py script, which includes

references to the paper the algorithm comes from. It can remove cosmic rays from a

single image, but requires a 2D image to scan across. When we moved to full-vertical

binning, that algorithm would not function and a second was devised.

Each image, reference, or background which gets taken is stored within a ConsecutiveImageAnalyzer.
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This stores the raw image data from the camera as well as the normalization parameter.

For HSG experiments, or experiments with the FEL, it normalizes to the number of FEL

pulses which occurred during the exposure. It currently does not do anything for expo-

sure times, such as for PL or absorbance, which may be useful features for combining

absorbance images with longer signal integrations compared to the reference.

Programming Project: Add normalization based on exposure time when FEL pulses

is not appropriate

When a 1D sequence is being processed for cosmic rays, a set of images must be

considered. A cutoff is defined by,

cutoff = rc ∗median + rδ ∗ δ

where the median is the pixel-wise median of the image set, δ is a rough estimate of

the noise, and rc and rδ are adjustable scale parameters. The noise is estimated by the

average noise between images for the first several pixels of the image. The values of

the scaling factors were chosen by looking at many data sets to determine what good

values are. Any data point which deviates from the median by more than this cutoff is

considered a cosmic and removed.

Since cosmic rays tend to be skewed Gaussians or even one-sided exponentials, some-

times the noise floor is raised by a very large cosmic ray whose tail is not within the

cutoff. Thus, an improved cosmic removal algorithm may try to fit the exponential tail

of the cosmic rays to also remove.

Programming Project: Experiment with changing the removal criteria for CRR
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Implementing Different Experiment Types One of the most significant

parts of the software may come from the ability to relatively quickly add new experi-

mental schemes, especially if they can be derived from existing experiments to subclass.

The first step to create a new experimental widget is to create the UI for it. Each ex-

perimental widget is saved first as a Qt Designer .ui file (Qt Designer is installed with

Anaconda python distributions), which can be converted to a python UI file via the

pyuic5 command, which should be in the Anaconda path.

For software, the new widget should subclass BaseExpWidget (or one of its sub-

classes) within the ExpWidgs.py file. Further processing and data handling is done in

the subclasses of EMCCD image in the image spec for gui.py folder. Each subclass of

BaseExpWid has several flags: hasNIR, hasTHz and hasSample. These are used by the

BaseExpWid for determining which settings from the widget must be saved, or preparing

for an acquisition which must count FEL pulses. The name class variable defines which

name is shown for the tab in the main EMCCD window. The class variable DataClass

should be a reference to the class in image spec for gui.py which handles the data

processing required.

After that, the next steps depend on what new functionality is needed. The best

thing to do would look at the currently existing extensions to determine what is needed

for a new experiment.
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C.1.4 Known bugs/workarounds

Graph Freezing Over time, I have noticed that the pyqtgraph image plots would

occasionally stop responding to controls, requiring a camera restart. This was most often

seen when using Continuous Mode. There were some indications it would happen more

often when switching the software to different tabs. The software disables other tabs

when Continuous Mode is enabled. I have not been able to determine the cause of the

bug, those the occurrences of it are extremely rare.

Oscilloscope failing to re-open On occasion, upon switching the CCD software

to a experiment which doesn’t use the oscilloscope (i.e. Alignment) and back to one

which does, the oscilloscope would not properly open, causing that tab to not appear,

nor the appropriate experimental tab. The work around is to restart the software, without

warming up if necessary. Preliminary investigations indicate it is from garbage collection

or invalidation of the VISA ResourceManager. Unfortunately, debugging on a different

computer (which does not use VISA) has been unable to reproduce the issue to correct

it. However, it may be fixed by re-instantiating the ResourceManager class.

Programming Project: Fix the oscilloscope bug by re-instantiating the

ResourceManager instead of referencing the stored rm

Pausing QWP Sweeps A pause function on the QWP sweeps was implemented

to allow a pause when, for example, the FEL or NIR laser required retuning during a

scan. Unfortunately, while it seems to work well on an office computer, it fails rather
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reliably on the lab computer, causing the software to immediately crash. I am unsure of

the cause, but suspect thread-unsafe code was introduced. Reloading the software is the

only course of action.

Take Image greyed out If an error occurred during an image readout or pro-

cessing, sometimes the software will not re-enable the Take Image and Take Background

buttons, nor any of the camera control settings. One option is to restart the software.

However, it can often by fixed by opening the console ((Menubar)Other Settings>Open

Debug Console), and typing self.getCurExp().toggleUIElements(True) and hitting

Enter. The console can be closed afterwards.

Taking images not starting I have noticed an occasional issue where Take

Image or Take Background will be pressed, and the buttons will become greyed out, but

the progress bar does not proceed and the image collection never occurs. This seems

to come from an occasional bug where the oscilloscope will timeout and stop communi-

cation with software, but the EMCCD software does not see this and instead waits for

the trigger, which never comes. To fix it immediately, open the console ((Menubar)Other

Settings>Open Debug Console), and type self.getCurExp().thDoExposure.terminate(),

which will stop the thread which is waiting for the trigger. The elements can be re-enabled

with self.getCurExp().toggleUIElements(True). Restarting the oscilloscope thread

can be achieved by either switching to an experiment without the oscilloscope (e.g. Align-

ment) and back. Alternatively, switching the GPIB of the oscilloscope to Fake or None
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should also resolve the issue.

Programming Project: Fix the miscommunication errors with the oscilloscope

A more long-term solution would be to fix the communication error with the oscilloscope

(see Sec. C.3). Secondly, the EMCCD software could check to ensure the oscilloscope

is functioning. In the doExposure function of the BaseExpWidet class, there is a loop

which checks to see if it should wait on the oscilloscope before proceeding with pulse

counting and the progress bar. An extra check could be performed, such as checking if

the thread of the oscilloscope widget, which queries the oscilloscope for data, is running.

Incorrect absorbance plots When taking absorbance data sets, an image with-

out the sample (reference) and with (image) are both required, and it can be helpful

to see both of these raw signals in addition to the absorbance of the data. Unfortu-

nately, this functionality broke at some point, so the image data is plotted twice (once

background subtracted and once not) instead of plotting the reference and image spectra

independently.

Synchronization Issues As discussed above, most sweeping loops function by

emulating button presses and waiting for completion (of a hardware move, or image

exposure, ...). This has led to significant synchronization issues; the looping thread em-

ulates a button press, which must be handled by the main thread, which then inherently

spawns a third thread which is what the looping thread must wait for. Often, this has

been accomplished by waiting a small period of time after the button press emulation
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before waiting on the other thread which is assumed to have begun. However, this has

led to problems for short activities (such as short exposures or small moves of the QWP)

where the wait is longer than it takes for the third thread to spawn and finish its activity,

or when the computer is slow and the wait is still not enough time to spawn the third

thread. The former issue puts a lower limit on how short of exposures can be safely used

for looping, while the later can result in fewer images collected than requested as the

sweeping thread mis-counts how many threads have executed.

When setting up the looping functionality, image collection could most easily be

achieved by calling the BaseExpWidget.takeImage() function, or the

BaseExpWidget.doExposure() function directly. doExposure starts an image acquisi-

tion from the camera and would be synchronous with looping, since it will wait for the

image to finish, but takeImage does extra preparation, such as disabling some elements,

and resetting FEL pulse counting statistics. Therefore, takeImage is called, which results

in the present synchronization issues.

Programming Project: Fix synchronization issues when performing loops

One method to fix these issues is to call doExposure instead. This would require separat-

ing the acquisition preparation from the thread functionality in takeImage, and taking

care to not change UI elements in different threads.

Programming Project: Add better code reusage in looping functions

Another significant improvement which could be done for loops is to reuse some of the

identical code chunks. Each loop added to the software was done with very little time
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where it was faster to copy and paste a previous loop and simply change what happens

after one set of images is taken. A better way would be to improve the Consecutive Images

functionality to fix the synchronization issues above. Then, each looping function could

call this function, instead of changing each loop directly. The code written for University

Regensburg, which is in the ‘regensburg’ branch of the Github repository, attempted to

fix several of these issues.

Spectrometer issues There are two significant issues which happen with the spec-

trometer which are worth pointing out. The first is a long-standing bug, which I have

not been able to figure out. When communication with the spectrometer is started, the

current wavelength and grating value are queried to update the UI. Unfortunately, an

error occasionally occurs (it is unclear what the error actually is). It is a very rare issue,

and not easily reproducible, and the only notice is the command prompt will loudly ex-

claim their might be an error. Reopening communication, such as by selecting ‘None’ or

‘Fake’ as an instrument, have always fixed the issue.

The second significant issue is a hardware problem where the grating shifts slightly

from the set position either when it is first told to go to a wavelength, or even sponta-

neously after previously moving to the correct position. Again, this issue is also discussed

in Appendix A, section A.5.5.
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Figure C.4: View of the front panel of the PMT/SPEX software for measuring sidebands.
The left panel is the reference pyroelectric detector and the right is the voltage from the
PMT.

C.2 PMT/SPEX Software

Measuring sidebands close in frequency to the NIR laser requires higher rejection than

possible with the Acton Spectrometer. Instead, the SPEX spectrometer is used with a

PMT has a detector. The software for controlling these two items is far less complicated

than the EMCCD software. The main software is shown in Fig. C.4.

C.2.1 Standard Usage

Operation of this software is straightforward. On the left side of the software, the oscil-

loscope control and readback for the pyroelectric detector can be seen, which is identical

to what is used in the EMCCD software and discussed in Sec. C.3. The right side shows
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the oscilloscope channel for the PMT and controls for boxcar integration.

Figure C.5: The settings available to the SPEX/PMT software.

To start, the settings for the experiment should be entered by clicking File>Settings.

The window shown in Fig. C.5 should appear. The GPIB addresses should default to

the correct values. The next line (“Starting WN”...) specify the frequencies over which

the SPEX should sweep for a single sideband, in wavenumbers (cm−1). If the NIR and

THz frequencies are entered below, the “Go to SB #” will calculate the correct bounds

for the frequencies for the specified sideband. The next line specifies which channel of

the oscilloscope the pyroelectric detector and the PMT are connected to.

The “PM HV” menu specifies the voltage of the power supply on the PMT, while the

“White”, “Blue” and “Triplet” checkboxes are used to indicate which filters are in place.

The software will scale the data by the calibrated transmission of the filters or gain from

the PMT power supply voltage.

Programming Project: A 1kV potential on the power supply is a factor of 10 gain
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over 700V. According to the manual, 700V is a gain of 10 over 500V. Adding support

for 500V could allow for fewer filters in place.

Programming Project: The software relies on the user correctly updating the voltage

when the hardware is changed. It could be useful to have the software confirm it is

correct, or set the voltage directly to prevent user errors.

The settings for the FEL will update the corresponding values in the oscilloscope settings

of the main window.

The two bottom-most checkboxes control different experiment conditions which are

often not used. “Save waveforms...” will save the raw waveforms pulled from the os-

cilloscope instead of only the boxcar integrated values. However, it does not sweep the

frequency.

“Photon count waveforms” will not integrate the waveforms, but instead attempt to

count discrete peaks in the signal due to single photon events. This settings is only phys-

ically meaningful for the 1 kV setting where photons can be individually distinguished.

After settings have been specified, data collection with the software occurs on the

main window of the software (Fig.C.4). “Choose Directory” specifies the base directory

where data should be stored. “Save Name” obviously specifies the save name of the files,

but it will create a subfolder within the chosen directory, as well as prepending file names

with the save name. The “Series” textbox provides a place to put a series tag, similar to

the EMCCD software; data sets with the same series tag will be processed together, and

the same sideband number and series tag will be averaged together.
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In the PMT graph, there are two movable regions to select the data (green region) or

background (red region) for boxcar integration (the “Init PMT” button will move both

regions to the center of the data, a legacy from when the data was offset by the advance

trigger). The text boxes below allow moving the regions to specific values. Typically,

the data boxcar is set to a width of 100 ns for cavity dumped experiments, which should

fully enclose the CD signal.

The “Save Waveforms” will save the current waveforms (both PMT and reference

detector, to separate files). It saves them in the base directory specified, with the filename

specified by “Save Name”. It will append referenceDetector and signalWaveform to

distinguish them, and auto-append a counter to prevent overwriting files.

Starting a scan can be done with “Start” or “Quick Start”. Quick start will imme-

diately being a scan with the settings specified in the settings dialog (Fig. C.5). “Start”

will bring up a dialog to easily modify the often changed settings to make data collection

more efficient.

While a scan is performed, the “Scan” tab will show the current progress as a black

trace. It will automatically calculate the average of the current number of pulses and

display the trace. The statusbar of the window will display a message wnCurr/wnEnd.

No. H(M)/T, where wnCurr is the current wavenumber, wnCurr is the final wavenumber

of the scan, H is how many FEL pulses have been counted at this wavenumber, M is the

number of misses (legacy from when the FEL would frequently miss pulses) and T is how

many hits are desired for the wavenumber.
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When a scan is complete (or “Abort” is pressed), the data is automatically saved.

The filename includes the “Save Name” and appends the sideband number and a counter

for how many files have been saved. The first line in the save file is the sideband number,

which is used for data processing. The “Scan” tab will add a new curve for the completed

scan, including error bars (calculated as the standard error of the mean).

A final useful tool is the ability to open the SPEX controls directly, under the “SPEX”

menu, “Open SPEX Settings”. Here, the SPEX can be sent to a specific wavenumber

(such as for aligning). If the wavelengths of the lasers are provided to the software

settings, it can go directly to sideband numbers. The GPIB control is greyed out, as it

is controlled by the other settings page.

Whenever the SPEX loses power, its memory is cleared and it needs to be re-initialized

and told what wavelength it is currently at. In the SPEX window, the File>Initiate SPEX

option does this initialization. When prompted, enter the wavenumber the SPEX is at,

which is on the dials on the side of the instrument. Enter the number exactly as is, and

the software will handle the ∼ 4.2 cm−1 offset.

C.2.2 Known bugs/workarounds

The code for the SPEX and PMT is significantly less complicated than the EMCCD, and

it has fewer significant bugs. One of the issues is the poor handling of the attenuator,

similar to the EMCCD software. If the device is not opened, it will give incorrect FEL

parameters and does not warn the user.
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One minor issue arises where the software will not recognize the wavelengths input,

preventing the “goto SB #” functionalities. I believe the error occurs after restarting the

software, and the wavelengths being reloaded as strings and not floats. The easiest fix is

to re-enter the wavelengths in the settings tab.

One significant bug which has happened (only once that I am aware of) involved the

SPEX no longer accepting commands. Any command issued was not recognized and no

response was received. In the end, it was determined that the ASCII commands sent

to the SPEX were terminated with a carriage return and new line (\n\r). While this

worked for a long time, the SPEX stopped accepting this and only carriage returns were

allowed. The software has been corrected to use the correct line endings.

C.3 Pyro OScope

C.3.1 Standard Usage

The final significant piece of code used during data collection is the oscilloscope software,

which monitors the FEL during experiments and is used by both the EMCCD and SPEX

software.

The software requires three regions be specified in the pulse for calculating charac-

teristics of each pulse. Shown in the left of Fig. C.6, the red region should highlight the

background of the pyro (the DC offset before the pulse), the blue region should cover the

front porch (FP), and the green should cover the cavity dump (CD). The end of the front
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Figure C.6: (Left) Main panel of the oscilloscope widget. The Red, blue and green regions
depict the background, front porch, and cavity dump portions of the pulse, respectively.
(Right) All of the settings available to control pulse counting.

porch region should extend to directly before the large jump from the CD signal, but

the front portion can be placed anywhere within the FP signal. The CD region should

be placed to start directly after the spike from the CD. Similar to the PMT software,

the “Initialize Regions” button will move the regions to the center of the data. “Pop

Out” will create a new window with the oscilloscope trace alone. The window will be

borderless and float on top of all other windows (move the window by holding Shift

before dragging the window with the mouse). This is a useful tool to allow the pyro

trace to be monitored at all times during experiments.

On the settings panel (right of Fig. C.6), there are six text boxes to provide the

positions for the pulse regions, if desired. The “CD Ratio” is a value used for controlling

whether a trace from the pyro counts as a pulse or not. The value (in volts) specifies

the minimum height of the cavity dump region to count as the FEL successfully firing.

This prevents the code from breaking or logging missed pulses. The comparison with the

cavity dump signal, instead of the front porch, can be useful for occasions when the CD

188



YAG laser fails and the FEL pulses, but the cavity dump does not actually occur.

The “Pyro Mode” drop-down tells the software whether the pyro is in the slow,

integrating mode (where the time constant of the detector is much longer than the FEL

pulse) or an instant mode (where the time constant is shorter than the pulse time scale).

The “Coupler” drop-down changes whether the FEL is operating with the hole coupler

(HC) or the cavity dump coupler. When using the HC, the blue region on the pyro trace

is hidden (since there is no longer a front porch). The green region should then be placed

at the end of the trace, which determines the amplitude of the pulse. The waveform is

fit to a Sigmoid function to extract the width of the pulse.

The “Pyro Cal” text box should contain the calibration parameter for the pyro, which

is sensitive to FEL frequency and alignment. It is found by using the Pyro Calibration

software, which measures the voltage on the pyro and the energy measured from the TK.

The “FEL Energy” is the energy (in the cavity dump portion, not including the front

porch) in a given pulse. The field strength and intensity are calculated using the spot

size and field factors specified in the bottom row. “FEL Pol” is a field stored in data files

for the FEL polarization. The “FEL Freq” is similarly only a stored value.

The spot size should be specified after measured with the Pyrocam or some THz-

sensitive camera. The “Window Trans” is measured with the VNA, and the “Sample

E eff” is the effective field enhancement, again measured by the VNA.

Programming Project: Both the window transmission and field enhancement are

measured and stored as text files. It is possible that the FEL Freq information could be
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used to look up this information and populate the fields automatically.

.

Finally, every pulse can be logged to a file. The “Choose Dir...” (a misnomer for

what should be Choose File...) specifies which file data should be logged to. However,

data is not saved until “Log Pulses” is toggled on.

C.3.2 Details on code

One of the most important parts of this software is calculating parameters of the FEL

pulse. For the cavity dump, the front porch region is fit to a line. The start of the pulse is

defined by where this line intersects with the background (as specified by the red region).

The end of the pulse is the end of the specified front porch region. This is why the front

edge of the pulse does not significantly matter (as long as enough of the pulse is included

for a good linear fit), but the end of the region is significant. The cavity dump region

should be selected within a small region directly after the pulse, as the average of the

specified region is taken as the value for the cavity dump.

The pyro is calibrated with the TK, which provides the total energy in the pulse.

Only the CD portion is of interest, so the energy in the CD is calculated by the ratio of

the voltage in the CD vs FP.

For either the CD or the HC, the software needs to be aware of the wiregrid attenuator.

Often the pyro oscope software is slaved to the EMCCD or SPEX/PMT software. When

the pyro software is started, it checks whether is is initialized as a part of either of these
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software packages. If it is, the pyro keeps a reference to the FEL attenuator to include

that attenuation in the calculations.

C.3.3 Known bugs/workarounds

There are, unfortunately, several known bugs for this software which have eluded squish-

ing. One straightforward one which must be kept in mind is that the pulse logging is not

saved when the software is restarted. The “Log Pulses” button must be re-enabled.

The physical oscilloscope will often display an empty screen when the software is

communicating with it. This is an artifact of the oscilloscope communication protocol,

wherein the software must tell the scope to begin waiting for a trigger event (which clears

the screen) then the software waits for the oscilloscope to be triggered. Once a trigger is

received, a readout occurs and immediately renews the waiting period. This means the

physical scope is often cleared. I have not found a way to fix this.

Another communication error I have been unable to figure out causes the software

to stop communicating with the scope. This is often accompanied by the physical scope

displaying an error of ‘Unterminated Query’. I have yet to figure out why this error

occurs, but it unfortunately causes the software querying threads to crash. To fix it, the

GPIB address should be changed to None before set to the correct device.

The hole coupler mode has some minor quirks which have persisted since it is not

often used. The background and signal regions should be set to the edges of the region,

and the scope must be set to 500 ns/div. If this is not done, the pulses will not be fit, and
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I am not sure why. Furthermore, the fitting routine is rather slow (noticeably slowing

the computer) when there is no pulse. It could be possible to resolve this by first coarsely

checking if the pulse is valid before doing the numerical fitting routine.

As a final note, the ‘Integrating’ mode is not thoroughly tested for either the HC or

CD. Use with caution.

C.4 HSGAnalysis

In addition to collecting all of the data, significant code has been written to process all

of the data, contained in the HSG-turbo GitHub repository. Going through all of the

code is a several hundred page document in itself, so here I will try to outline some of

the most important functions, and the interested user can follow the code to learn more

details.

One of the best places to start for understanding how all of the code works together

is the proc n plotCCD function, which is also typically the first function called when

processing a data set. When passed a folder of CCD data, the function will open all the

data files and load them, find and fit the sideband peaks, all of which is done as a part

of the HighSidebandCCD class and its methods.

The next function to consider is hsg combine spectra, passing it the list of HighSidebandCCD

objects returned by proc n plotCCD. In typical experiments, several different experimen-

tal conditions are measured (such as laser powers or frequencies, temperatures, polar-

izations, etc., which are denoted in the ‘Series’ portion of the data collection). For each
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experimental condition, there can be multiple CCD images taken at different wavelength

ranges (or center wavelengths on the Acton Spectrometer, denoted by the ‘Spec step’

portion of the software). hsg combine spectra parses the list of HighSidebandCCD ob-

jects and combines data sets. It begins by combining all of the data sets with the same

series tag. It then orders these sets by increasing spec step, and combines the spectra

together (the workhorse of which is done by stitch hsg dicts).

If PMT data is taken, it can be processed in the aptly named proc n plotPMT. To com-

bine PMT and CCD together, the objects returned from hsg combine spectra, which

are now FullHighSideband objects, have an add pmt function, which will add the PMT

data and renormalize the data sets to overlap the sideband conversion efficiencies. Note

that, as this is not a commonly done procedure (since a full PMT data is not often taken),

there is not a stock function which compares the series tag of the CCD data with the

PMT data and adds them automatically. The processing script must manually ensure

that the proper CCD data sets are added together.
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Appendix D

Pulsed Polarimetry

In order to measure the polarization of the sidebands, a full Stokes polarimeter needed

to be designed and implemented. Most of the inspiration came from Ref. [37]. Chapter

16 has a discussion of building a Stokes polarimeter, and Chapter 15 has sections on

measuring the optics which compose the polarimeter. I’ll briefly discuss the operation

and caveats of polarimetry, and some of the nitty-gritty details of aligning/ calibrating/

troubleshooting our polarimeter.

D.1 Stokes vectors and Mueller calculus

To begin, I’ll re-emphasize some of the important characteristics of Stokes vectors and

its corresponding matrix space with Mueller matrices. The standard Stokes vector is
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defined as,

~Sin =


S0

S1

S2

S3

 (D.1)

with S0 the intensity of the light, S1 the horizontal/vertical component, S2 is the ±45◦

component, and S3 is the left hand circular (LHC)/or right hand circular (RHC) compo-

nent. Mueller matrices are 4×4 matrices used for describing how an optical element will

change a Stokes vector. Important examples of Mueller matrices are an arbitrary wave

retarder of retardance δ with a fast axis at an angle θ given by,

MR =



1 0

0 cos2 (2θ) + cos (δ) sin2 (2θ)

0 cos (2θ) sin (2θ)− cos (2θ) cos (δ) sin (2θ)

0 − sin (2θ) sin (δ)

0 0

cos (2θ) sin (2θ)− cos (2θ) cos (δ) sin (2θ) sin (2θ) sin (δ)

cos (δ) cos2 (2θ) + sin2 (2θ) − cos (2θ) sin (δ)

cos (2θ) sin (δ) cos (δ)


(D.2)

and the matrix for a linear (horizontal) polarizer:

MH =
1

2


1 1 0 0
1 1 0 0
0 0 0 0
0 0 0 0

 (D.3)
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Sending light through various optical components is equivalent by matrix multiplying

the matrices and the input Stokes vector. For example, the resulting Stokes vector after

propagating through a retarder followed by a horizontal polarizer is given by

~Sout = MHMR
~Sin (D.4)

Since the final element is a horizontally oriented polarizer, only the S0 and S1 param-

eters are nonzero, but not necessarily equal if the light is not perfectly polarized. If the

intensity of the light is measured after these optics, the resulting
(
~Sout

)
0

would be given

by,

(
~Sout

)
0

=S0 +
S1

2
(1 + cos(δ))− S3 sin(δ) sin(2θ)+

S1

2
(1− cos(δ)) cos(4θ) +

S2

2
(1− cos(δ)) sin(4θ) (D.5)

Equation D.5 is the fundamental equation in doing Stokes polarimetry in our lab. We

send our light through a rotating retarder, then a polarizer (called the analyzer), and

measure the resulting signal as a function of the retarder rotation angle. I’ve termed such

a plot of intensity vs. retarder angle a “polaragram”. Fitting the polaragram to Eq. D.5

then extracts the full Stokes vector. One caveat is the choice of wave retarder; a quarter-

wave plate (δ = 0.5π) or a half-wave plate (δ = π) are standard optics. A half-wave

plate cancels the S3 term in Eq. D.5, making you insensitive to circular polarization, so
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a quarter-wave plate is required for a complete extraction of the Stokes parameter.
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Figure D.1: Example polaragram for the NIR laser. Y-axis shows the normalized intensity
after passing through the QWP followed by a horizontal polarizer. The x-axis is the
angle the QWP fast axis makes with respect to horizontal in the lab frame. The backed
out polarization state is α = 89.1 ± 2.7◦, γ = 2.3 ± 1.3◦. According to the PAX, the
polarization state was α = 87.0◦, γ = 0.2◦.

Figure D.1 shows a typical plot of intensity of light after a horizontal polarizer as a

function of QWP rotation angle, a “polaragram”. The fit to Eq. D.5 is shown.

D.2 Polarization Ellipse and Jones Calculus

To describe perfectly polarized light, we make use of the polarization ellipse, see Fig. D.2.

To determine if light is perfectly polarized from a Stokes vector, the degree of polarization

(DOP) can be calculated,

DOP =

√
S2

1 + S2
2 + S2

3

S0

(D.6)
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Figure D.2: Definition of parameters of the polarization ellipse. α is the angle of the
major-axis of the ellipse, γ is the ratio of minor- to major-axis, also called ellipticity.
The sign of γ encodes left handed versus right handed polarizations.

where DOP=0 corresponds to unpolarized, and DOP=1 is fully polarized. If the light

is perfectly polarized, α and γ can then be calculated from,

tan(2α) =
S2

S1

(D.7)

tan(2γ) =
S3√

S2
1 + S2

2

(D.8)

While measurements are done to find the Stokes vector, we end up using the Jones

calculus in practice. A Jones vector is a 2 component complex vector describing the

electric field,

~J =

(
Ex
Ey

)
(D.9)

It is only valid when the light is perfectly polarized, while Stokes vectors are valid for

partially/unpolarized light. Calculating a Jones vector if α and γ are known is possible

from,

~J =

(
cosα − sinα
sinα cosα

)(
cos γ
i sin γ

)
(D.10)
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Figure D.3: Image of our optics table around the sample. Shows the rough size of our
polarimeter (screw spacing on the table is 1”). The mirror after the polarimeter is on
a kinematic magnetic mount which snaps in and out of place, allowing measurement of
the NIR polarization with the PAX.

D.3 Experimental Implementation

Figure D.3 shows the polarimeter built at UCSB on our optics table. It is composed

of an automated Thorlabs rotation stage (K10CR1), fitted with an achromatic QWP

(AQWP05M-980). Cage mounts mount a glan-laser polarizer directly behind it. Python3

software has been written which interfaces the rotation stage with the CCD collection

software to handle rotating the QWP while taking HSG images. It is also important to

note that no optical component can be placed between the QWP and polarizer.

We’ve also purchased an off-the-shelf polarimeter from Thorlabs (the PAX instru-

ment). It is used to measure the NIR laser more quickly than our home-built polarimeter

can measure it, as well as more accurately. The PAX is better calibrated than our system,
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Figure D.4: (Left) Example retardance of the AQWP used in our experiments. (Right)
The retardance as a function of angle of incidence.

for reasons discussed in Sec. D.4 below, but has provided a good check when testing our

system. The PAX requires a monochromatic light source, and is not able to pull spectral

information from sidebands directly; it purely serves to help calibrate the home-built

polarimeter, and quickly determine the NIR polarization during experiments.

D.4 Pitfalls of Polarimetry

Before discussing how to calibrate and align the polarimeter, it is helpful to understand

some of the difficulties of polarimetery to know how to work with a polarimeter and

troubleshoot it. Two of the biggest issues with polarimeters relate to the angle of in-

cidence of light on the QWP/polarizer, and the deviations of the QWP from δ = π/2.

From Thorlabs, the specified retardance of the QWP used at UCSB has a wavelength

dependence shown in Fig. D.4. While it is close to δ = π/2, it does deviate. Furthermore,

the retardance is very sensitive to angle of incidence, as also shown in Fig. D.4.

In theory, one can measure δ(λ), the retardance as a function of wavelength and using
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that in Eq.D.5. This is discussed in Sec. D.5.3, but has difficulties (at least in our setup).

The AOI dependence seems to be resolved by using the back reflected (BR) light off the

surface of the QWP to ensure a normal AOI.

D.5 Aligning and Calibrating the Polarimeter

One of the most important parts of a polarimeter is ensuring it is well aligned and

calibrated. This section will finally describe all I’ve learned to ensure our polarimeter

is aligned. Characterizing the polarimeter depends heavily on the NIR laser and the

PAX, as well as the white light source which must be made co-linear with the NIR.

The general procedure involves putting a polarizer into the sample position of Fig. D.3,

and potentially a retarder to add ellipticity. The NIR laser can be used with the PAX

to align the polarizer and retarder at specific wavelengths, while the white light allows

characterizing across a wide spectral range. Unfortunately, the white light does not

follow the NIR beam path exactly, which limits the trustworthiness of its results, and a

large number of surface reflections leads to several Fabrey-Perot oscillations which add

significant noise to backed out values when using the white light.

D.5.1 Determining the fast axis

The first step of aligning the polarimeter is determining the fast axis (FA) of the QWP.

While the optic has the FA marked, it must be determined with respect to the home of

the rotation motor. In short, the retarder is placed between two crossed polarizers and
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rotated to minimize the transmitted light, which occurs when the FA is parallel to one

of the polarizer axes.

In practice, there’s the question of how to cross two polarizers, as trivial as it sounds.

Some of the possible ways in our setup:

• Set one polarizer, rotate the second to minimize the power of the NIR going through

• Set one polarizer, rotate the second to minimize signal on the CCD when using the

white light

• Set one polarizer to 0◦ as defined by the PAX, and the second to 90◦ as defined by

the PAX

I typically go with the final option; one of the polarizers is the analyzer, which is attached

to the retarder, while the second is the sample position polarizer. Crossing the polarizers

by the first two methods would require removing the retarder from the polarimeter to

cross them, and then re-inserting the retarder. By using the PAX, the polarimeter mount

can be snapped in and out to align each polarizer to the PAX. Ideally, a polarizer would

be placed behind the polarimeter to cross them without relying on the PAX, but it does

not fit in the current setup.

When the FA of the optic is misaligned, it results in a deviation of the measured

α from the real by twice the deviation of the FA. That is, if the FA is off by 1◦, the

measured α’s will be off by 2◦. I use this as the final metric for ensuring the FA is fully

aligned.
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D.5.2 Angle of incidence
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Figure D.5: Indication of angle of incidence issues with the polarimeter. The black curve
shows the polaragram produced with a 0◦ angle of incidence on the QWP, while the
red curve shows a 0.5◦ AOI, as measured by a back reflection. The ‘tilt’ of the peaks
is a classic indication of an AOI misalignment. For the normal incidence, the measured
angle was α = −0.6 ± 0.9◦, γ = −0.2 ± 0.5◦, while the off-normal was α = −0.4 ± 1.6◦,
γ = −0.4 ± 0.8◦ (PAX: α = −0.5◦, γ = 0.6◦). So while both were correct within error
bars, the error bars are smaller on the normal incidence data.

As shown in Figure D.4, the retardance of a QWP depends heavily on the angle

of incidence (AOI). Furthermore, the change in retardance is different whether the AOI

deviation come from a tilt relative to the fast axis or slow axis. This results in complicated

polaragrams, as depicted in Fig. D.5. Here, two polaragrams are shown, where the angle

of incidence differs by 1◦ with respect to each other. The light is affected by the retardance

due to a rotation about the slow axis, and then fast axis, as the QWP rotates, resulting in

an overall slant or tilt to the polaragram. From eq. D.5, there should only be frequencies

oscillating at 2θ and 4θ, and an AOI deviation results in components at other frequencies.

Thorlabs PAX “Alignment Assistant” works on this principle to assist alignment.
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In the home built polarimeter, the same process must be done; take polaragrams of

linearly polarized light and ensure each peak is of equal height. After that, the back

reflection off the surface of the optic can be used to more quickly determine a normal

incidence. The one caveat with back reflections is that, due to imperfections in the

mounting of the QWP, rotating the optic will trace out a cone of the back reflected

spot. Thus, the optic must always be at the same angle (such as the fast axis aligned

horizontally) when aligning to the back reflection.

Another caveat to angle of incidence is light entering the polarimeter should be col-

limated, otherwise there is again a slight angle of incidence on the beam. This is not

strictly done in the current setup (as seen in Fig. D.3 due to space constraints). However,

the focusing onto the sample is quite slow for standard experiments (f = 500 mm), and

is hopefully a second order correction. If faster optics are used to achieve a smaller focus

on the sample, there may need to be additional corrections in the polarimeter.

D.5.3 Backing out δ(λ)

Chapter 15 in Ref. [37] discusses measuring the retardance of an optic. Start with ver-

tically polarized light, and then send it through a retarder with fast axis aligned at 45◦,

and then a crossed (horizontal) polarizer. If the intensity with just the vertical polarizer

is defined as ID, and the intensity of the light with the retarder and second polarizer is

I45, the retardance of the optic is given by,

δ = cos−1

(
1− 2I45

ID

)
(D.11)
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as calculated by the appropriate Jones matrices (I believe Goldstein either has a typo,

or we disagree on the definition on ID, and Eq. D.11 here has an additional 2).
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Figure D.6: Retardance of an achromatic QWP. The retardance measured in our setup
and backed out using Eq. D.11 (gray). Significant Fabrey-Perot oscillations can be ob-
served. An FFT filter was applied to smooth the data (black). Also shown is the expected
retardance quoted from Thorlabs (blue).

This is not straightforward to measure in our spectrometer, especially across a large

bandwidth. The first problem is the spectrometer is polarization sensitive, so the mea-

surement of ID and I45 require a half-wave plate to match the polarization to the spec-

trometer, which can slightly alter their intensities independent of the retarder under

question. Furthermore, Fabrey-Perot oscillations between various optics in the setup add

significant noise to the measurement. Figure D.6, thin grey curve, shows the measured

retardance calculated from Eq. D.11. Significant oscillations are seen with two charac-

teristic frequencies corresponding to cavity lengths of 1.3 mm and 0.13 mm in air (n=1).

Smoothing through liberal applications of an FFT low-pass filter is overlain in black.

Also shown is the quoted retardance provided by Thorlabs, calculated from the material
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parameters of the optic.

To compare the difference of an assumed ideal QWP versus the measured, Fig. D.7

shows the backed out α, γ and DOP. The dependences of these figures of merit on the

retardance are not straightforward. For Fig. D.7, a white light was coupled through
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Figure D.7: Polarimetry results depending on the retardance used in Eq. D.5. Two
different polarization states were measured, and are depicted schematically at the top of
the figure. (Left) Linearly polarized light at α ≈ 26◦. (Right) Elliptically polarized light
at α ≈ −43◦, γ ≈ −28◦. The backed out α, γ, and DOP are plotted below. The red
curve shows the backed out values when δ = 0.25 is used in Eq. D.5, while the grey uses
the values shown in Fig. D.6. The green dots in the α and γ plots show the measured
value of the NIR laser at the specified wavelengths for comparison.

the setup following the NIR beam path. A polarizer was inserted directly before the

polarimeter, and a (nonachromatic-)waveplate was optionally placed after the polarizer.

The polarization of the white light was measured in an arbitrary frequency range, and

206



two states are shown in Fig. D.7. The left side shows linearly polarized light at α ≈ 26◦,

while the right side shows elliptical polarization of α ≈ −43◦, γ ≈ −28◦, with slight

dispersion due to the non-achromaticity of the wave plate used. The states at a few

select wavelengths was confirmed using the NIR laser and the PAX instrument, plotted

as the green dots for the α and γ data. The DOP for the laser was 1 ± 0.01. The

polarization states were calculated in two ways; the first assumed δ = 0.25 in Eq. D.5

(red curves) while the second used the measured values from Fig. D.6 (grey curves).

The top plot shows the measured α angle. For the linearly polarized case (left), the

two different measurement methods are nearly identical, and agree with the laser within

< 0.5◦. The same is true of the γ angle. A clear difference between the two, however,

can be seen in the DOP. Here, the measured value is closer to the laser line, and also is

more physically reasonable, since DOP> 1 has no significance.
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Figure D.8: Example polaragram using one of Thorlabs’ superachromatic quarter-wave
plates in the polarimeter. According to the PAX, the NIR laser was polarized with
α = −2.3◦, γ = −0.1◦. The light was linearly polarized, but the peaks when the QWP
was set to 0◦ or 90◦ were unequal. While this type of polaragram is expected for slightly
elliptical light (γ = 1.5◦), the expected polaragrams for linearly polarized light were never
observed.
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The results are slightly different when considering elliptical light (Fig. D.7, right).

The α angles again agree exactly whether δ = 0.25 or the measured values. However,

they both seem to be ∼ 2◦ from the laser line. It is unclear exactly why this is the case,

though a likely culprit may be the imperfect matching of the white light beam path to

the laser’s beam path. With finite ellipticity, the two backed out γ values do not agree

as they did in the linear case. Assuming δ = 0.25 results in a slight dispersion, while the

backed-out γ using Fig. D.6 produces much better agreement with the laser data than

the δ = 0.25 assumption. Finally, the DOP is slightly better with the measured value of

δ, though it is still slightly above the physically meaningful 100% degree of polarization.

It is not immediately clear why this result is occurring. One solution might be to use

a constrained fit of the polaragrams to Eq. D.5 such that the degree of polarization is

≤ 100%.

As an aside, the Thorlabs PAX documentation claims a zero-order QWP is easier

to calibrate and is less sensitive to angle of incidence deviations, relative to an AQWP.

This has not been tested here. However, it should be pointed out that Thorlabs’ “Super-

achromatic” quarter-wave plates (SAQWP) are not suitable for polarimetry (at the time

of writing). Figure D.8 shows a measured polaragram for the NIR laser where the state

determined by the PAX is given by α = −2.3◦, γ = −0.1◦. For linearly polarized light,

all four peaks at θ = 0◦, 90◦, 180◦, and 270◦ should all be equal. It is unclear exactly

why they are not, but it is a result common to all SAQWPs and makes them unfit for

polarimetry. Furthermore, the SAQWP introduced a lateral displacement of the beam,
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which significantly affected the alignment of the beam as a polaragram was measured.

D.5.4 Analyzer direction

Equation D.5 assumes the analyzer is aligned horizontally. A vertical analyzer can also

be used (but take care to derive the new equation, a few signs will change). Figure D.9

shows the backed out polarization states for two different input polarizations for a vertical

or horizontal analyzer. Similar to Fig. D.7, a white light was sent into the polarimeter
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Figure D.9: Polarimetry dependence on analyzer direction for white light. Two polariza-
tion states were measured. (Left) Linearly polarized light at α = 6.3◦, γ = −0.1◦. (Right)
Elliptically polarized light at α = 71◦, γ = −24◦. The grey curves are the backed out α
(top), γ (middle), and DOP (bottom) show the results for a horizontal analyzer, while
the red curves are the results for a vertical analyzer. For a perpendicular (to the major
axis of the incident light) polarizer provides slightly better results for linearly polarized
light, but the results are less drastic for elliptically polarized light.
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with only a linear polarizer to produce perfectly linear polarization (left side fig. D.9),

or with an additional achromatic QWP at an angle to produce an arbitrary elliptical

state (right side fig. D.9). The polarimeter was operated with the the analyzer aligned

horizontally (grey curves) with fits done with Eq. D.5, or a vertically aligned analyzer

(red curves) which required fits to a modified version of Eq. D.5. These measurements

were performed using Thorlabs’ SAQWP in the polarimeter before the issues discussed

at the end of Sec. D.5.3 were discovered, but the results are consistent when a standard

achromatic QWP is used. To calculate these angles it was assumed that δ = 0.25 as it

had not been measured for this optic.

For the linearly polarized light, the α angle was more accurate when the analyzer

was near-perpendicular to the input polarization, while the γ angle was slightly more

accurate when the analyzer was near-parallel. The DOP, however, was quite good when

the analyzer was near-perpendicular to the input polarization, but displayed unphysical

results when the analyzer direction was rotated. For the elliptically polarized light, α

was quite accurate, regardless of the direction of the analyzer. The γ angles were close,

with the near-perpendicular analyzer being slightly more accurate, though both deviate

from the value measured by the PAX by ∼ 1◦. As shown in Fig. D.7, this may be from an

incorrect δ. The DOP in either case are also quite similar, not showing the difference seen

for the linear polarization, nor the “super-polarized” light (DOP>100%) also observed

with the linear polarization.

To better understand the DOP dependence on analyzer direction,
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Figure D.10: Calculated normalized polaragrams for linear horizontally polarized light
with a horizontal analyzer. Compares perfectly polarized light (DOP=100%) with an
imperfect QWP (δ = 0.22) (grey curve) with imperfectly polarized light (DOP=68%)
with a perfect QWP (δ = 0.25) (red curve). The two polaragrams are nearly identical.

Figure D.10 shows two different calculated polaragrams. One with perfectly polarized

light (DOP=100%) with an imperfect QWP (δ = 0.22) (grey curve), the other imperfectly

polarized light (DOP=68%) with a perfect QWP (δ = 0.25) (red curve). When the

polaragrams are normalized, as done in standard processing, the two polaragrams are

identical due to a degeneracy between DOP and δ for linearly polarized light which is

near parallel to the analyzer direction. From this, Fig. D.10 indicates the source of super-

polarized light seen for the linearly polarized, near-paralllel analyzer seen in Fig. D.9 is

due to an incorrect δ which was assumed to be 0.25. While an accurate measurement of δ

would significantly lessen this error, it is only a significant problem for linearly polarized

light parallel to the analyzer. When the light is perpendicular, such as the red curve,

lower left of Fig. D.9, or elliptically polarized, such as the lower right of Fig. D.9, the
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DOP is accurate because the degeneracy no longer exists in these cases. This degeneracy

also only exists if a normalized polaragram is analyzed. If the absolute intensity is

known, the two cases can be separated by normalizing the polagram with respect to the

total intensity.
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Figure D.11: Polaragrams with increasing amount of sampling. Each curve fully samples
the same curve, and the legend shows the errors for each, taken as the covariance of the
fits. The asymmetry between the peak heights at 60◦ and 240◦ are because the Thorlabs
SAQWP was used for this measurement, before its faults were known.

The polaragrams show so far have had 16 points taken. Nyquist’s theorem would

indicate we only require 8 points, since the highest frequency is 4 “Hz”. Figure D.11

shows four different polaragrams of the same elliptically polarized light, but with 16, 32,

64, or 128 points taken. Each of the different number of subsamples well reproduces the

underlying curve. The inset shows the error associated with each measurement. Since

the error is only the covariance of the fits to Eq. D.5, increasing the points decreases the
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error since the covariance scales inversely with the number of points. While 8 samples

could be taken, 16 was chosen to reduce the errors, while not requiring the high stability

from the FEL which would be required for more points. It could be fruitful, however,

to drop the number of points and increase the exposure time to get better resolution on

sidebands. This has not been fully explored.

D.6 Reference frame

When dealing with polarized light, it is important to distinguish whether the parameters

of the polarization ellipse are defined as viewed traveling with the light, or viewing

towards the source. The standard right hand rule shows these two differences would

result in a sign-flip of γ, as well as α. The PAX defines it by viewing towards the source.

Ours measures the opposite polarization state as the PAX, which indicates it measures

along the point of view of propagation. The simplest way is to measure he polarization

using the PAX, and then measuring with the home-built polarimeter. Without a PAX, it

could be checked by setting a polarizer to a known angle, and measuring the polaraization

behind it. Note that reversing the rotation direction of the QWP will change which

reference frame the measurement is in.
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D.7 Potential Improvements

Rounding out this appendix, I want to point out some of the improvements which could

be done to better the polarization measurements.

D.7.1 Measuring δ(λ)

Section D.5.3 discusses how the retardance of the QWP used in the experiments is cur-

rently performed, as well as the issues with it. One of the biggest issues stems from

the need to measure vertical and horizontally polarized light, while the spectrometer

is polarization sensitive. It could be possible to use a polarization insensitive detector,

such as a power meter. Without spectral information, a wavelengths could be measured

and values inbetween interpolated. Alternatively, it might be possible to fiber couple

the white light used for Eq.D.11, which would scramble the polarization and remove the

polarization sensitivity on the spectrometer. However, the white light does not follow

the NIR beam path directly, and is not perfectly collimated, which might result in a

slightly incorrect retardance. Finally, as noted at the end of Sec. D.5.3, it may be useful

to attempt measurements with a zero-order QWP which may be less difficult to work

with.
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D.7.2 Error Analysis

One of the most poorly developed areas of polarimetery in this work has been on a

thorough treatment of errors. The simple solution has been taken by taking the errors

from the covariance of fits to Eq. D.5, and propagating those through to α, γ, and DOP.

This likely does not fully account for some of the systematic errors which have been

discussed here. Figures D.7 and D.9 show deviations of the polarization states measured

with a white light from the same state measured for the NIR. Furthermore, Figs. D.7 and

D.9 also show that the deviations can depend significantly on the actual polarization,

including the rotation angle relative to the analyzer, or the ellipticity, as well as the

retardance of the QWP, which is an input to Eq. D.5. These types of errors are not

included in the errors from the covariance, which result in an underestimate of the true

errors. In the past, errors have been cited as δα = δγ ≈ 2◦ and δDOP ∼ 10%, which

come from data such as that shown in Figs. D.7 and D.9, where the measurements from

the polarimeter can be directly compared to the PAX, which claims an error of < 0.1◦.
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