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ABSTRACT

**Introduction:** “Social big data” from technologies like social media, wearable devices, and online searches continue to grow and can be used as tools for HIV research. Although researchers can uncover patterns and insights associated with HIV trends and transmission, the review process is time-consuming and resource intensive. Machine learning methods derived from computer science might be used to assist HIV domain experts by learning how to rapidly and accurately identify patterns associated with HIV from a large set of social data.

**Methods:** Using an existing social media dataset that was associated with HIV and coded by an HIV domain expert, we tested whether four commonly used machine learning methods could learn the patterns associated with HIV risk behavior. We used the 10-fold cross validation method to examine the speed and accuracy of these models in applying that knowledge to detect HIV content in social media data.

**Results and Discussion:** Logistic regression and random forest resulted in the highest accuracy in detecting HIV-related social data (85.3%) while the Ridge Regression Classifier resulted in the lowest accuracy. Logistic regression yielded the fastest processing time (16.98 seconds).

**Conclusion:** Machine learning can enable social big data to become a new and important tool in HIV research, helping to create a new field of “digital HIV epidemiology.” If a domain expert can identify patterns in social data associated with HIV risk or HIV transmission, machine learning models could quickly and accurately learn those associations and identify potential HIV patterns in large social datasets.
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INTRODUCTION

HIV remains a significant public health problem, with more than 1 million people infected and approximately 14% of infected individuals in the United States unaware of their HIV status.\textsuperscript{1} Early and rapid identification of risk behaviors could help to reduce the spread of HIV and prevent outbreaks. HIV researchers, including state and local health departments, commonly use surveys, interviews, and HIV diagnoses data as surveillance tools to monitor HIV epidemiology and risk behaviors.\textsuperscript{2} Although these methods are established and have been generally successful, they also have limitations, including 1) a lag time in reporting, as the tools provide data on behaviors and diagnoses that have already occurred, and typically report these cases months or years after they occur; 2) data quality issues, as existing tools can have missing and/or biased data; and 3) extensive time involvement, as these methods require researchers to engage in a substantial number of hours collecting, analyzing, and reporting data.\textsuperscript{1,2} Therefore, innovative approaches are needed to supplement existing tools and improve HIV surveillance systems.

Social media use has been rapidly growing,\textsuperscript{3} and research has already shown that data from these technologies can be used for novel approaches to public health surveillance, including the identification of HIV-related risk behaviors.\textsuperscript{2,4} Social media and social networking platforms, such as Facebook and Twitter, allow users to easily and freely communicate with each other by sharing pictures, short messages, website links, and other forms of multimedia communication. These sites provide an enormous amount of data (e.g., approximately 500 million tweets per day on Twitter).\textsuperscript{5} Social media data are quickly becoming a core part of biomedical big data because they can be modeled alongside other biomedical data and used to predict health and medical outcomes.\textsuperscript{6–8}
Recent work has already shown the feasibility of using data from the real-time social media site, Twitter, to identify and track trends where sexual risk behaviors might be occurring in order to detect potential HIV outbreaks. For example, we showed that: 1) tweets can be extracted and identified to suggest that people plan to or currently engage in sex- and drug-related risk behaviors; 2) tweets suggesting the occurrence of these behaviors can be mapped to indicate their origin; and 3) these data can be merged and modeled alongside U.S. statistics of actual HIV cases. However, the process for identifying tweets associated with HIV risk behaviors is time-intensive, susceptible to human error, and cannot be implemented by public health researchers on a large scale: it requires a domain expert in HIV epidemiology and/or psychology to manually view and code tens of thousands of tweets to determine whether they may be associated with sexual- or other HIV-related risk behaviors.

Modern computer science methods have allowed computers to “learn” the skills of human domain experts and apply these skills to a broad range of applications, such as monitoring trends in influenza transmission, predicting crime rates, and forecasting the stock market. These machine learning approaches can be applied to HIV surveillance to analyze social media big data, or more broadly to learn patterns in data identified by an HIV domain expert and apply those patterns to large datasets. Specifically, the following steps could be implemented: 1) an HIV expert, such as an HIV epidemiologist or psychologist, could identify social data (e.g., tweets) associated with potential HIV risk, 2) the HIV expert could “teach” their process of identifying these data to a machine by supplying the machine with HIV-coded (labeled) data, and 3) the machine could learn this coding method and ultimately apply it to a large set of unlabeled social data. However, no studies have been conducted on this process, making it unclear whether
and how machine learning methods can be used to simplify social data analysis so that it can become a useful tool in HIV research.

The objective of this study was to identify whether machine learning approaches can be used to assist a domain expert who manually searches social data for HIV-related content. The machine learning tool would be able to extract free-text social data (e.g., tweets), learn from the coding of a domain expert who identifies HIV-related tweets, and automate this process on a large scale so that it could be conducted rapidly. In order for a machine learning tool to be incorporated into public health settings, the method would need to be both accurate and fast. We therefore sought to test a variety of machine learning methods to determine whether a machine could be given HIV-related tweets and learn how to quickly and accurately use a training dataset to identify new HIV-related social media content.

**METHODS**

We used a dataset from a previously published paper that contained 6,387 English-language tweets from the United States. Tweets were collected between May 26, 2012, and December 9, 2012, using Twitter’s free Advanced Programming Interface (API). In the study, a researcher identified whether the tweets were related to HIV risk behaviors, and ultimately associated with HIV cases. A tweet was classified as HIV-related if it contained a word or pattern of words (associations between words) related to sexual risk–related attitudes and behaviors, and/or HIV-related substance use (e.g., stimulants or opiates that have been shown to be associated with HIV). Tweets that did not contain information related to sexual, drug, or HIV risk were determined to “not be associated with HIV risk behaviors.” Tweets were reviewed to determine that they were in fact related to HIV (e.g., by being related to sexual and/or drug-
related risk behaviors). Overall, 2,191 (34%) tweets were identified as related to HIV risk behaviors. These tweets were associated with HIV cases at the county level and were therefore used as a training set of HIV-related tweets that would be learned by a computer.

To determine whether a machine could learn to identify HIV-related tweets, we developed and tested the accuracy of four widely used machine learning methods on the Twitter dataset: logistic regression, random forest, support vector machine (SVM), and ridge regression classifier. Logistic regression is a classification method used to estimate the probability of a binary label (HIV-related tweets vs. non-HIV–related tweets) based on features. Random forest is an ensemble learning method that can be utilized for classification tasks. It constructs a multitude of decision trees and makes a prediction based on the mode of the classes of the individual trees; 100 decision trees were used in our random forest model. SVM is a supervised learning model that learns a classifier to separate categories by a clear gap that is as wide as possible. In our experiment, a linear SVM was applied. Ridge regression classifier imposes a penalty on the size of coefficients of ordinary least squares problem. The ridge coefficients minimize a penalized residual sum of squares.

**Data Analysis**

The goal of our analysis was to determine whether, when given a training set of HIV-related tweets, machine learning models could accurately identify similar patterns in a new dataset of tweets. The tweets were filtered to extract relevant and important features prior to applying the machine learning models. According to standard machine learning methods, English stop words (e.g., “the,” “and,” “that”) were removed as these words do not significantly contribute to the accuracy of the machine learning models. Term frequency-inverse document
frequency (TF-IDF) was applied to determine the importance of words in the tweets while adjusting for the fact that some words appeared more frequently. The bag-of-words model, a natural language processing method, was applied to create a word dictionary. This method learns a word from the tweets, then identifies the frequency of the word that appears in all tweets. The most frequently used words were determined using the P-Growth method.

A 10-fold cross validation was applied to the dataset following the filtering process. Cross validation aims to find the model with the highest generalization ability. Using 10-fold cross validation enabled us to divide the entire dataset (N = 6,387 tweets) into 10 randomly selected subsets of data. This method allowed us to train a model and then test it on a new set of data to ensure the patterns were correctly identified. The overall accuracy of the model for each machine learning method was calculated based on averages of the accuracies from 10 rounds of cross validation. In each machine learning method used, we also explored different types of features that could increase prediction accuracy, including word compounds, user features, content features, network features, and hashtag features. The frequent pattern mining approach was also used to extend the dictionary with word compounds.

RESULTS

The bag-of-word model identified 9,111 words. The average accuracy of the 10-fold cross validation for the machine learning methods using word counts, word compounds, user features, content features, network features, and hashtag features is shown in Table 1.
Logistic regression and random forest plot resulted in the highest accuracy, while the ridge regression classifier resulted in the lowest accuracy. Logistic regression yielded the fastest processing time (Table 2).

DISCUSSION

To our knowledge, this is the first study to suggest that machine learning on social data can be used to assist HIV epidemiologists and public health researchers in addressing HIV-related outcomes. Current state-of-the-art epidemiologic methods like surveys and case reporting are being successfully used by health departments and researchers, but this study presents data on how health departments can use social data as an additional tool to address HIV prevention, testing, and treatment efforts.

Although recent research has provided initial support to suggest that social data can be used to monitor and predict HIV outcomes, researchers are unclear which methods can be used to analyze these data due to the large and growing volumes of social data. The current study provides a suggested method that can be used to integrate machine learning models with the expertise of an HIV researcher or epidemiologist. That is, if an HIV domain expert can identify content in social media that is associated with HIV risk behaviors, then machine learning methods appear to be able to rapidly and accurately learn from the domain expert and apply this knowledge to identify HIV risk behaviors in a large dataset. This process, therefore, has the potential to improve HIV research by allowing an HIV expert to work in tandem with a computer scientist who can help facilitate large-scale implementation of the domain expert’s knowledge. In
our study, we found that the logistic regression method resulted in the highest overall performance.

Importantly, accuracy alone is not the only important attribute in determining whether public health researchers can incorporate machine learning tools to automate their work. Although all four of the models had fairly high accuracy (~85%), the random forest model took more than 40 times as long to process as the fastest model, logistic regression. Although a longer processing time of 700 seconds might not seem like much time, processing time can become days or weeks when instead of analyzing thousands of tweets a computer needs to analyze billions of social media posts. As researchers start studying “big data” related to HIV and other public health issues, one of the emerging issues is whether it will be possible to rapidly analyze large amounts of data. For example, a machine that can be used to identify HIV-related tweets in real-time will be much more useful to a public health organization if it can identify those tweets in real time rather than days or weeks after the occurrence of the tweet. As data continues to accumulate, such as with social media data, it will be increasingly important that tools are available that can quickly process large amounts of data. This study found that machine learning tools can analyze a large amount of data points and provide insights about HIV in a few minutes.

This study was limited by the use of an existing training dataset. The training data were found to be associated with HIV cases and therefore used as a dataset of HIV-related tweets; however, there is no way to validate whether the tweets were actually related to HIV. It is common in epidemiology, health economics, and other social and health sciences to discover an association that makes intuitive sense and then to further investigate that association, which was the approach taken in the present study. Broadly, the findings of this study are important because they signify that researchers can provide a machine with social media data with a valid
relationship to HIV (“gold standard data”) and apply machine learning methods to rapidly learn those patterns and apply them to a large new dataset. Finally, although not a limitation, it is important to note that just because tweets were found to have been associated with HIV-related risk behavior does not mean that the person tweeting is necessarily going to act on that behavior or is at risk for HIV. By identifying tweets associated with HIV risk behaviors, it is therefore important to ensure that the tweets are not linked back to these individuals as that could lead to stigmatization. For that reason, this paper presents a partial list of commonly used keywords but does not provide data on the actual tweets in order to prevent identifying the individuals who made those tweets. A large and growing area of research will be focused on how to address the logistical and ethical issues associated with social data.22–24

Although current epidemiologic tools such as surveys and case reporting have limitations, machine learning on social data also has limitations. For example, social data are only available if people choose to use social technologies and allow others to access their data. This issue can lead to a biased participant sample. While quantitative or scale-based questionnaire items limit the depth of information a person can provide, character limits in some social technologies similarly limit the depth of information people can provide. The purpose of this paper is therefore not to convey that social data is a standalone tool, but rather to show that is can be used as an additional tool in the “surveillance toolbox” as well as to present a method for how to use these data. We hope that public health departments will begin to consider approaches from this new and growing field of “digital HIV epidemiology” and learn how social data can be used to help monitor HIV-related trends. We believe that digital HIV epidemiology analyses might be used to augment current tools and help healthcare personnel act quickly to deliver interventions, as needed.
CONCLUSION

This study is the first we know of to explore whether and how modern machine learning methods can be used to learn HIV associations found in social data and apply that knowledge to a new set of social data. As the body of social media data continues to grow, it will provide a rich source of information that can be used to assist public health researchers monitor, predict, and prevent the spread of HIV. Consequently, methods such as machine learning that can rapidly and accurately be used to improve the work of public health researchers will become increasingly important.
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TABLE 1. Accuracy of the machine models using word counts, word compounds, user features, content features, network features, and hashtag features as predictive features (N = 6,387 tweets).

<table>
<thead>
<tr>
<th>Machine Learning Model</th>
<th>Mean Accuracy (%)</th>
<th>SD (%)</th>
<th>Maximum Accuracy (%)</th>
<th>Minimum Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic regression</td>
<td>85.31</td>
<td>2.46</td>
<td>90.20</td>
<td>82.36</td>
</tr>
<tr>
<td>Random forest</td>
<td>85.31</td>
<td>2.18</td>
<td>88.57</td>
<td>82.00</td>
</tr>
<tr>
<td>Support vector machine</td>
<td>83.85</td>
<td>1.72</td>
<td>86.75</td>
<td>81.45</td>
</tr>
<tr>
<td>Ridge regression classifier</td>
<td>83.83</td>
<td>2.00</td>
<td>86.93</td>
<td>80.73</td>
</tr>
</tbody>
</table>

SD, standard deviation.
### TABLE 2. Average processing time with machine learning methods.

<table>
<thead>
<tr>
<th>Machine Learning Model</th>
<th>Average processing Time (sec)</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic regression</td>
<td>16.98</td>
<td>0.62</td>
</tr>
<tr>
<td>Random forest</td>
<td>708.43</td>
<td>42.08</td>
</tr>
<tr>
<td>Support vector machine</td>
<td>18.28</td>
<td>1.05</td>
</tr>
<tr>
<td>Ridge regression classifier</td>
<td>33.77</td>
<td>2.31</td>
</tr>
</tbody>
</table>

SD, standard deviation.

*Note: Processing time based on OSX El Capitan, Processor 2.4 GHz Intel Core i5, Memory 8 GB 1333 MHz DDR3.*