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Abstract

CrossMark

In this paper we report the measurement of laser-driven proton acceleration obtained by
irradiating nanotube array targets with ultrashort laser pulses at an intensity in excess of 10?°

W cm™2. The energetic spectra of forward accelerated protons show a larger flux and a higher
proton cutoff energy if compared to flat foils of comparable thickness. Particle-In-Cell 2D
simulations reveal that packed nanotube targets favour a better laser-plasma coupling and
produce an efficient generation of fast electrons moving through the target. Due to their
sub-wavelength size, the propagation of e.m. field into the tubes is made possible by the
excitation of Surface Plasmon Polaritons, travelling down to the end of the target and assuring a
continuous electron acceleration. The higher amount and energy of these electrons result in turn
in a stronger electric sheath field on the rear surface of the target and in a more efficient
acceleration of the protons via the target normal sheath acceleration mechanism.

Keywords: relativistic laser plasma interaction, high-fields plasmonics, ion acceleration,

nanostructured targets

(Some figures may appear in colour only in the online journal)

1. Introduction

Laser-driven ion acceleration is nowadays an attractive and
prolific research field for its potentiality to realize compact
sources of energetic proton or light ion bunches. Target nor-
mal sheath acceleration (TNSA) [1] is currently raising a wide-
spread interest, due to the simplicity of the mechanism, to its
robustness, to the potential implementation at high rep-rate
operation and also to its ability to produce laminar, collimated
and high brightness short ion pulses [2-6].

1361-6587/20/114001+10$33.00

In the typical experimental setup, the acceleration of
protons/light ions is obtained by irradiating a thin solid foil
- usually a few microns thick - with a relativistic sub-ps laser
pulse. In a simplified description of the acceleration mechan-
ism, relativistic suprathermal electrons (fast electrons) gen-
erated by laser-plasma interaction cross the bulk target and
escape from its rear surface [7], producing a sheath electric
field [8]. Such extremely intense field, reaching several TV
m~1!, is normal to the rear surface and accelerates nearby ions
in the forward direction, including the protons usually present

© 2020 IOP Publishing Ltd  Printed in the UK


https://doi.org/10.1088/1361-6587/abb5e3
https://orcid.org/0000-0001-9420-9080
https://orcid.org/0000-0003-2717-3748
https://orcid.org/0000-0001-5384-9962
https://orcid.org/0000-0003-3490-7949
mailto:gabriele.cristoforetti@cnr.it
http://crossmark.crossref.org/dialog/?doi=10.1088/1361-6587/abb5e3&domain=pdf&date_stamp=2020-10-02

Plasma Phys. Control. Fusion 62 (2020) 114001

G Cristoforetti et al

in the form of contaminants. Most of the current studies deal
with the understanding of the key parameters in the process, in
order to control the source, i.e. increase the monochromaticity
of the ions, usually distributed in a broad energy spectrum,
reduce the divergence of the beam and enhance the energy
spectrum cutoff/charge. According to the scheme depicted
above, the production of high-energy ions is related to the
effectiveness of the electron acceleration on the front target
surface. By using a simplified static model, where the acceler-
ation of light ions does not affect the sheath field E; and they
can be treated as test particles, it is found that E; depends both
on the number density n;, and on the the temperature 7, of the
fast electrons [9] reaching the rear surface, where E; o< v/Tjny,.
It is therefore expected that higher cutoff energies and fluxes
of light ions are produced for target geometries or interaction
conditions able to improve the number and/or the temperature
of the generated fast electrons.

In recent years, relativistic interaction of ultrashort laser
pulses with nano- or micro-structured targets raised a con-
siderable interest, mainly because of the large efficiency of
laser absorption, which in some cases can reach values higher
than 90% [10]. The enhancement of laser absorption is due
to the volumetric heating of the structured material, where
the laser can penetrate into the target for several micromet-
ers [11], compared to an absorption length of the order of
the collisional skin depth (usually a few tens of nanometers)
in case of flat target irradiation [12]. Depending on the tar-
get geometry, the improved laser-target coupling can result
in the heating of the plasma up to extreme temperatures, in
a more efficient x-ray emission [13] or in the efficient accel-
eration and guiding of fast electrons [14—18]. It was shown
that for particular target geometries (e.g. aligned array of nan-
otubes) the interaction can produce the efficient propagation of
Mega-Ampere currents of relativistic electrons into the target,
in turn resulting in the self-generation of a multi Mega-Gauss
magnetic field on its rear surface [19]. A detailed inspection
of the interaction process, by means of analytical approaches
or kinetic Particle-in-cell (PIC) simulations, suggests that the
boost of energetic electrons is related to the enhancement of
electrostatic fields in proximity of the nanostructures[15] or
to the generation of propagating e.m. waves [20] along their
surfaces. Such phenomena can be related to the analogous
enhancement of electrostatic field due to a localized Surface
Plasmon Resonance (SPR) and to the excitation of propagat-
ing Surface Plasmon Polaritons (SPP), respectively, invest-
igated in solid state plasmonics [21]. SPP are e.m. waves
spatially confined near a dielectric-metal interface, where an
abrupt jump of the dielectric function £ from a positive to
a negative value exists. They can be excited by light irradi-
ation of the interface with suitable experimental setups and
they can propagate for considerable distances. SPP waves
reduce to electrostatic localized SPR for high wavevector
values (kgpp = % > ko= %\—’;) and to Sommerfeld-Zenneck
waves [22, 23], i.e. grazing confined light waves, when
kspp =~ ko. The high confinement of the SPP fields, due to
their evanescent character both into the dielectric and the
metal media, and the ability of propagation for long dis-
tances with a low damping, motivates interest in the scientific

community because of the potentiality to build plasmonic
waveguides of dimensions beyond the diffraction limit, able
to transport information at the speed of light. Such all-optical
waveguides could overcome the limits of classical photon-
ics allowing the construction of circuitry components with
size typical of classical electronics, but with a much higher
velocity.

In the relativistic irradiation regime [24], the solid target is
ionized in a time comparable to an optical cycle and the field
propagation into the produced plasma is ruled by the dielectric
function

e=1-—L2 (1

where w), is the plasma frequency and the «y factor accounts
for the electron inertia in the relativistic regime. This is equi-
valent to defining a relativistic mass m,,; = m,"y in the plasma
frequency. In plasmas produced by laser irradiation of solid
targets typically w, > wy and the dielectric function is thus
much less than 0, which prevents the laser light to penetrate
beyond a thin layer of the order of a few nanometers. It is
evident that equation (1) reduces to that expressing the dielec-
tric function of a metal according to the Drude model, where
~ =1 (non-relativistic regime) and w, now accounts only for
the valence electrons in the metal. This suggests that it is pos-
sible to extend the solid-state plasmonics to the high-fields
irradiation regime, provided that non linear relativistic effects
of electron dynamics are accounted for [24].

In solid-state plasmonics, the excitation of SPP is hampered
by the requirements for the phase matching between SPP and
laser light waves, since kspp > kg. In case of irradiation on a
flat dielectric-metal interface, the issue is usually overcome
by means of appropriate coupling setups [21], i.e. by using
a prism in the Otto [25] or in the Kretschmann [26] con-
figuration. The utilization of nanostructured surfaces, how-
ever, can simplify the issue of momentum compensation and
enable an easier excitation of SPP. A well-known approach
is for example the grating assisted coupling, where the metal
surface is patterned with a grating of grooves with an appro-
priate periodicity, so that the phase matching becomes pos-
sible for appropriate angles of incidence of the laser light.
This scheme has been recently replicated in the high-fields
regime, by demonstrating that SPP can be efficiently driven
by a relativistic laser pulse impinging over a grating tar-
get at proper angles; experimental measurements showed that
such configuration results in the generation of fast electron
bunches, accelerated by the SPP field, emitted along the target
surface [27].

Another classical approach for exciting SPP is that of
using nanowire or nanotube arrays; in this case, the issue of
phase matching is circumvented by irradiating the tips of the
wires or of the tubes, where a structural symmetry breaking
exists [28]. It is straightforward to extrapolate the same
approach in the high-field regime, by irradiating nanowire/n-
anotube array targets with a relativistic laser pulse; this scheme
is expected to result in the excitation of SPP and could explain
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the Mega-Ampere currents of hot electrons measured in sim-
ilar experiments [19]. In agreement with this picture, PIC sim-
ulations recently carried out by Andreev et al [20] confirmed
that relativistic laser interaction with nanowire targets results
in the formation of e.m. surface waves, joined with the genera-
tion of relativistic electrons, travelling at the light speed along
the wire surface. Besides, detailed PIC simulations by Zou
et al [29-31] depicted the excitation of propagating e.m. fields
obtained by irradiating microchannel targets with relativistic
laser pulses; the spatial distribution of the fields into the chan-
nels resembled typical TM eigenmodes in a waveguide, which
is in agreement with the expected distribution of e.m. fields of
an SPP. Zou et al [29-31] also showed the capability of these
e.m. waves to accelerate relativistic electrons and, in turn, to
efficiently accelerate protons from a CH foil located at the end
of the microchannel array.

In the present work, we aim at investigating the capabil-
ity of nanotube targets to accelerate protons via the TNSA
mechanism. In the experiment a 7i0, nanotube array of length
14 pym was irradiated by an ultrashort relativistic laser pulse at
intensities in excess of 102 W cm™2. Laser-target interaction
was monitored via optical spectroscopy of light scattered in
the specular direction and proton acceleration on the rear sur-
face of the nanotubes was investigated by means of a Thom-
son Parabola and a Time Of Flight detector. The mechanisms
leading to the higher proton flux and energy cutoff compared
to those obtained for Titanium foils of a comparable thick-
ness, is discussed in view of 2D PIC simulations, showing the
formation of SPP waves travelling along the nanowires/nan-
otube walls. Such SPPs give rise to an effective acceleration
of relativistic electrons and in a higher electric sheath field
on the rear of the target. Moreover, simulations also reveal
the presence of two energy components in the proton spec-
trum, with the higher energy component progressively shift-
ing to higher energy for a larger nanotube gaps, a clear sig-
nature of the SPP origin of this component. In contrast, the
low energy component has a flat target-like behaviour depend-
ent on the fill-factor of the target, as expected for accelera-
tion driven by fast electrons propagating in the solid between
channels.

2. Experimental setup

The measurements were carried out at the Intense Laser Irra-
diation Laboratory at INO-CNR (Pisa, Italy) using the Ti:Sa
laser system delivering 3 J of energy on the target [32]. The
laser pulse (A =800 nm, 7 =30 fs) was focussed by means
of an f/#4.5 Off-Axis-Parabola (OAP) in a spot of ~ 3 x5 pm?
(FWHM), impinging on the target surface at an angle of incid-
ence of 15" . Considering a Strehl ratio of 0.54, i.e. an energy
of ~ 1.6 J enclosed into the laser spot, the laser intensity was
~ 2.8-10°° W cm™2 (ap~ 11). The target consisted of a
14 pm-thick TiO; layer formed by an array of nanotubes, open
on both ends, as shown in figure 1. The internal diameter of
the nanotubes is ~ 100150 nm and two adjacent channels are
separated by a wall of ~ 50-80 nm.

120 nm
-

50 100 150 200 250 300 350
Distance (nm)

Figure 1. SEM images of a 7iO; nanotube array target. Image (b) is
the gray value profile obtained in the selected area highlighted in
image (d), showing the side view of the target.

Concerning the preparation of the nanotube targets,
Titanium foils approximately 14 pm-thick were used as anode
in an electrochemical cell and were subject to potentiostatic
anodization in a two-electrode system at room temperature.
The cell was connected to a dc power supply using a platinum
ring as a counter electrode. Considering the strong mechan-
ical modification induced by electrochemical anodization dur-
ing the transformation from metal Ti to Titanium Oxide nan-
opores array [33, 34], prior to anodization all samples were
sandwiched in a glass epoxy double frame, cleaned with eth-
anol and dried. The electrolyte used to obtain long nanotube
arrays, consisted of 0.25-0.5 wt% NH4F (98% ACS reagent)
and ethylene glycol (99.8% anhydrous) solution with water
concentrations of 1-3%. The final Ti oxide pores dimension
was tuned by fixing the Ammonium fluoride concentration. A
fixed voltage of 60 V, for about 1 h, was used for the pro-
cessing; the cell current was monitored and the anodization
process was stopped when the current was reduced by 2 orders
of magnitude.

The performance of nanotube arrays in the laser-driven
acceleration of protons was compared with that of pure
Titanium foils of 12.5 pm thickness, which have a similar
thickness of the substrate of the nanotube target. During the
measurements, the targets were placed into a rigid holder with
a perforated mask, in order to assure the planarity of the foils
and the stability of the interaction point relative to the laser
beam waist.

Ion acceleration was investigated by using a Thomson Para-
bola (TP) and a Time-Of-Flight (TOF) Silicon Carbide (SiC)
fast diode. TP and TOF were placed on the rear side at 60 cm
from the target, aligned on the normal direction to the surface
and on a slightly tilted direction (~ 4°), respectively. The two
diagnostics were used simultaneously so that a cross-check of
the measurements could be done. An additional TOF diamond
thick detector, looking at the rear side at ~ 6 from the normal
and 60 cm from the target, was used to investigate hot elec-
trons escaping the target. The Thomson Parabola was housed
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Figure 2. UV-Vis spectrum of plasma emission acquired during the
interaction with flat and nanotube targets. The curves at wavelengths
before and after 650 nm refer to left and right vertical axes,
respectively, for sake of clarity.

in a separate vacuum chamber, operating at a pressure of 10~°
Torr, and differentially pumped with respect to the main target
chamber. Ions are deflected by parallel electric and magnetic
fields, depending on their energy, forming different parabolic
traces according to their charge-to-mass ratios. Ions are finally
detected through a multichannel plate (MCP) coupled to a
phosphor screen, imaged by an Andor CCD camera. A detailed
description of a Thomson Parabola working principle can be
found in reference [35].

The trace of the TOF SiC diode, measured by a 500MHz
digital oscilloscope (Wavesurfer 3054 LeCroy), showed
clearly two well separated peaks, the first produced by the
impact of X-rays and relativistic fast electrons and the second
by energetic ions. Taking into account the TOF distance from
the target, the time delay of the two detected peaks allows the
measurement of the ion energy. A description and a discussion
of the TOF measurements can be found in reference [32].

The TOF signal is converted in the number of particles
impinging on the detector through Monte Carlo based simu-
lations of the interaction between particles and the detector
itself. The uncertainty of the measurements, dominated by
the stochastic nature of the energy deposited into the detector
(energy straggling), is less than 5%.

3. Interaction conditions

In this section we discuss the laser-target interaction condi-
tions of the ‘real’ temporal profile of the Chirped Pulse Amp-
lification (CPA) laser system which usually includes radiation
reaching the target before the laser peak. It is therefore import-
ant to assess the effect of any precursor laser radiation on the
integrity of the nanostructures. Indeed, the presence of any pre-
cursor radiation may generate a plasma, usually referred to as
a ‘pre-plasma’, before the main peak reaches the target. This
pre-plasma is expected to affect the laser-plasma interaction
and the generation of fast electrons. It is therefore important to
quantify the extension and the scalelength of such pre-plasma
in our experiment.

In CPA laser systems, the intensity of the precursor
radiation is usually quantified by the temporal contrast para-
meter, defined as the ratio of the peak intensity to the pedes-
tal intensity, taken at a given time relative to the peak intens-
ity. Cross-correlation measurements show that the nanosecond
scale contrast due to Amplified Spontaneous Emission (ASE)
in our system is better than 10°, while the contrast of the pico-
second pedestal taken 10 ps before the peak is better than
~ 107 [36]. Moreover, dedicated shadowgraphic images of
pre-plasma formation in a gas-jet showed that in our system
the ASE emission focuses several hundred microns beyond
the position of the waist of the main CPA pulse. This effect
is due to the different divergence of ASE compared to that of
the main CPA pulse, as previously discussed by Keppler et al
[37]. By considering the ASE power contrast and the different
focal positions, we finally estimate that the ASE intensity on
the target surface is around 10° W cm~2. This value is too low
to produce any significant pre-plasma able to strongly modify
the interaction conditions of the main peak. Measurements
performed with Ti targets of different thickness, showing an
effective proton acceleration down to values of 2 microns, con-
firm the negligible effect of ASE in our laser facility. In the
presence of a strong ASE, in fact, an abrupt fall of the proton
acceleration occurs, in particular for thin targets, due to the dis-
ruption of the rear side produced by the induced shock wave.
According to hydrodynamic simulations carried out with the
2D Eulerian code POLLUX, we estimated that the time needed
by the shock wave induced by the ASE to reach the rear sur-
face of a 12 microns target is around 2 ns, decreasing to less
than 1 ns for targets of 2-3 microns. These values are signific-
antly shorter than the ASE duration (4 ns), suggesting again
that ASE does not play a significant role in our case. Con-
versely, the ps pedestal can reach an intensity on target of
~ 10" W cm~2 and has a more relevant impact. To assess the
role of the ps pedestal on the pre-plasma formation, we carried
out additional 2D simulations with a flat Ti target by using the
hydrodynamic Eulerian code POLLUX [38]. Similarly to the
results reported elsewhere [39], our hydrodynamic simulations
reveal a density profile of the pre-plasma characterized by dif-
ferent scalelength values at different densities. In the under-
dense region at densities lower than ~ 0.3 n,, the scalelength
is of the order of 1 um, while the profile becomes steeper
at densities approaching the critical density and above, with
scalelength values of ~ 250 nm and ~ 150 nm at n, and 3n,,
respectively.

Additional information about the density profile of the
pre-plasma can be experimentally obtained by means of UV-
Visible spectroscopy of scattered light. In the present experi-
ment we acquired spectra of the light scattered in the specular
direction of the laser incidence. As shown in figure 2, beside
the laser peak, both flat and nanotube target spectra reveal the
presence of 2w( (A = 400 nm) and of 3/2w( (A ~ 533 nm) har-
monics, which are signatures of laser-plasma coupling at crit-
ical and quarter-critical densities, respectively, as reported in
detail in reference [40]. The three-halves harmonics, in partic-
ular, is produced by the non-linear coupling of the laser pulse
with plasma waves driven by Two-Plasmon Decay instability
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and needs a sufficiently smooth density profile to develop. As
shown in reference [41, 42], in the case of ultrashort relativ-
istic interaction, the minimum value of density scalelength
at quarter-critical density to allow the onset of TPD instabil-
ity is of the order of the laser wavelength, which can there-
fore be used as a diagnostics for inspecting the size of the
pre-plasma.

As shown in figure 2, the 3/2wy harmonics is well visible
in the spectrum obtained with a flat foil. This suggests that
the pre-plasma scalelength at n./4 is at least of the order of
the laser wavelength, which is in agreement with the dens-
ity profile retrieved by hydrodynamic simulations for flat foil
interaction.

The 2wy harmonics is also well visible in the spectrum,
showing evidence of the laser interaction at the critical dens-
ity. Due to relativistic transparency, the laser pulse is expected
to propagate up to a region of even higher density, where the
density profile is expected to be steeper.

In the case of TiO, nanotubes irradiation, the formation of
a pre-plasma is even more important, since it could damage
or destroy the nanostructures before the impact of the laser
peak [43].

Due to the size of the nanotubes, smaller than the diffrac-
tion limit, it is unlikely that a large fraction of the laser ped-
estal can penetrate into the target, except a small percentage
propagating via plasmonic effects in solid nanostructures (see
below). So, a pre-plasma is expected to be produced mainly
in the front surface of the target, rather than inside the holes.
Therefore, the poor penetration of the laser pedestal into the
tubes and the high ablation threshold of the insulator materi-
als [44] suggest that the pre-plasma density into the holes at the
arrival time of the main peak is in any case much lower than its
relativistic critical density. Both the experimental results and
the PIC simulations discussed later in the paper, corroborate
this picture.

By comparing the optical spectra of flat foil and nanotubes,
shown in figure 2, it is clear that 3/2wy intensity is similar
in the two cases, suggesting that the scalelength value of the
pre-plasma in front of the target is comparable - and of the
order of the micron - despite the different target geometry and
composition.

The spectra also show that wq (laser) and 2w features are a
factor 2 lower than in the flat foil spectrum. This result could
be explained by the modulated plasma surface expected for
a nanotube target, resulting in the scattering of laser and 2w
harmonics in a wider angular range; the reduction of the two
features by the same factor suggests however that the fraction
of laser energy reaching the critical density is comparable for
the two targets.

As a final remark we observe that the 3/2w peak is strongly
modulated in both the flat and the nanotube spectra. The modu-
lation corresponds to a frequency of 21 THz, which is compar-
able to 1/7;, where 77 is the laser pulse duration. THz radiation
of the same frequency has been often measured in ultrashort
relativistic interaction, and could be due to the formation of
transient currents in the underdense plasma [45, 46]. A discus-
sion of this feature is however out of the scope of the present

paper.
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Figure 3. (a) raw image of the Thomson Parabola detector from a
nanotube target; (b) single-shot proton spectra obtained with a flat
Titanium foil (black line) and nanotube TiO; target (red line).

4. Experimental results

A typical raw image from the Thomson Parabola, obtained for
ananotube target, is shown in figure 3; along with the trace due
the protons, other curves produced by heavier carbon and oxy-
gen ions, having different charge-to-mass ratios, are well vis-
ible. The central bright spot, located at the origin of the para-
bolas, is produced by ~- and x-ray radiation moving straight
through the electric and magnetic fields. As in most TNSA
experiments, protons and carbon/oxygen ions here originate
from hydrocarbon contaminants adsorbed on the rear surface
of the target. Spectral calibration of the TP images was made
possible after a detailed measurement of the electric and mag-
netic field distributions into the TP, including the edge effects
of the permanent magnet, which allowed to calculate the ion
deflection produced by the Lorentz force and finally to recon-
struct the energy spectrum of the accelerated protons. Assum-
ing that the brightness of the traces is correlated with the num-
ber of the ions [47], the measured traces allow to determine
the proton cutoff energy and to estimate the ion flux.
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Typical proton spectra obtained for Titanium foils and TiO,
nanotube targets are also reported in figure 3. The figure shows
that nanotubes provide a larger flux of protons and a higher
cutoff energy. The cutoff value is here calculated by consider-
ing the signal exceeding 3 times the RMS of the noise on the
detector. The cutoff energy obtained for the nanotube targets
is in the range (4.3 —6.0)+0.2 MeV, where the uncertainty
is calculated by considering RMS noise on the detector. This
value is in average ~ 1.5 times larger than the value obtained
for the Ti foils, that was in the range (3.3 — 4.0)£0.2 MeV. An
additional systematic uncertainty of ~ 15%, due to the pinhole
size and to the uncertainty in the electric and magnetic fields
measurement, should be considered.

Time-Of-Flight measurements showed, as well, a similar
enhancement of the energy cutoff for nanotube targets, as vis-
ible in figure 4. TOF traces show a good reproducibility shot
by shot, as visible from the figure. Comparing the signals on
the oscilloscope, it is evident that with nanotubes the protons
reach the detector a few nanoseconds before than in the case
of foil targets, and produce a signal which is = 3 times higher.
Here, however, due to the lower sensitivity of the TOF detector
and possibly also to a slightly out-of-normal angle of acquisi-
tion, the cutoff values for foils and nanotubes are ~ 2.8 MeV
and ~ 4.2 MeV, respectively.

It is worth noticing that the thickness of the Ti foils is
slightly smaller than that of the nanotube targets. However
this small difference is not expected to significantly affect
these results. We also exclude that the composition and the
conductive properties of the target can play a significant role
in the acceleration process. This is suggested by the plethora
of targets of different composition which have been tested in
a previous set of experiments, showing a substantial lack of
material dependence [40].

The above arguments suggest that the different perform-
ance of Ti foils and TiO, nanotube targets in accelerating pro-
tons is due to the presence of the nanostructures, rather than to
the target composition or thickness.

We also note that, considering the laser pulse duration, the
energy delivered on the target and the thickness of the foil,
the cutoff energies obtained for the standard foil target are in
general agreement with previous results reported in literature
and with the expected scaling [48].

Finally, it is worth noticing that TP and TOF measurements
provide an evidence that the generation of fast electrons dur-
ing laser plasma interaction is more efficient with nanotube
targets than with flat foils. In TP raw images, this is sugges-
ted by the much more intense spot produced by - and x-ray
radiation (comparison not shown here), in turn consisting of
Bremsstrahlung emission of fast electrons after colliding with
cold target ions. This is also confirmed by the intensity of the
electron peak in the oscilloscope trace obtained with the thick
diamond detector, as shown in figure 4(a).

5. Particle-in-cell simulations

In order to understand the mechanisms leading to the effect-
ive proton acceleration observed with nanotube targets, PIC
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Figure 4. (a) TOF signals obtained by SiC fast diode and diamond
detectors and (b) proton spectra obtained for flat foils and nanotube
targets. Results from two different shots are reported for each target
type for SiC detectors, to highlight the good reproducibility of the
proton spectra. The time zero corresponds to the laser shot. The
oblique dashed lines are exponential curves fitting the proton
spectra. The horizontal dashed line is the 30 noise level.

simulations were carried out with the Aladyn code [49] in 2D
Cartesian geometry.

The p-polarized laser pulse, with Gaussian intensity profile
in the transverse coordinate and focal spot FWHM = 4 um,
enters the computational box from the left edge and impinges
on the target at normal or at 15° incidence at time ct ~ 13 zm,
i.e. & 43 fs after the beginning of the simulation. The laser time
profile was modelled by I(f) = Ipcos*(7t/27) where 27 =84
fs corresponds to a pulse length at FWHM of 30 fs. The size
of the numerical box was set to L, - L, = 80 - 60 pm?* and the
grid cell to dx - dy = 12 - 6 nm?, assuring reasonable space-time
resolution. The target consisted of pure Titanium in both nan-
otube and foil target simulations, with an initial Ti2t+ dens-
ity set to 5.2-10% c¢cm™3, corresponding to a plasma elec-
tron density n, = 60 n., where n, is the critical plasma dens-
ity for the laser wavelength. Due to the 2D character of the
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Figure 5. (a) simulation box and laser field at the beginning of the
simulation (¢t =0 pm). (b) longitudinal momentum Px vs. y
position into a nanotube target at time ¢z = 10 pm for the case of
normal incidence of the laser and for a gap of 100 nm between the
wires.

simulation, the nanotube target was modelled as a nanowire
regular array, consisting of Ti wires of 50 nm diameter, sep-
arated by gaps of different size, as shown in figure 5(a). The
extrapolation of the simulation results to a 3D nanotube struc-
ture will be discussed below. On the rear side of the target, a
thin layer of hydrogen was placed behind the nanotube tips
(corresponding to the rear surface for a flat foil) to allow
for the generation of the proton beam. In the PIC code, 144
(macro)electrons and 324 (macro)protons per cell were used.
During dynamical laser-plasma interaction, field ionization
using the ADK model was activated. During the simulation,
the ionization level of Ti ions rises from the initial Z=2to a
final Z ~ 18 in the nanotube walls.

The normalized energy distributions of the protons at the
end of the simulation (cz=70 pm), taken behind the target,
are plotted in figure 6(c)-(d). Normal laser irradiation (6 = 0)
of the nanotubes results in a larger proton cutoff with respect
to irradiation at larger angles (e.g. = 15"). Just for compar-
ison, the proton spectrum obtained by irradiating a plain tar-
get at an angle § =15~ was also reported in the figure. In this
case an exponential pre-plasma ramp with density scalelength
of 150 nm was placed in front of the target to reproduce the
expected interaction conditions. By comparing these spectral
distributions with those reported in figures 3—4, a reasonable
agreement of the proton cutoffs between simulations and the
experimental data becomes evident.

The higher proton cutoff obtained for nanotube targets can
be explained by the enhancement of the longitudinal elec-
tric field on the rear of the target, as shown in figure 7.
This supports the idea that protons are accelerated by TNSA
mechanism, even in case of nanostructured targets.

In the case of a nanotube target, the E, field, produced by
the escape of the fast electrons from the target, reaches val-
ues of a few tens of TV/m, while it is only a few TV/m for
a flat target. Simulations show that this longitudinal field res-
ults in the generation of a proton beam with a small angular
divergence (Ap < 10°), which is emitted normally to the rear
surface, whatever is the angle of laser incidence on the front
target surface.

Further simulations were carried out by including a
homogeneous underdense pre-plasma 0.02 < n./n. < 1 into

—— flat foil + preplasma

a : gap 100,6=0 : b e e o0
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Figure 6. Spectra of fast electrons spatially integrated in the central
region of the computational box at time ¢z =20 um ((a) and (b)) and
normalized spectral distributions of accelerated protons ((c) and (d))
at time ¢z =70 pm, obtained by PIC simulations. Images (a) and (c)
compare the spectrum obtained for a flat target with those obtained
for nanotube targets with 100 nm gap size, incidence angles 6 = 0°
and @=15" and in the case where gaps are filled by a pre-plasma
with n, = 0.025 n.. Images (b) and (d) show the spectra obtained
with nanotubes of different size and normal laser incidence.
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Figure 7. Longitudinal electric field behind the rear surface of the
target at time ¢t = 10 pm for a) a flat target and b) a nanotube target
with a gap = 100 nm between the wires.

the nanotube gaps to investigate the effect of the laser ps ped-
estal on the laser plasma coupling as shown in figure 6(c). With
this simplified target model we aim at investigating the effect
of the formation of a pre-plasma into the tubes as discussed
above. The results show that the presence of a pre-plasma leads
to a less effective proton acceleration with lower high-energy
cutoffs (figure 6), due to a degradation of the laser-plasma
coupling (see below).

A deeper insight into the acceleration of protons can be
obtained by looking at the electromagnetic fields inside the
target gaps. At early times, i.e. when the leading part of the
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Figure 8. Longitudinal component of the Poynting vector (W m~2)
of the e.m. field for nanotube targets with a gap of 100 nm (a) and
200 nm (b) between the wires. The images refer to time ¢t =10
mum and for the case of normal incidence of the laser.

laser pulse hits the front surface, the interaction gives rise
to an oscillating e.m. field propagating into the gaps, i.e.
along the edges of the nanotubes, where electric and mag-
netic fields oscillate in trasverse directions. This is clearly
shown in figure 8, where the longitudinal component of the
Poynting vector of the propagating e.m. field is plotted at
time ¢t = 10 pum along the longitudinal extension of the nan-
otube in the front part of the target (nanotube tips are located
at x=29.5 ym). In phase with the e.m. field, an oscillating
longitudinal electrostatic Ex field is also clearly visible along
the nanotube edges. The trailing part of the laser pulse, at the
opposite, is largely reflected by the plasma expanding at the
tip of the nanotube, which rapidly fills the vacuum gap, as
visible on the left side of figure 8(b). The e.m. field has the
structure of a Surface Plasmon Polariton (SPP) wave excited
at the interface between a metal and a dielectric, i.e. between
media with a negative and a positive value of the dielectric
function. Similarly, in the present case, the nanotube edge
separates a subcritical (gap) and an overcritical (wall) plasma
regions, with values of the dielectric function of opposite sign.
As expected, the intensity of the e.m. field into the gap rapidly
falls with increasing distance from the nanotube/gap interface,
showing an evanescent behaviour. This results in a confine-
ment of the wave close to the wall surface. By considering
the continuity relation of €E, at the vacuum-nanowire inter-
face and the expression of the dielectric constant in the relativ-
istic regime (equation 1), the transverse electric field E, into
the overdense plasma is expected to be much lower than in
the gap by a factor ~ (1 —n, y /yn.)/(1 —ne,_/yn;) =50 ,
where n, 4 and n, _ are the electron densities in the wall and in
the gap, respectively.

The spatial structure of the e.m. field of the SPP wave exhib-
its the typical asymmetric zig-zag distribution, which is usu-
ally produced by the interference of TM, and TE|; modes [28];
a similar distribution has been experimentally observed in a
solid state nanowire by imaging the luminescence of Quantum
Dots covering the lateral surface [50]. The asymmetric trans-
verse structure of the fields can also be driven by the coupling
of the opposite evanescent fields into the gap.

Figure 8 shows that the wavevector of the surface e.m.
wave is kspp ~ ko, as expected for cases where wy << w,, and
the SPP acquires the features of a Sommerfeld-Zenneck wave

0 305 31.0 315 32.0
X (pm)

2 33 34 35
X (pm)

Figure 9. Longitudinal momentum Px of electrons vs. X position
into a target channel with size of 200 nm and at time ¢t = 10 pm.
Image (b) is a magnification of the dashed region in the plot on
image (a).

[22, 23]. This makes easier the momentum matching with the
laser light and therefore the excitation of the SPP at the nan-
otube tip, which is usually much more complex for higher fre-
quency SPP waves. Simulations also show that the increase of
the diameter of the nanotube leads to a better laser-SPP wave
coupling, resulting in a higher energy transferred to the wave
and finally in a higher proton cutoff; this can be seen by com-
paring the Poynting vector intensity of the SPP waves obtained
for gaps of 100 nm and 200 nm, shown in figure 8. For a gap
of 100 nm the Poynting vector of the SPP is only ~ 9% of
that of the incident laser, but it rises to ~ 30% and ~ 45% for
gap sizes of 200 nm and 500 nm. This leads to higher proton
energy cutoffs when larger nanotubes are used, as shown in
figure 6.

The inspection of the electron phase space P, vs. y plot
shown in figure 5(b) shows that the evanescent field into the
gaps produces an electron acceleration along the nanotube
length, which occurs mainly at the wall-gap interface. Elec-
trons are accelerated by the J x B force as well as by the lon-
gitudinal electrostatic field. These electrons, initially extrac-
ted from the overdense region, gain energy from the SPP
wave damping its propagation into the target. While the elec-
trons into the channels move forward, those into the wires
have a null or a small negative momentum, providing a return
current neutralizing charge separation and enabling forward
acceleration of "hot’ electrons.

A deeper understanding of the electron acceleration can be
obtained by looking at the P, vs. x plot of the electrons con-
tained into the gap, shown in figure 9. Higher energy electrons,
highlighted in figure 9(b) are spatially bunched at the positions
of the strongest SPP e.m. fields, which is evident by compar-
ing with figure 8(b) (corresponding peaks are numbered for
the sake of clarity). These electrons are accelerated by the
SPP fields to a velocity close to ¢ and therefore remains in
phase with the wave and therefore bunched. Since the laser
intensity that reaches the target surface and penetrates into
the tubes increases with time, it is evident that the most ener-
getic electrons are on the left of figure 9, where e.m. intensity
is higher. The electrons with lower energy in figure 9, with
a velocity significantly lower than c, are located in the right
and at the bottom of the plot, and are accelerated in the early
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part of the laser pulse, when the intensity is lower, or they are
accelerated starting from positions not in phase with the SPP
peak, respectively. In both cases, they are not bunched with
the wave, but anyway they progressively gain energy by trav-
elling into the channel, as highlighted by the white arrow in the
figure.

The spectra of the fast electrons, which are forward moving
(P, >0) into the nanotubes at time ct = 20 um, are reported
in figure 6 for the same cases discussed above. It is evident
that the higher values of the proton cutoff are correlated with
the cases of more efficient electron acceleration. In particu-
lar, figure 6 shows that the presence of a pre-plasma into the
gaps results in a slightly less efficient electron acceleration, as
discussed above. The slight difference between electron spec-
tra with and without a pre-plasma, shown in figure 6, becomes
more relevant at later simulation times, suggesting that the pre-
plasma enhances the damping of the SPP, reducing their pen-
etration. In case of pre-plasma, the amount of fast electrons
with energy higher than 2 MeV is around 85% of that without
the pre-plasma at time cf = 20 pm, but this value falls to 45%
at time ¢t =30 pm.

In figure 6, it is shown that the more intense SPP waves
induced in gaps of increasing size result in a progressive larger
number of fast electrons and, correspondingly, to higher cutoff
energies for accelerated protons. The analysis of the proton
spectra, in particular, reveals the presence of two energy com-
ponents, which are convoluted and barely visible for nan-
otubes of smaller size, but tend to detach, becoming more
evident, for nanotubes of larger size. The low energy compon-
ent has an energy spectrum similar to that of protons accel-
erated in a flat target and, for analogy, is probably produced
by fast electrons propagating into the nanotube walls (or into
the nanowires). Simulations show that the intensity of this
component falls for larger gap sizes (not visible in figure 6d
since the spectra are here normalized), in agreement with the
progressive reduction of the fill factor of the target for larger
nanotubes. The high energy component moves to higher ener-
gies for larger values of the gap size, and is generated by the
fast electrons accelerated into the tubes. Also this component
becomes less intense for larger nanotubes, which is probably
due to the progressive smaller amount of contaminant due to
the lower fill factor. Such drawback could be however over-
come by attaching a thin foil behind the nanotube array, as
proposed by Zou et al [29-31]

The mechanisms depicted above are similar to those found
by Zou et al [29-31], describing the relativistic irradiation
of microchannels via 2D and 3D PIC simulations. In both
cases, electron are accelerated by surfaces waves excited at the
channel-vacuum interface. Differently from the works of Zou
et al however, the size of the channels is here below the diffrac-
tion limit of the laser light, and approaches the range explored
by Zou et al only at the largest size boundary. These circum-
stances make the above described phenomena fall in the more
general framework of high-field plasmonics, not mentioned in
the works of Zou et al.

An ad hoc discussion should be deserved to the extrapol-
ation of the PIC simulations to the 3D geometry. As anti-
cipated above, the target model used here and represented in

figure 5(a) is the projection on the polarization plane of our
real nanotube target. Moreover, the same model would also
represent nanowire targets, which, in the real space, are signi-
ficantly different from nanotubes and are expected to behave
differently. For this reason, a simple extrapolation of the 2D
kinetic results to our 3D geometry is an oversimplified step,
which can lead to incorrect conclusions. The spatial struc-
ture and the propagation of SPP modes in nanotubes are in
literature less explored than in nanowires. Moreover, finite-
difference-time-domain simulations and experiments show a
strong dependence of resonance SPR wavelength and SPP
modes on the size and the thickness of the tube, and on
the composition of the external medium in which nanotubes
are embedded [51, 52]. It is shown that similarly to the
case of nanowires, SPP waves with different azimuthal sym-
metry (m=0,£1,£2,...) can be excited on the dielectric-
metal interface [51, 53, 54]. Such modes can be excited in
the dielectric medium both into and outside the tube. In the
present case, due to the array structure, only the former modes
can be excited. We can therefore speculate that the SPP struc-
ture obtained in 2D PIC simulations indicate the formation
of SPP modes into the tube, propagating along the edges of
the overdense plasma. Such model has been successfully veri-
fied by using 3D PIC simulations by Zou et al [30], model-
ling relativistic irradiation of a micro-size channel by using a
circularly polarized laser pulse. It seems therefore reasonable
to extrapolate the validity of the model in 3D geometry also
for linearly polarized pulses, although a systematic set of 3D
PIC simulations is needed for quantitative and optimization
purposes.

6. Conclusions

In summary, we showed that nanotube array targets can be
used to enhance laser-driven proton acceleration via the TNSA
technique. In the present experiment, the irradiation of a 14 um
thick TiO, nanotube disordered array by an ultrashort relativ-
istic laser pulse at intensity in excess of 10 W cm~2 resulted
in a more efficient proton acceleration than that obtained by
using a flat Titanium target of comparable thickness, show-
ing a higher flux and an enhancement of the cutoff energy
by a factor ~ 1.5. PIC simulations suggest that the improved
efficiency is related to the effective acceleration of fast elec-
trons driven by the e.m. fields propagating into the nan-
otube gaps via the J x B force. Similarly to solid-state plas-
monics, the propagation of e.m. fields into the nanotubes,
with a sub-wavelength size, is made possible by the excita-
tion of Surface Plasmon Polaritons at the interface between
vacuum (hole) and overdense (nanotube wall) plasma. Des-
pite being damped by the fast electron acceleration via the
J x B force, SPP efficiently propagate at the speed of light
up to the end of the tubes, assuring a continuous accelera-
tion of the electrons along the channels. The sheath field pro-
duced by such electrons on the rear side of the target results in
the acceleration of a high-energy proton population, determ-
ining an increase of the spectral cutoff. Simulations finally
suggest that the performance of the TNSA can be further
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improved by increasing the size of the holes and by enhancing
the laser contrast.
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