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ABSTRACT OF THE DISSERTATION

Learned Approximate Computing for Machine Learning

by

Tianmu Li

Doctor of Philosophy in Electrical and Computer Engineering

University of California, Los Angeles, 2023

Professor Puneet Gupta, Chair

Machine learning using deep neural networks is growing in popularity and is demanding in-

creasing computation requirements at the same time. Approximate computing is a promising

approach that trades accuracy for performance, and stochastic computing is an especially

interesting approach that preserves the compute units of single-bit computation while al-

lowing adjustable compute precision. This dissertation centers around enabling and improv-

ing stochastic computing for neural networks, while also discussing works that lead up to

stochastic computing and how the techniques developed for stochastic computing are applied

to other approximate computing methods and applications other than deep neural networks.

We start with 3pxnet, which combines extreme quantization with model pruning. While

3pxnet achieves extremely compact models, it demonstrates limits of binarization, including

the inability to scale to higher precision levels and performance bottlenecks from accumu-

lation. This leads us to stochastic computing, which performs single-gate multiplications

and additions on probabilistic bit streams. The initial SC neural network implementation in

ACOUSTIC aims at maximizing SC performance benefits while achieving usable accuracy.

This is achieved through design choices in stream representation, performance optimizations
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using pooling layers, and training modifications to make single-gate accumulation possible.

The subsequent work in GEO improves the stream generation and computation aspects

of stochastic computing and reduces the accuracy gap between stochastic computing and

fixed-point computing. The accumulation part of SC is further optimized in REX-SC, which

allows efficient modeling of SC accumulation during training. During these iterations of the

SC algorithm, we developed efficient training pipelines that target various aspects of training

for approximate computing. Both forward and backward passes of training are optimized,

which allows us to demonstrate model convergence results using SC and other approximate

computing methods with limited hardware resources. Finally, we apply the training concept

to other applications. In LAC, we show that an almost arbitrary parameterized application

can be trained to perform well with approximate computing. At the same time, we can

search for the optimal hardware configuration using NAS techniques.
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CHAPTER 1

Introduction

Machine learning has seen massive developments in recent years, and state-of-the-art models

have been pushing the boundary of what can be modeled using neural networks. However,

model capacity has greatly outpaced the development of hardware. Popular large language

models (LLMs) require a large cluster with thousands to tens of thousands of GPUs to

train in a reasonable time [HBM22]. Even performing inference of the trained model can

be prohibitively expensive [PA]. As a result, a lot of machine learning inference tasks run

in the cloud. However, running everything in the cloud creates multiple issues. Network

connectivity is a concern, and the strict power budget of resource-constrained devices can

prevent the usage of relatively expensive network connections. Transmitting training and

inference data over the network also creates privacy and security concerns. As a result, there

is always interest in performing local inference on resource-constrained devices.

1.1 Computation in deep neural networks

At the core of today’s high-performance machine learning models are deep neural networks.

Neural networks consist of multiple layers connected in different fashions, and the way con-

nections happen within and between layers defines the type of neural network. Multi-layer

perceptrons connect layers sequentially, with an all-to-all connection within each layer. Re-

duced connections within layers generate convolutional neural networks (CNN) [LBB98].

Cyclic connections between layers generate recurrent neural networks (RNNs) [RM87]. Con-

nections with themselves in a layer generate attention layers that form the backbone of
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transformers [VSP17]. While neural networks come in numerous variants with the number

of variants still rapidly increasing, the core computation is defined by the connections within

a layer, which are made up of multiply-accumulate operations, or dot products. To improve

computation efficiency, most of the computations in neural networks contain dot products

of the same size, which can be mapped to matrix multiplications. Apart from linear ma-

trix computations, neural networks also have non-linear computations between layers, also

known as activation functions. This non-linear computation forms the basis of the universal

approximation property of neural networks [HSW89]. Despite their importance, they are

typically made up of element-wise operations where the same operation is applied to all

elements (usually) equally. Compared to the dot product and matrix multiplication com-

putations, activation functions are typically cheaper to implement, and can often be fused

with dot product kernels in libraries like cuDNN and oneDNN to further reduce their impact

on performance. As a result, dot products and matrix multiplications remain the dominant

computation in today’s neural networks.

Computations in neural networks come in two variants, training, and inference. Training

refers to modifying the parameters of the neural network so that the output of the model is

close to the desired output. If the desired output is manually labeled, this process is called

supervised learning. An example is the ImageNet challenge [RDS15], where the model needs

to create a label for a given image. During training, the label is provided as the desired

output. If the desired output is not labeled, this process is called unsupervised learning.

An example of unsupervised learning is the pre-training phase of language models. The

popular Bidirectional Encoder Representations for Transformers (BERT) [DCL18] is pre-

trained on English Wikipedia for instance. During pre-training, the model needs to predict

the content of a randomly masked word in a sentence or predict whether a sentence is the

correct next sentence. Unsupervised learning is sometimes not sufficient to generate a model

suitable for a given task, in which case the model needs to be fine-tuned on the specific

task afterward. Regardless of whether supervised or not, the training of neural networks
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can be further broken down into two passes, the forward pass and the backward pass. The

forward pass computes the final output and intermediate outputs of the model for a given

(minibatch of) input. The final output is compared with the desired output and generates

a loss value using a loss function. During the backward pass, the loss value is used to

calculate the gradient of different weight values through backpropagation [RHW86]. The

backpropagation step can be seen as the inverse of the computation in the forward pass.

For the dot product/matrix multiplication part of the computation, the backpropagation

step is separated into backward input and backward weight steps. 1 In the backward input

step, the gradient with respect to the input values is computed using the output gradient

value and weight values. The input gradient will then become the output gradient of the

previous layer. In the backward weight step, the gradient with respect to the weight values

is computed using the output gradient value and output value. As a result, the intermediate

output values of layers need to be stored for the backward pass (there are methods to trade

this memory requirement for more computation, which will be discussed in Chap. 6). After

backpropagation through all layers, the weight gradients are used to update the weight

values using an optimizer. Optimizer options range from simple ones like stochastic gradient

descent (SGD), or adaptive ones that modify the per-weight update rate like Adam [KB14].

After training a neural network, it can then be used for inference, which refers to running

the forward pass for a given prediction task.2 During inference, the weights are typically

fixed and don’t need to be updated. As a result, the intermediate output of layers can be

discarded during inference. Whereas training performs three matrix multiplications, one in

the forward pass and two in the backward pass, inference only performs one. This makes

neural network inference generally cheaper than training. Despite the reduced cost for a

1Backpropagation through activation layers only have backward input step as there are no weights. Back-
propagation through matrix multiplication of two input matrices (self-attention) has two backward input
steps, as both operands of the matrix multiplication are inputs.

2Generation (as is now popular with likes of Stable Diffusion [RBL21] for image generation and ChatGPT
[Ope23] for text generation) can be viewed as the prediction of the next pixel or the prediction of the next
word.
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single input, the cost of inference can become dominant in the long run. Once trained, a

single model may be used for inference for a lot more inputs than being used during training.

This factor makes neural network inference acceleration important despite the apparent low

cost compared to training for the same number of inputs.

Between the two variants of neural network computation, training generally requires

higher-precision computation. As the range of weight and input values of a layer can change

dramatically during training, floating-point number formats are generally preferred over

fixed-point numbers. Inference, on the other hand, has lower precision requirements in

general. Since the weight and (to some extent) input distributions are fixed during inference,

fixed-point quantization generally performs well enough during inference once the range of

inputs and weights is correctly adjusted.

1.2 Computation with reduced accuracy

As neural network inference can be the dominant computation and requires less precision

than training, multiple computation methods have been proposed to improve the efficiency

of neural network inference at the cost of reduced accuracy for single computation.

One line of work continues from the previously-mentioned fixed-point quantization. Com-

pared to computation using 32-bit floating-point numbers, 8-bit quantized weights and com-

putation reduce both computation and memory costs during inference. In terms of accuracy,

8-bit fixed-point numbers have been shown to lose only a little accuracy when quantizing

from a floating-point model without training. Quantization without training is known as

post-training quantization (PTQ) and allows easy deployment of floating-point models with

fixed-point computation [Mig17]. For cases where training is allowed, quantization-aware

training (QAT) can further improve accuracy [JKC18, ZWN16]. In the most common form,

QAT performs fake quantization during part of or entire training. In a fake quantization

setup, a copy of weight values is kept at high precision, which is also known as master weights.
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In the forward pass, the master weights are quantized to compute layer outputs. In the

backward pass, these outputs are used to compute the weight gradients using high-precision

computation. The gradients are then used to update the high-precision master weight val-

ues. This setup is known as a straight-through estimator (STE) [Ben13]. Training-aware

quantization further reduces the accuracy loss induced by quantization, and a lot of models

lose very little to no accuracy with 8-bit quantization-aware training. With the success of

8-bit quantization, there has been continued work to push the precision further down. 4-bit

quantization on weights has been shown to be sufficient for various models [BNS19]. In the

extreme case, 1-bit quantization was proposed to limit both storage and computation to

single bits [CHS16] at the cost of some accuracy loss.

Another line of work focuses on dropping unimportant computations in neural networks

altogether, also known as pruning. As neural network training uses a first-order optimization

algorithm, training convergence is typically slower and noisier compared to more traditional

optimization algorithms like Newton’s method which require higher-order information. As

a result, there are observations that a lot of the weights in the trained neural networks are

redundant, and can be effectively dropped without significantly impacting the final accuracy

[HPT15]. Dropping weights in a neural network can theoretically save both the weight

storage cost and the associated computation cost.

The last line of work tries to use approximate computing methods to further reduce the

cost of computation. Compared to quantization which tries to perform the same operations

but at lower precision or pruning which tries to remove unimportant computation, approxi-

mate computing deliberately introduces errors or uncertainties into the computation. Some

examples of approximate computing include approximate arithmetic, analog computation,

and stochastic computation. Approximate arithmetic tries to simplify the digital arithmetic

circuits, typically multipliers, even if such simplification generates errors for certain input

computations. With careful selection of the places to simplify, approximate computing can

further reduce the area and power of arithmetic operations with only a small loss to model
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accuracy [GSG22]. Analog computing tries to perform computations using circuits not orig-

inally designed for computation, typically memory [YJH21]. Performing computation in

memory arrays offers multiple benefits. On the one hand, this saves memory movement

costs, as weights are stored in the memory array and don’t need to be read out. On the

other hand, novel memory technologies like magnetic memory (MRAM) [POZ18] and resis-

tive memory (RRAM) [CLX16] improve computation efficiency compared to fixed-point and

floating-point computation.

Stochastic computing (SC) is another one of the approximate computing methods. SC

performs computation using randomized bitstreams and is shown to be promising for neural

network acceleration [SNL17]. With the stream representation, stochastic computing en-

ables multiplications and additions using single gates. This setup significantly improves the

computation density. The improved density in turn increases input value reuse during com-

putation, which reduces memory movement requirements [RLM20]. However, these benefits

don’t come for free. As is obvious from the name, stochastic computing is random. Both

the generation and computation of bit streams create errors, which hampers the accuracy of

stochastic computing.

This thesis mainly focuses on improving the efficiency of neural network inference us-

ing stochastic computing. Apart from the implementation of SC for neural networks, this

thesis will also discuss the motivations for using SC in the first place, and also discuss the

application of the training techniques for SC-based neural networks on other approximate

computation methods and other applications.

The thesis will be organized as follows:

• Chapter 2 will discuss 3pxnet: packed, pruned, and permuted xnor-net, which aims to

achieve maximal compression of a model by combining 1-bit quantization and pruning.

By performing multiple optimizations including bit packing and input channel permu-

tation, we demonstrate further memory reduction and performance gains over model
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binarization and pruning alone.

• Chapter 3 will discuss my contributions in ACOUSTIC: Accelerating Convolutional

Neural Networks through Or-Unipolar Skipped Stochastic Computing. It will start

with how we arrived at stochastic computing from the initial work on model binariza-

tion and pruning. Following a brief introduction to SC will be the initial implementa-

tion of an SC-based neural network, which serves as a basis for further optimizations.

• Chapter 4 will discuss my work on GEO: Generation and Execution Optimized Stochas-

tic Computing Accelerator for Neural Networks. It includes optimizations to the gener-

ation and execution components of stochastic computing. These optimizations improve

the accuracy-performance tradeoff of stochastic computing.

• Chapter 5 will discuss my work on REX-SC: range-extended stochastic computing for

neural network execution. While the generation optimizations of GEO are mostly

sufficient, the execution optimizations introduce multiple complications. REX-SC in-

troduces OR-n as an alternative to execution optimization in GEO. OR-n enables more

efficient modeling during training, which allows us to demonstrate the benefits of SC

on larger models and more complicated datasets.

• Chapter 6 will discuss my efforts to improve the training performance for neural net-

works using stochastic computing and other approximate computing methods in gen-

eral. This chapter discusses the difficulties faced during training along with solutions

to each one of them. The introduced optimizations act as enablers for the models used

in Chapter 4.

• Chapter 7 will discuss the application of the training idea to other applications and

other approximate computing methods. In LAC; learned approximate computing

search, we allow optimization of an almost arbitrary parameterizable application for

a particular approximate hardware configuration. For a fixed approximate hardware
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configuration, LAC improves application performance and allows hardware reuse. For

cases where the hardware can also be changed, we enable an automatic search of the

hardware configuration that finds the hardware with the best accuracy-performance

tradeoff after training.

• Chapter 8 will provide a conclusion of the thesis along with some promising directions

for future research.
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CHAPTER 2

Sparse Binarized Processing 1

2.1 Introduction

With the increasing need for intelligence in Internet-of-things devices, there is a growing inter-

est in deploying neural networks on mobile and edge devices. However, state-of-the-art deep

learning models have sizes in tens or hundreds of megabytes and require millions of multiply-

accumulate operations, making them impossible to use on heavily resource-constrained plat-

forms.

To cope with this, various model compression schemes have been developed in recent

years, chief among them, quantization and pruning [CWZ17]. Multiple works have shown

that decreasing the precision of underlying computation through quantization does not af-

fect accuracy, while significantly improving storage and runtime [VSM11, CCR13, GAG15,

ZWN16, JAM17, JBB17]. In the most extreme case of precision reduction, binarization can

be used without a significant drop in accuracy [CSM15, CHS16, KS16, ROR16, CHS16].

Exploiting redundancy through sparsity has been studied since the advent of neural

networks [LBB98, HSW93], and recent work [HPT15] has shown over 10x compression on

popular network models with the same accuracy. Although model compression through

pruning significantly reduces the required computational complexity, it is hard to efficiently

1This work is performed in collaboration with Wojciech Romaszkan and Puneet Gupta.
This chapter contains material previously used in [RLG19]. My contributions to this work
include training the models, including the fixed-point baseline and dense and sparse binarized
networks, and developing the methodologies around the training and pruning components.
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exploit, especially on highly-parallel hardware [YLP17]. Combining binarization and prun-

ing is the next logical step when pushing the limit of model compression [YSN18]. Un-

fortunately, naively induced sparsity makes exploiting binarization-enabled parallelism pro-

hibitively costly. To achieve actual performance gains over dense binarized implementation,

a form of structured pruning needs to be employed [LZP17]. However, this enforced structure

might in turn constrain pruning flexibility and negatively affect the accuracy of the network,

which in itself is undesirable.

2.1.1 A case for sparse XNOR networks

Table 2.2 shows available memory in some of the common embedded microcontroller plat-

forms. This is usually limited to a few hundred kilobytes at most. Such severe resource

constraints make the implementation of reasonable deep learning networks on these plat-

forms very challenging. For example consider a few network models shown in Table 2.1.

Most floating point and even 8-bit fixed point implementations are 10-1000X off from where

they need to be for these platforms.

By constraining weights and activations to binary values, Binarized Neural Networks can

perform 32 multiply-accumulate operations using XNOR and population count (popcount)

instructions in a 32-bit processor (with appropriate “packing” of weights and activations),

which gives it a potential 32x storage and computation saving compared to a 32-bit im-

plementation (see Table 2.1). While this in itself is impressive, it might not be enough

to use common models on typical embedded development platforms. Further compression

is, therefore, necessary to use large models on those devices, or in the case of the most

memory-constrained ones, make it feasible to deploy them at all.

In this paper, we propose a Pruned-Permuted-Packed XNOR Neural Network (3PXNet)

model aiming to combine binarization and pruning in a way that is computationally efficient

and does not significantly degrade accuracy. We specifically target resource-constrained edge

devices and provide implementation results on a range of embedded platforms. Our pruning
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Table 2.1: Weight storage requirements of different networks depending on precision.

Network Weight Memory [MB]

F32 FP8 XNOR

ILSVRC VGG-D [SZ14] 553.4 138.3 17.3

ILSVRC AlexNet [KSH12] 227.5 56.9 7.1

MNIST MLP [CHS16] 147.2 36.8 4.6

MNIST MLP Small (This work) 0.40 0.10 0.01

CIFAR-10 CNN [CHS16] 56.1 14 1.7

CIFAR-10 CNN Small [LSC18] 0.36 0.09 0.01

method allows further model size reduction and speedup compared to a binarized network.

Contributions of this work are as follows.

• We develop methods to prune binarized XNOR networks aware of the need for packing

them into words for computational efficiency.

• We develop training methods for such 3PXNets and open-source the training routines

using PyTorch framework [PGC17].

• We show that 3PXNets offer some of the most compact networks with good accuracy:

3x-38x (22x-307x) size reduction versus dense binary (8-bit), with 0-5.2% (0.3-10.4%)

accuracy drop on MNIST and 2.3-3.8% (3.5-5%) on Google Speech dataset, depending

on the level of sparsity.

• We develop the first software implementation of sparse binarized networks and open

source implementation of 3PXNets.

• We make multiple design optimizations, like loop ordering, fused kernels, and implicit

padding, which result in a very low memory footprint and runtime. 3PXNet imple-
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mentation can be as much as 3X (25X) faster and more energy efficient than dense

binarized (8-bit fixed point) networks enabling real-time inference on IoT platforms.

2.2 Related Work

2.2.1 Binarized neural networks

Reducing the computational complexity of Neural Network training and inference has become

a major research topic in recent years [CWZ17]. Multiple works have shown that decreasing

the precision of underlying computation through quantization does not affect accuracy, while

significantly improving storage and runtime [VSM11, CCR13, GAG15, ZWN16, JAM17,

JBB17]. To reduce the computational complexity to its limit, researchers have proposed

a variety of implementations that binarized both weights and activations [CSM15, CHS16,

KS16, ROR16, CHS16]. Those Networks are commonly referred to as XNOR-Nets because

multiplication can be implemented using a bitwise XNOR operation.

The promise of significant performance and storage improvements given by XNOR-

Nets has resulted in multiple software and hardware implementations. Umuroglu et. al.

[UFG17] have created FINN, a framework for binarized FPGA accelerators, which was

further expanded to larger models by Fraser et. al. [FUG17]. Other binarized accelera-

tors have been proposed, both targeting FPGAs [LLX17, ZSZ17, LXY17, YHF18], ASIC

[ACR18, BKA18, CSB18, SNT18], and in-memory compute [JKW17, BYM18]. Yang et. al.

[YFB17] have developed BMXNet, an extension of MXNet [CLL15] based on a binarized

GEMM kernel. Depth-first binarized convolution implementations have also been shown for

both CPU and GPU [HZL18, PTT18, MTK17]. Our implementation leverages the same

depth-first approach to convolutional layers, while also incorporating coarse intra-kernel

pruning.
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2.2.2 Weight pruning

Weight pruning in Neural Networks was first proposed over 20 years ago as a way of improv-

ing generalization and reducing computational complexity for both training and inference

[CDS90, HSW93]. Recently, Han et. al. [HPT15] have shown over 10x compression on

popular network models with no increase in error rates. By further coupling pruning with

quantization and efficient coding, in a scheme called Deep Compression, they achieved up to

49x size reduction [HMD15]. However, deploying pruned models on highly-parallel architec-

tures has proven problematic due to storage overhead and irregular memory access patterns

of sparse matrix multiplication [YLP17, SCS17].

To make pruning more regular, multiple forms of “structured” pruning have been pro-

posed. Lebedev and Lempitsky [LL15] proposed group-wise sparsification. Foroosh et. al.

[FTP15] hard-coded the sparsity patterns into the source code, achieving up to 6.88x speedup

on CPUs. Anwar et. al. [AS16, AHS17] explored different granularities of pruning: fea-

ture map, kernel, and intra-kernel and introduce kernel strided sparsity. Sredojevic et. al.

[SCS17] have proposed an algorithmic way of inducing regularity in sparse networks. Yu

et. al. [YLP17] have developed a hardware-aware pruning method called Scalpel, which

matches the coarseness of pruning to the parallelism of the underlying hardware. Our

approach to packing is based on Scalpel but applied to binarized models and uses CPU

bitwidth as packing granularity, while also permuting layer inputs to improve packing op-

portunities. Wang et. al. [WZW18] have used structured sparsity in unrolled kernels after

im2col conversion. Pruning has been successfully exploited in custom accelerators by using

compressed storage, skipping memory accesses, gating computation, and exploiting novel

dataflows [CKE16, ZDZ16, PRM17, JDS17]. Crossbar-aware pruning has also been pro-

posed given the recent emergence of analog crossbar-based accelerators [LDZ18].
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2.2.3 Sparse binary networks

While traditional implementations of ternary networks can be considered binary-sparse, they

store numbers in 2-bit format and don’t skip computation, which makes it impossible to

capitalize on the benefits of either binarization (XNOR multiplication) or sparsity (storage

and computation reduction) [ZHM16, LZL16, ALP17, MKM17, KBM17, YSN18, HGF18].

Thus we would like to make a distinction between explicitly Ternary Networks, using 2-bit

representation, and Binary-Sparse Networks, leveraging XNOR multiplication and size com-

pression, like ours. As an example of the latter, Lin et. al. [LXZ17], exploited Singular Value

Decomposition to reduce kernel sizes in BNNs. Certain software and hardware implemen-

tations rely on operand-gating XNOR multiplication [HBO18, DJP18], however, they still

require 2 bits of information per weight: value and mask. Li and Ren [LR18] decomposed

first-layer activations into “bit-slices” and explore pruning opportunities in those, but their

scheme does not extend over the whole network. Faraone et. al. [FFG17] have discussed the

implications of exploiting sparsity in binarized FPGA accelerators, but not software ones.

2.2.4 Machine learning on embedded systems

Edge Machine Learning inference on embedded platforms has been explored in recent years as

a way to remove the communication energy and latency involved in offloading it to the servers.

Due to the severe memory and energy constraints of such devices, various model compression

techniques have been used to make such applications feasible. Compressed Neural Network

models like SqueezeNet [IHM16] and MobileNets [HZC17] have been developed, specifically

targeting low memory footprints. Lai et. al. [LSC18], have developed CMSIS-NN, a software

library for ARM Cortex-M microcontrollers with 8- and 16-bit fixed-point support. Microsoft

is developing EdgeML, a Machine Learning library containing algorithms optimized for low

storage, energy, and latency [KGV17, GSG17].
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2.3 The 3PXNet Approach

In the following sections, we describe the principal components of the Pruned-Permuted-

Packed XNOR Networks.

2.3.1 XNOR networks

Binarized neural networks reduce network size by having only one bit for each weight, al-

lowing multiple weights to be packed in a binary vector, e.g. a processor 32-bit word. By

constraining the activations to binary values, they can also be packed, and 32 multiply-

accumulate operations (MAC) can be performed in parallel using a bitwise XNOR and pop-

count instructions on the activation and weight packs in a 32-bit processor (or 64 MACs in

a 64-bit processor). In theory, this can reduce weight storage and computation requirement

by a factor of 32 compared to a 32-bit floating point implementation.

2.3.2 Challenges in pruning XNOR networks

Dense binarized XNOR networks are relatively straightforward to pack for both weights and

activations thereby getting close to the “32x” leverage [CHS16]. However, introducing spar-

sity on top of binarization will not necessarily improve the results further. We first illustrate

how naively pruning binarized networks worsens storage and runtime. Consider a “small”

binarized MLP used for MNIST (see Table 2.1) classification with the input layer of size

784, one hidden layer with 128 neurons, and an output layer of size 10, both followed by

batch normalization. If we prune it without any constraints and store the sparse weight ma-

trix using compressed-sparse-row (CSR) format, binary weight packing and “SIMD” XNOR

multiplication cannot be leveraged easily. We refer to this scheme as Naively-Pruned (NP)

network. If the number of non-zero weights for each kernel is constrained to be the same

multiple of 32, binary weights can now be packed to save storage, but activations need to

be fetched individually and packed separately for each kernel during computation. We refer
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to this scheme as Naively-Pruned, Packed Network (NPP). NPP scheme has two advantages

over NP in terms of storage overhead. First is packing weights into binary vectors instead

of storing values individually. Second is getting rid of row extent values in the CSR format

- having the same number of packs per kernel means that only one row extent value per

layer needs to be stored. This will have a more profound impact on high levels of sparsity,

because while the number of column indices goes down with sparsity, the number of rows,

and therefore row extents stays the same. Figure 2.1 shows the total storage required for

NP and NPP implementations, compared to a dense implementation. NPP offers significant

storage reduction over NP, mainly through a reduction in weight storage itself. However, to

break even with Dense XNOR, sparsity levels of over 90% and 95% are required for NPP

and NP respectively.
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Figure 2.1: Storage requirements for Dense, NP, and NPP XNOR “small” MNIST MLP for

varying levels of sparsity.

While NPP allows for packing non-zero weights, there is no easy way to leverage input

packing. As runtime is usually a concern for convolutional layers, we implemented both

Dense and NPP kernels for the Large CNN model (Table 2.3) for CIFAR-10. Even with

sparsity set to 87.5% for each convolutional layer, except for the first one, which is kept as

dense Binary-Weight ( BWN - using full-precision activations and binarized weights), the

NPP version is 15X-29X slower compared to the unpruned dense XNOR Net on the different

convolutional layers, running on a Raspberry Pi 3. This clearly shows that naively pruning

16



binarized networks, even with packing, is not beneficial at best, and possibly detrimental to

both their size and runtime.

2.3.3 Pruning a packed XNOR network

To make the inference of pruned binarized neural networks more efficient, inputs (activations)

need to be fetched in packs, and those packs need to work for all kernels in a layer. This leads

us to constrain the non-zero, or “active”, weights of each kernel to packs of 32 consecutive

positions. These 32-bit packs are aligned across all kernels of a layer so that the activations

only need to be packed once. This packing constraint reduces the number of indices to store

by a factor of 32 compared to NPP implementation.

Forcing the packing constraint reduces the flexibility of the network, and can result in

excessive pruning in some packs and insufficient pruning in others. To alleviate this effect,

we propose to permute the weight matrix so that weights inside the 32-bit packs are more

likely to be all zeros in the ternary network. Figure 2.2 illustrates the effect of permutation

on packing for a pack size of 4. A similar approach is also used in [LDZ18] albeit in the

context of crossbar neuromorphic systems. Weight permutations are performed on input

channels (NI) of a fully-connected or convolutional layer. For a convolutional layer with

weight shape (KN,KZ,KY,KX), the weight is first flattened in all dimensions except KZ

to (KN flat,KZ), and then treated as a fully-connected layer.

Permutation tries to group similar input channels into packs of 32 in a method resembling

Prim’s algorithm. Before grouping, weights are first ternarized to {-1,0,+1}. For each pack,

a random input channel is chosen as starting point. A similarity score is calculated by

counting the overlap of 0 positions between the existing input channels in the pack and all

other channels that have not been grouped, and the channel with the most overlap is added

to the pack. If a group has both 0s and {-1, +1} values in a position, it is considered as

a non-zero position, as it’s unclear if weights in the pack will be pruned or not, and either

choice will result in some weights being forced to change. On the other hand, positions filled
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Figure 2.2: Pruning with packing constraint of 4 bits a) without permutation, b) with

permutation

with 0s in a pack will be pruned, and the pruning action will not force any weight change.

Once a pack is filled, another random input channel is chosen as the starting position for

the next pack. This process continues until all input channels are grouped into packs. Input

channel permutations can be directly translated to output channel reordering of the previous

layer, so it is completely free in terms of inference except for the first layer. Figure 2.3 shows

the effect of using permutation in a small MLP, where maximal benefit (¿4%) is observed

with very high sparsity.
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Figure 2.3: Comparison of training results with and without permutation for different spar-

sities.
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2.3.4 Training 3PXNet

Network pruning is usually performed by training a dense network and then deleting some

edges or kernels. Since 0 cannot be represented in a binarized network, and the binary values

contain no information about the importance of each weight, we start the training with

ternary weights to introduce zero values. The training algorithm is adapted from the one in

[CHS16] where full-precision weights are kept during training and binarized during inference,

except that the weights are ternarized using a threshold function instead of binarized.

Listing 2.1: Pseudocode for calculating threshold for NPP.

we igh t so r t ed = so r t ( weight , descending=True )

index = c e i l ((1− s p a r s i t y )∗ s i z e /word width ) ∗ word width

th r e s = we igh t so r t ed [ index −1]

The threshold used is calculated using Algorithm 2.1. The weight tensor is first flattened

and sorted based on the floating point values. The threshold value is then chosen to make

sure that the sparsity roughly aligns with the sparsity constraint of that layer, and that the

number of active weights aligns with the word width of the processor (typically set to 32).

The result of this phase of training follows the NPP scheme, which allows efficient storage

of weights but requires high indexing overhead. We then permute the weight matrices using

the method mentioned above and enforce the packing constraint.

Listing 2.2: Pseudocode for calculating threshold for packed pruning.

w e i g h t s p l i t = s p l i t ( weight , s p l i t s i z e=word width )

// For every s p l i t weight pack

f o r sp = 0 to s i z e /word width

weight sum [ sp ] = sum( abs ( w e i g h t s p l i t [ sp ] ) )

we i gh t so r t ed = so r t ( weight sum , descending=True )

index = c e i l ((1− s p a r s i t y ) ∗ s i z e / word width )

th r e s = we igh t so r t ed [ index −1]
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Similar to the NPP phase, a threshold is calculated using Algorithm 2.2 to determine

the packs to prune. For each kernel in the weight matrix, we split the weight values into

packs aligned to the word width of the processor, and sum the absolute value of weights

inside each pack. We then calculate the threshold so that the sparsity roughly matches the

sparsity requirement of the layer, and prunes away the packs with sums below the threshold.

For packs that are not pruned, the weights inside are forced into {-1, +1}, even if they were

originally 0. Before pruning is fixed, the pruned packs can still be unpruned if the sum of

another pack drops lower than the pruned pack. The network is trained for a few more

epochs to determine which packs to prune. Finally, the packs to be pruned are fixed, and

the model is fine-tuned to further improve accuracy. The final pruned, permuted and packed

binarized network is referred to as 3PXNet.

As shown in Figure 2.3, forcing the packing constraint reduces network accuracy com-

pared to unconstrained pruning, and permutation cannot fully recover accuracy loss. Per-

mutation of inputs changes the allowed topology of the final network, which is the case for

MLPs. For CNN we are not pruning the input layer, so permutation doesn’t change the

achievable topology. Because we are permuting entire kernel planes, permutation is also

more restrictive for convolutional layers. Immediately after permuting, packing, and prun-

ing a trained network, permutation has a significant advantage in accuracy (as much as 20%

from 23.0 to 43.2%) but we fine-tune the network after permutation and it largely recovers

irrespective of permutation indicating that the networks have significant redundancy unless

the sparsity is very high (¿90%). Because of the negligible effect of permutation on train-

ing and inference runtime, all networks are trained with and without permutation, and the

better-performing one is chosen as the result.
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2.4 Experimental Setup

Hardware and software platforms, benchmark datasets, and neural network architectures we

use for our experiments are outlined below.

2.4.1 Platforms

We test our implementation on three different embedded development platforms from the

STM Nucleo family [STM18], and a Raspberry Pi, with the configurations shown in Table

2.2.

Table 2.2: Hardware platforms used for the runtime experiments. Only the Small platform

has a DSP extension with hardware multiply-accumulate unit. All three microcontrollers

are from the ST Nucleo family.

Name Model SRAM Flash Core Clock

(KB) (KB) Type (MHz)

NUC Large F746ZG 320 1024 ARM CM7 216

NUC Medium F103RB 20 128 ARM CM3 72

NUC Small F031K6 4 32 ARM CM0 48

Name Model L2 DRAM Core Clock

(MB) (GB) Type (GHz)

RPi Model B+ 2 1 ARM CA53 1.2

2.4.2 Benchmarks

We evaluate our approach using two fully-connected networks (MLP) and a small convolu-

tional neural network (CNN) on the MNIST dataset, and two convolutional neural networks

on CIFAR-10 and SVHN dataset as shown in Table 2.3. All datasets are image classifica-

tion datasets with 10 classes. MLP-Large (MLP-L) and CNN-Large (CNN-L) are used in

[CHS16]. CNN-Medium (CNN-M) uses the same convolutional layers as CNN-L but only has
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one fully-connected layer. CNN-Small (CNN-S) is a modified version of LeNet in [LBB98],

and MLP-Small (MLP-S) is a minimally sized MLP with one hidden layer. We also tested

the same CNN-M for Google Speech Command dataset [War18]. Networks are trained with

PyTorch 0.4.1. All models are trained on the training set provided, and accuracies are mea-

sured on the testing sets. We used Adam optimizer [KB14] for training, with a batch size of

256 and an initial learning rate of 0.001.

Table 2.3: Benchmark models and datasets

Dataset Model Architecture

MNIST

MLP
Large [CHS16] 784-4096-4096-4096-10

Small 784-128-10

CNN Small

32CONV 5−MP2

32CONV 5−MP2

10FC

CIFAR-10

CNN

Large [CHS16]
128CONV 3× 2−MP2

256CONV 3× 2−MP2

SVHN
Medium

512CONV 3× 2−MP2

Speech[War18] (1024FC × 2)− 10FC

2.4.3 Baseline

On Nucleo boards, we use the ARM CMSIS-NN [ARM19], version 5.3.0 optimized for Cortex-

M processors. On Raspberry Pi we use Arm Compute Library [ARM18], version 18.03, with

NEON extension enabled for a fair comparison with 3PXNet. For both CMSIS-NN and

Compute Library we use 8-bit precision: q7 t and QS8 datatypes respectively. The first layer

in CNNs is implemented using CMSIS-NN/CL routines with binarization overhead since they

are not packed and sparsified. All results are generated for a batch size of B=1. Larger batch

sizes increase storage requirements and can make the models even more prohibitive to deploy

on resource-constrained devices.
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2.5 Results and Discussion

We discuss results for 3PXNet accuracy separately from performance as only the latter

depends on the hardware platform.

2.5.1 Accuracy & model size

Table 2.4: Accuracy and network size (KB, in brackets) comparison.

Dataset MNIST CIFAR-10 SVHN Speech

Model MLP-L MLP-S CNN-S CNN-L CNN-M CNN-L CNN-M CNN-M

8-bit 98.67% (36.9k) 98.28% (102) 99.42% (32.7) 92.52% (14.1k) 92.51% (4.69k) 95.65% (14.1k) 95.15% (4.69k) 97.87% (4.70k)

XNOR 98.40% (4.64k) 93.15% (13.1) 97.83% (4.46) 89.07% (1.80k) 88.29% (592) 95.03% (1.80k) 95.00% (592) 96.64% (591)

3PXNetlow 98.37% (421) 90.35% (3.96) 96.60% (1.66) 84.74% (257) 82.49% (98.8) 93.51% (257) 92.57% (98.8) 94.32% (97.6)

3PXNethigh 96.58% (120) 87.93% (2.08) 96.27% (1.46) 81.40% (143) 78.28% (61.7) 92.25% (143) 90.61% (61.7) 92.81% (60.5)

Figure 2.4 compares accuracy vs. model size of 3PXNet to a dense binarized network

eBNN [MTK17]. 3PXNet achieves up to 4X (2.5X) reduction in MLP (CNN) model size with

the same or better accuracy than eBNN. While both implementations use quantization, for

eBNN, additional size compression comes from tweaking the network structure itself, whereas

for us it comes from pruning.
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Figure 2.4: Accuracy vs. Memory tradeoff compared to eBNN and dense XNOR.

Training results are shown in Table 2.4. Each network is trained with two sparsities,

and the size of the network is shown in parenthesis next to accuracy. For most models, the
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3PXNetlow has target sparsity of 90%, while 3PXNethigh is targeting 95%. For MLP-L on

MNIST, 3PXNetlow has target sparsity of 95%, while 3PXNethigh is targeting 99%. Output

layers of CNN-M and CNN-L are kept to 50% sparsity due to their negligible impact on

storage and computation. Because we’re not pruning entire neurons, batch normalization

layers are also not pruned. Since these constant-sized layers take up a varied proportion

of the entire model and don’t decrease in size with higher sparsity, the actual compression

rate varies a lot across models and we think it’s more clear to list the actual sizes of the

models, which are shown in parenthesis next to accuracy numbers. For binary/3PXNet

implementations, weights are binary or ternary depending on the sparsity of a layer, and

activations are all binary except for inputs to the first layer in CNNs. While for some of the

networks, there is a noticeable drop in accuracy when comparing 8-bit with 3PXNet as in

the case of MLP-S on MNIST and networks on CIFAR-10, we argue that the main benefit of

3PXnet is enabling deploying some of those models on heavily memory constrained devices,

which would not be possible with 8-bit and, in some cases, even dense binary. As shown in

Table 2.5 and 2.6, binarization enables implementation of the network in 3 cases, and 3PXNet

enables another 2. When the model loses noticeable accuracy when binarized, it tends to

lose more when pruned. Accuracy loss can be mitigated by using more permutations per

layer in addition to the “free” one or using smaller pack sizes like 8. For MLP-S on MNIST,

reducing pack size to 16 and 8 for “3PXNetlow” increases accuracy to 88.42% and 90.09%

respectively. The added indexing storage and runtime overhead are usually not a good

trade-off when naively using packs of size smaller than 32.

Network pruning can also be performed on higher precision models, so we compared

our performance to magnitude-based weight pruning [HPT15]. Apart from the processing

difficulties resulting from irregular sparsity, the index of each active weight also needs to be

stored. Since the size of a filter can easily surpass 255, which is the limit of 8-bit indexing,

we used 16 bits for each index, but 2.5 shows the accuracy comparison between sparse

8-bit networks and binarized networks. For MNIST, sparse 8-bit networks have a worse
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accuracy-size trade-off compared to dense binarized networks, let alone the sparse ones. For

CIFAR-10, sparse 8-bit networks have higher accuracy for the same size compared to dense

binarized networks but are worse than 3PXNet implementations. To achieve the model size

of binarized networks, an 8-bit fixed-point network requires very high sparsity particularly

due to the indexing required, and loses too many connections to sustain accuracy. Methods to

reduce indexing overhead for fixed-point networks are proposed in [YLP17], but are mostly

limited to packing of 2, so the conclusion doesn’t change. Under the size constraints of

very small microcontrollers, 3PXNet offers better accuracy-size trade-offs, even when not

accounting for the benefits in processing efficiency our structured pruning method brings.
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Figure 2.5: Accuracy comparison between sparse 8-bit network and 3PXNet, for MNIST (a)

and CIFAR-10 (b).
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2.5.2 Performance & energy

Runtime and energy results for 8-bit, XNOR, and 3PXNet, are shown in Tables 2.5 and 2.6

for MNIST and CIFAR-10/SVHN/Google Speech Command respectively. We report only

one result for CIFAR-10, SVHN, and Speech Command. The first two have the same network

structure, which yields the same runtime. For Google Speech Command, only the first and

the last layers are different, and runtime differences are so small (¡5%) we opt not to report

them separately. For MLP-S 3PXNet shows between 10.7x and 25.2x runtime improvement

over CMSIS-NN, and 1.8x to 3x over Dense XNOR implementation. MLP-L can fit one

the MLP Large only after binarizing and sparsifying the network. On Raspberry Pi, the

speedups obtained for both MLP-S and MLP-L are much larger than what we’d expect

(76x-400x). For the former, the model is so small that overheads like memory management

limit the performance of 8-bit (ARM CL) implementation. For MLP-L which has a model

size in tens of MBs, the large latency might be caused by memory bandwidth limitations.

This means that dense and sparse binary implementations can provide speedups beyond 8x

(vs 8-bit binary) on memory bandwidth-constrained models and architectures.

On CNN-S, 3PXNets show between 2x and 2.6x improvement over 8-bit implementations,

and between 1.06X and 2.7x improvement over Dense XNOR, on Nucleo platforms, for low

and high sparsity respectively. On Raspberry Pi, the speedups are 2.6x and 2.8x versus 8-bit

and 1.5x and 1.6x versus dense binary. 3PXNet CNN-M is 2.2x and 2.7x faster than dense

binary, on the largest Nucleo device, where the 8-bit model cannot fit at all. On Raspberry

Pi, 3PXNet achieves a 7.4-10.4x speedup vs ARM CL and a 2-2.75x speedup over dense

binary. Energy reduction is proportional to runtime, which means 3PXNets could greatly

extend the battery life of edge devices.

A few factors are limiting achievable speedups, for both Dense and 3PXNets. First is

the lack of hardware popcount support on Cortex-M processors, which is the case for most

embedded microcontrollers. Even heavily optimized software implementation, which we use,
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is quite inefficient [MKL18]. On the small MLP, especially sparse versions, pure XNOR

speedups are further limited by overhead of input binarization and batch normalization,

particularly on NUC Medium and Small platforms which don’t have hardware Floating

Point Units. We plan on exploring fixed-point batch normalization in the future to alleviate

that. CNN speedups are heavily limited by Binary-Weight first layer, especially for CNN-S,

e.g. Dense XNOR on “NUC Large” spends 54% of total runtime in the first layer, whereas

for 3PXNethigh that number reaches 92%.

Table 2.5: Runtime (ms) and energy (mJ, in brackets) for MNIST networks. A dash indicates

a given model could not fit in memory.

MLP-S MLP-L CNN-S

8bit XNOR 3PXNlow 3PXNethigh 8bit XNOR 3PXNetlow 3PXNethigh 8bit XNOR 3PXNetlow 3PXNethigh

RPi 2 (9.5) ≈5e-3 (0.02) ≈5e-3 (0.02) ≈5e-3 (0.02) 191.3 (908) 4.9 (23.2) 2.5 (11.8) 0.41 (1.9) 12.4 (58.9) 7 (33) 4.8 (23) 4.5 (21)

NUC Large 1.83 (2.03) 0.37 (0.41) 0.17 (0.19) 0.14 (0.15) — — 10.1 (11.2) 3.97 (4.41) 47.4 (52.6) 34.09 (37.8) 23.4 (26) 23.2 (25.7)

NUC Medium 19.9 (8) 2.4 (0.9) 1.05 (0.4) 0.79 (0.3) — — — — 1733 (693) 731.2 (292) 676.8 (271) 673.3 (269)

NUC Small — 2.9 (0.7) 1.6 (0.4) 1.3 (0.3) — — — — — 1176 (294) 1109 (275) 1102 (277)

Table 2.6: Runtime (ms) and energy (mJ, in brackets) for CIFAR-10/SVHN/Speech net-

works. A dash indicates a given model could not fit in memory.

CNN-M CNN-L

8bit XNOR 3PXNetlow 3PXNhigh 8bit XNOR 3PXNetlow 3PXNethigh

RPi 551 (2.6k) 146 (700) 74 (350) 53 (250) 638 (3k) 154 (730) 75 (350) 54 (250)

NUC Large — 3625 (4k) 1630 (1.8k) 1346 (1.5k) — — 1632 (1.8k) 1347 (1.5k)

2.6 Conclusion

In this chapter, we have developed the first software implementation and corresponding

training methodologies for sparse binarized networks or 3PXNets. 3PXNets can deliver up

to 300x (38x) smaller model sizes compared to 8-bit fixed point (dense binarized) networks

allowing us to fit complex deep learning models on the smallest of microcontrollers for the

first time. Even in smaller models that can fit with conventional approaches, 3PXNets
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achieve up to 25x improvement in runtime and energy. We show multiple sub-ms and sub-

mJ models on commodity low-end microcontrollers, which would not be possible without

3PXNet. We release 3PXNet as an open-source library targeting machine learning at the

edge https://github.com/nanocad-lab/3pxnet.
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CHAPTER 3

Making Stochastic Computing Work for Deep

Learning1

With the exploratory work on binarization and sparse binary networks finished, several is-

sues arise from binarized neural networks. The first is accuracy. Binarized neural networks

struggle to reach similar accuracy as 8-bit fixed-point models at the same model size. While

methods like expanding the layers and replacing the first and last layers with 8-bit computa-

tion can improve accuracy, they also diminish the benefits of binarized neural networks. As

such, there needs to be another way of scaling up binarized neural network accuracy without

(significantly) expanding the model size. The second is performance. Binarized neural net-

works are initially designed to reduce the cost of multiplication. This is a reasonable point for

optimization, as an 8-bit fixed-point multiplier is roughly 8 times more expensive compared

to an 8-bit adder, and the difference is even larger for higher-precision multiplication. How-

ever, when both activations and weights are reduced to single bits and multiplications are

simplified to a single XNOR gate, additions become the main performance bottleneck. This

effect can be seen both theoretically and in practice. Whereas multiplications are simplified

to a single gate, additions are still assumed to be accurate (before binarization at the end

of the multiplication). Accurate addition of two 1-bit multiplication results requires a half

adder, which is more expensive than an XNOR gate. What complicates the problem even

1This work is performed in collaboration with Wojciech Romaszkan, Tristan Melton, Sud-
hakar Pamarti, and Puneet Gupta. This chapter contains material previously used in [RLM20].
My contributions to this work include determining the design choices for SC-based neural net-
works and training the models.
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further is that the cost of addition does not scale linearly with the size of the accumulation.

Whereas adding two 1-bit numbers requires a half adder, adding another 1-bit number on

the result of a 256-way addition requires a lot more, as the resulting carry needs to prop-

agate through an 8-bit intermediate result. The same effect can be seen in the instruction

throughput of common processors. For Intel processors, different versions of vpadd (256-bit

packed addition of integer values) execute at the same rate as vpxor (256-bit packed xor of

integer values). As the number of elements calculated by a single instruction can be calcu-

lated as vector width/width of a single element, additions of 16-bit numbers execute at half

the rate (16 additions per cycle) of 8-bit numbers (32 additions per cycle), and 1/16 the

rate of xnor multiplications (256 multiplications per cycle). As a result, the performance

of binarized neural networks becomes bottlenecked by additions instead of multiplications.

This is likely a major reason for the subpar performance of existing software binarized neural

network implementations compared to their 8-bit counterparts (other than the difficulty of

reaching high utilization due to the reduced problem size). Pruning the model can allevi-

ate this issue by reducing the size of the accumulation, but the saving is limited unless the

sparsity is very high. For instance, a layer with a 4096-way dot product would require a

16-bit accumulator to avoid overflows. Simplifying it to 8-bit accumulations would require

reducing the dot product size to ≤ 256, which equates to 94% sparsity.

With the issues of binarized neural networks in mind, stochastic computing (SC) becomes

an attractive choice to extend the accuracy of binarized neural networks while retaining its

benefits. Stochastic computing promises high area efficiency and high system efficiency with

reduced memory accesses stemming from the area efficiency. Compared to binarized neural

networks, it maintains the single-gate multiplication operators, while also offering single-gate

additions. It also allows multi-bit precision on the inputs and weights, which should enable

higher accuracy. This chapter provides a brief tutorial on stochastic computing, followed by

the basic setup of stochastic computing that forms the basis of SC-based neural networks.

This basic setup debuts in ACOUSTIC [RLM20]. It is referred to as OR-SC and will be

30



further improved in the subsequent chapters.

3.1 Stochastic Computing Primer

Stochastic computing represents numbers using randomized bit streams [Gai67]. In an ideal

SC bit stream, each of the bits is independent and identically distributed (IID) with a

Bernoulli distribution. For the unipolar representation where the representation range is set

between 0 and 1, The probability p of the bit being one corresponds to the stream value.

For the bipolar representation where the representation range is between -1 and 1, the value

of the stream is set to the probability value normalized to the wider range using v = 2p− 1.

As we will see later, this number representation simplifies some numeric operations between

values.

3.1.1 Error behavior

For the ideal SC stream described previously, the streams have a well-defined error profile.

For a stream with length n and each bit having a probability of p, the final stream value

is the average of the bits, which is equivalent to the sum of the bits divided by the stream

length n. The sum of Bernoulli random variables is a binomial random variable, with an

average of np and a variance of np(1− p). After dividing by the stream length, the stream

value has an average of p and a variance of p(1−p)/n. The average value is what we expect,

and the variance is a random error term that is value-dependent. The error term has the

following properties:

• Large error for values in the middle of the range. The variance function is a concave

function of p with maximal achieved when p = 0.5. This corresponds to 0.5 for unipolar

streams and 0 for bipolar streams.

• Error decreases with stream length. The variance function is a decreasing function
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of n. If we look at standard deviation which represents the random error, the error

decreases at a rate of 1/
√
n. On the one hand, this means that SC allows adjustable

precision. Higher computation precision can be achieved by running the computation

for more cycles. The choice of precision can be done during runtime and requires little

to no hardware change. On the other hand, this creates a completely different error

scaling behavior compared to fixed-point computation. In fixed-point computation,

increasing the number representation by 1 bit reduces quantization error by 2. To

achieve the same 2X reduction in error, SC requires increasing stream length by 4X.

The two properties listed above provide important guidance to the choice of SC computation

elements. The first property means that the number representation should avoid the high

error areas for unipolar and bipolar representations. The second property means that SC

error scales much slower than fixed-point computation when increasing the number of bits

used for representation. This means that SC is not suitable for applications that require

high precision (>= 8-bit fixed-point accuracy). The other implication is that optimizations

to SC should try to improve effective accuracy for a given stream length (in other words,

reduce stream length for the same accuracy) and cannot rely on the reduced error from

increasing stream length. Even though the computation performance only contributes to a

small portion of the overall system performance, decreasing it by too much will make it the

limiting factor.

3.1.2 Stream generation

As SC uses an unconventional number representation, it requires conversion to and from

conventional number representations like fixed-point or floating-point representations. While

some recent works use a sigma-delta modulator [GGS18] to directly convert analog inputs to

SC bit streams, most works on SC still require some conversions. We will focus on conversion

between SC and fixed-point representation, specifically fractional fixed-point numbers in [0,1)
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or [-1,1), as those match the SC representation range. Conversion from SC to fixed-point

numbers involves counting the number of 1’s in the bit stream, which is typically implemented

as a counter. Conversion from fixed-point to SC is more complicated and is usually referred

to as stream generation.

Stream generation requires two components. A typical stream generator requires a ran-

dom number generator (RNG) and a comparator. An RNG generates random variables

between 0 and 1 for unipolar streams and -1 and 1 for bipolar streams. The random num-

ber is compared with the fixed-point number. If the fixed-point number is larger than the

random number, the stream value is 1 for that cycle. Otherwise, it is 0 for that cycle. The

comparator can be replaced with a multiplexer (MUX) tree. MUX tree and comparator gen-

erate different streams from the same RNG, but the error and performance properties are

similar between the two, so we use comparators due to their ease of modeling in software.

An ideal SC stream requires independent and identically distributed random variables as

the RNG, which equates to a true random number generator (TRNG) to avoid correlation

between streams. TRNG is expensive to implement in hardware, so most works on SC opt

for cheaper pseudo-random number generators (PRNG).

3.1.3 Computation

The major benefit of SC is the compact computation units, especially for multiplications and

additions. Multiplications are performed using bit-wise AND (unipolar) or XNOR (bipolar)

gates. If streams are processed in time (each cycle processes one bit of each input), mul-

tiplications can be performed using single gates. This compact representation is the most

important benefit of SC and needs to be fully exploited.

Additions are more complicated for SC, and can be broadly divided into two categories:

1. SC additions perform bit-wise additions in SC to maintain the compactness of addition

and SC stream output.
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2. Fixed-point additions perform additions using fixed-point adders to maintain accuracy.

Due to the limited representation range of SC, SC additions run into saturation issues. The

most common SC addition uses multiplexers (MUX). For an n-input MUX using a select

signal that randomly and uniformly selects between all n inputs, a MUX avoids saturation by

generating the average of the n values. This scaling behavior is okay for adding a few num-

bers. However, the scaling effect becomes prominent for large n and is especially problematic

when the number of inputs exceeds the stream length.
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Figure 3.1: Relative error resulting from (a) quantization and (b) randomness of stochastic

computing.

To illustrate this scaling effect, we consider the use of MUX-based adders in dot prod-

ucts. SC dot products using MUX-based adders typically come in two variants. The first

is where multiplications and additions are separated. Multiplications are performed us-

ing a traditional SC multiplier in the form of an AND or XNOR gate, and additions are

performed using MUX with a random signal that uniformly selects between the different

products. We denote this formulation of MUX-based adders as the multiply-add version of

MUX, or M-MUX in short. For M-MUX, the output of a dot product can be formulated

as M-MUX(a, b) = 1/n
∑

aibi, where a, b are the input vectors, and n is the size of the
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dot product. The M-MUX adder thus scales the multiplication result by 1/n before adding

them together. To understand how MUX downscaling affects the error of accumulation, we

consider two components that contribute to the output error. The first is the quantization

error. Stochastic computing typically utilizes uniform quantization to take advantage of the

probabilistic compute units. Uniform quantization has consistent absolute quantization er-

ror regardless of magnitude. As such, the relative error from uniform quantization is larger

for smaller values, which can be observed in Fig. 3.1a. The second component is the ran-

dom error from stochastic computing. If streams are generated using a true random number

generator (TRNG),2 the expected output error can be derived from a binomial distribution

and is equal to Eabs =
√

v(1−v)
n

, where v is the expected output value and n is the stream

length. The expected error is a concave function of v with a small error for values close to 0

and 1, but the relative error Erel =
√

1−v
vn

is a decreasing function of v and is large close to

zero, as is shown in Fig. 3.1b. Both components increase relative error for values close to 0,

which M-MUX accumulation enforces for large n values. Since M-MUX accumulation results

need to be scaled up by n to recover the true accumulation results, the large relative error

translates directly to a large absolute error. For neural networks with dot products going up

to the thousands, MUX accumulation leads to a significant loss in accuracy, as the scaling

factor is the same size as the dot product size, Fig. 3.2 compares the accuracy of MUX- and

OR-based accumulation (to be introduced later) for 1000-wide accumulation. Inputs to the

accumulation are sampled such that the sum of all inputs has a variance of 0.5 and a mean

of 1. Since neural networks are typically initialized to maintain unit variance throughout the

model, it is a valid assumption to have 0.5 variances for half (positive values) of the inputs.

Due to the scaling effect, M-MUX requires very long streams to achieve reasonable accuracy.

The other form of MUX addition fuses the multiplication component into the MUX adder

and utilizes the select signal to achieve a weighted sum between inputs, which we denote as

2TRNG is used due to the simplicity of modeling, but other RNG sources and SC computation results
show similar trends

35



the weighted-add version of MUX, or W-MUX in short. The output of a dot product for

this implementation can be formulated as

W-MUX(a, b) =

∑
aibi∑
|bi|

(3.1)

where b is the weight vector. The select signal for the weighted sum can be further simplified

to a counter as proposed in the CeMux implementation in [BH22]. Compared to the multiply-

add version which scales all multiplication results by 1/n, the weighted-add version alleviates

scaling by normalizing the weight values to bi∑
|bi| , as can be seen in Eq. 3.1. However, this

also means that the weighted-add version does not fully resolve the scaling issue, as the

weight values have an average magnitude of 1/n after normalization. With weight and

output quantization considered and the output scaled back to the original range, Eq. 3.1

becomes

W-MUX(a, b) = (
∑

|bi|)Quant(
∑

aiQuant(
bi∑
|bi|

)) (3.2)

“Quant” is the quantization function that rounds or truncates the weights and addition

results to log2(b) bits, where b is the bitstream length. This modeling represents a best-

case scenario for W-MUX and ignores any additional error from SC computation (such

as the ones shown in Fig. 3.1b). MUX Ideal in Fig. 3.2 depicts this quantization effect

assuming all weights are one. All weights being one is only one case and weight values are

typically different in actual applications, so we considered its performance when training a

neural network. We trained a small 4-layer CNN [LSC18] on the CIFAR-10 dataset using

the idealized model of the W-MUX adder as shown in Eq. 3.2. Due to the 1/n average

weight value, the stream length needs to be at least the size of the dot product for reliable

representation of the weight values. Since the largest dot product in the model is 1024,

W-MUX fails to converge reliably and always drops to 10% accuracy (equivalent to random

guess) either from the beginning (for stream length ≤ 128) or after a few epochs (for stream

length ≤ 512). Since prior works on MUX-based addition can be categorized either into

M-MUX or W-MUX and both suffer from the scaling issue, it is difficult to achieve good

accuracy with reasonable stream length using MUX-based additions.
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Figure 3.2: Comparison of MUX- and OR-based adders’ error with respect to accurate

addition.

An alternative way of stochastic accumulation, OR-based accumulation has been pro-

posed in [DMC93]. It performs additions between inputs using a bit-wise OR gate. The OR

gate performs accurate addition if 0 or 1 of inputs is 1, but saturates to 1 if more than 1

input is one. It is scaling-free (important for very wide accumulations in DNNs), and also

much more compact than alternative accumulation methods. However, it has reasonable

accuracy only for unipolar streams. This property has made it largely disregarded in prior

SC work [RLD17]. The other issue with it is that it is not an exact addition. For a two-input

OR, the result is equal to v1 + v2 − v1v2 instead of v1 + v2.

Compared to MUX-based and OR-based adders, fixed-point adders achieve accurate or

near-accurate summation between inputs, making them the most common choice of addition

implementation in recent SC works [SL17, HGT19, WLY20]. However, they are expensive

to implement since full adders required in approximate/accumulative parallel counters are

larger, slower, and less energy efficient than multiplexers or OR gates[LLR18].
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3.1.4 Storage

Stochastic computing has inefficient storage by nature. Representing a k-bit fixed-point

number requires a stream length of 2k. This means it is generally not desirable to store the

SC streams. Instead, the streams should be converted to fixed-point numbers for applications

that require storing intermediate results.

3.1.5 Non-linear computation

The previous computation section focuses on multiplications and additions using stochastic

computing and ignores non-linear computations which are also common in neural networks.

While previous works have shown that it is possible to perform non-linear operations like

divisions, hyperbolic tangent (Tanh), and rectified linear (ReLU) using finite-state machines

(FSM), performing these operations in SC does not offer significant performance improve-

ments over their fixed/floating-point counterparts. As conversions to fixed-point are needed

for storage efficiency reasons, we perform these non-linear operations using fixed-point op-

erators and avoid performing them in SC.

3.2 Stochastic Computing Baseline Implementation

With the SC introduction in Sec. 3.1, the following section introduces the initial SC imple-

mentation aimed at neural network inference acceleration in [RLM20], which tries to avoid

some of the previous-mentioned pitfalls. Most of the components introduced here will be

refined in future chapters, but the design choices here act as a baseline.

3.2.1 Split-unipolar stream representation

In neural networks, maintaining high accuracy mandates using weights with both positive

and negative values, which makes bipolar representation the most common choice when im-

38



plementing SC-based accelerators [RLD17, SNL17, LLR18]. However, [YKL17] noticed that

using unipolar representation results in higher accuracy compared to bipolar. This is be-

cause the value of a unipolar bitstream has equivalent distribution to a binomial distribution

divided by the length of the bitstream, so the root mean square (RMS) value of error can

be represented as:

Eu =

√
nuv(1− v)

nu

=

√
v(1− v)

nu

(3.3)

Where Eu is the error, and nu is the length of the unipolar bit stream. The error of bipolar

stream can be calculated similarly as:

Eb =

√
1− v2

nb

(3.4)

Where Eb is the error, and nb is the bitstream length. To have the same RMS error for

both representations, nb = nu × (1 + v)/v, and (1 + v)/v > 2 for 0 < v < 1. This means

that bipolar representation will always require > 2 times the bit stream length to represent

the same value with the same accuracy compared to unipolar representation.

To capitalize on both shorter streams offered by the unipolar representation, as well

as the ability to represent negative weights by the bipolar representation, we propose the

split-unipolar representation. It uses two streams to represent each weight, one for the

positive and one for the negative component. For a positive weight value, its corresponding

negative stream is 0, and vice-versa. Because activations (inputs) of a neural network layer

are typically non-negative due to the ReLU activation function in the previous layer, they

can be represented using a single positive stream. The activation streams are multiplied and

accumulated separately with positive and negative weight components using up counters,

whose values are then subtracted from each other to obtain the final result. Since the

counter output is in the fixed-point binary domain, ReLU activation is easily implemented

as a bitwise AND of the inverted sign with every other bit. While enforcing half of the

representation to zeros seems wasteful and indicates that half of the hardware for weights is

always wasted, this representation ensures that all weight values are represented in the same
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format and makes it easy to implement in hardware.

3.2.2 Computation skipping for average pooling

While multiplexer-based average pooling has been used in prior SC work [LRL17, LLR18],

to the best of our knowledge we are the first ones to exploit its unique properties to perform

computation skipping. The average pooling multiplexer selects inputs based on a random

select signal, which is the same as scaled addition. To get the required output value, the

select signal does not need to be random as long as the inputs are random and independent

from each other. Since we know the bits the multiplexer “chooses” a priori, we can skip

computation for all other inputs’ bits. Instead of passing multiple streams through the

pooling multiplexer, we concatenate shorter streams, either in the stochastic or fixed-point

binary domain. This allows us to reduce the computation required by the convolutional layer

preceding a pooling operator by 4x to 9x, depending on the pooling window size. The issue

with the computation skipping scheme is that the results are correlated, thus necessitating

the randomization of output streams. This issue is avoided by converting the stream to

fixed-point values after each layer.

3.2.3 Making OR accumulation practical

As mentioned in Section 3.1.3, OR accumulation has been largely disregarded by prior work,

due to its inherent inaccuracy for bipolar streams. Given our use of split unipolar streams,

we revisit OR. Figure 3.3 a) shows the accuracy comparison between MUX and OR for

accumulating 3 × 3 × 256 = 2304 random numbers to 1. Since neural networks generally

require large matrix multiplications which have very wide additions, MUX is not suitable for

compact SC addition. As mentioned earlier, using fixed point binary adders is undesirable

due to the large area overhead.

Though OR accumulation has a systematic error, it is well-defined and therefore can
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be taken into account by replacing all additions with OR-addition during the training of a

neural network. This, in turn, requires multiplications in the neural network to be performed

explicitly while training and also slows down addition during both forward and backward

passes (∼15X longer training runtime). For OR-based addition with inputs ak, the expected

output value is equal to

OR(a1, a2, ..., an) = 1− prob(0 input is 1) = 1−
∏

(1− ak) (3.5)

By assuming all inputs are the same, Eq. 3.5 simplifies to 1 − (1 − s/n)n, where s is the

normal sum of the inputs. When n is large, it further simplifies to

OR(a1, a2, ..., an) ≈ 1− e−s (3.6)

This approximates OR addition by adding an activation function after the normal network

layer. To show the validity of this approach, we extracted run-time results from training

with OR-addition, and results are shown in Figure 3.3 b). OR-additions have very small

variation during run time, and the proposed method provides a good approximation across

the entire range. Using OR accumulation for the output layer slows down training due to

the limited range. To offset this effect, we add a batch normalization layer after the output

layer to be computed by the host. Since it is done only after the final layer, it does not

require offloading intermediate results, which would have a significant impact on runtime.

3.2.4 Modeling the error of stochastic computing

The error introduced by SC greatly affects the accuracy of a network if not taken into

consideration. A network trained without error assumption can lose > 70% accuracy when

validated using SC. This necessitates training with error injection or training with stochastic

bitstreams directly. To model SC computation error, we introduce an error term that has

a Gaussian distribution with a standard deviation equal to the error defined in Equation
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Figure 3.3: Accuracy comparison between MUX and OR a) and comparison of approximation

methods for OR accumulation b).

3.33. This error term is added to every positive and negative MAC result before they are

converted to binary for subtraction. The effect of this error injection is shown in Table 3.1.

The bit stream length used is 256, and the network used is a small CNN used in [LSC18].

Training with error injection significantly increases SC validation accuracy.

Error injection doesn’t fully simulate the effect of SC due to the use of approximate OR.

To eliminate this gap we attempted to train with SC bitstreams directly. The forward pass

of training is performed using simulated SC, while the backward pass is performed using

the approximated OR accumulation. The results of this method are shown in “SC” rows in

Table 3.1. Using SC directly during training is the best simulation of the actual scenario, so

it has the best accuracy. However, there is a large drop in training speed, and training with

SC directly is at least 10X slower than training with approximated OR accumulation, which

renders it useless for larger datasets like ImageNet.

3Since different bits in a bit stream are identically and independently distributed, the central limit theorem
holds and Gaussian distribution is a valid approximation for relatively long bit streams.
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Table 3.1: Validation accuracy of a 4-layer CNN[LSC18] for SC hardware with different

training methods.

CIFAR-10 SVHN

Training Normal Error SC Normal Error SC

Accuracy[%] 24.03 67.44 74.9 34.33 84.96 86.75

3.3 Conclusion

This chapter gave a brief introduction to the relevant aspects of stochastic computing and

described an implementation of SC-based neural networks used in ACOUSTIC [RLM20].

From the properties of stochastic computing, we understand that SC-based neural network

acceleration needs to exploit the high density offered by SC while minimizing its issues

like accuracy deficits, long representation, and inefficient non-linear operators. The OR-

SC implementation uses the split-unipolar representation and skip-based average pooling to

reduce stream length and introduces training modifications to make OR-based accumulation

practical to maintain SC’s high density.
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CHAPTER 4

Improving SC Generation and Execution1

While the implementation in Chap. 3 is a reasonable starting point, the accuracy of neural

networks using OR-SC remains low, and long streams are required to achieve acceptable

accuracy. Although computation cost is relatively low compared to memory cost in neural

network accelerators, this applies mainly to fixed-point accelerators. As SC reduces memory

cost with its increased reuse, computation cost also becomes significant, and long stream

lengths affect the overall efficiency of SC accelerators. The inaccuracy of OR-SC originates

from stream generation and computation. While not detailed in Chap. 3, stream generation

in OR-SC uses 16-bit linear feedback shift registers (LFSR). Using a relatively long LFSR

reduces the chance of correlation between streams, but also increases stream generation cost

and makes it more likely to have errors in short streams. Computation in OR-SC uses OR

gates as the accumulator. OR gates are cheap to implement but have limited output range

and precision. This chapter will introduce GEO - Generation and Execution Optimized

stochastic computing for neural networks - an ensemble of optimization techniques that can

bridge the accuracy gap between stochastic and fixed-point accelerators. Our contributions

are as follows:

• We show that, with appropriate training, neural networks can learn the biases caused

by the use of pseudo-RNGs. Extensive sharing of pseudo-RNGs in SNGs can improve

1This work is performed in collaboration with Wojciech Romaszkan, Sudhakar Pamarti, and
Puneet Gupta. This chapter contains material previously used in [LRP21]. My contributions
to this work include the concepts of co-optimized shared generation and training and partial
binary accumulation, alongside accuracy results from training.
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accuracy compared to using non-shared TRNGs by as much as 6.1% points while

reducing energy and area.

• We propose using a balanced mix of stochastic OR and fixed-point accumulation to

improve accuracy by up to 9.4% points. The increase in accuracy allows us to reduce

stream length by 4X while still maintaining 2.2-4.0% points accuracy advantage over

prior state-of-the-art SC implementations.

4.1 Co-optimized Shared Generation and Training

RNG Sharing was believed to be detrimental to stochastic computing accuracy[IIS14, NPH17],

and typically requires complicated methods to decorrelate streams from the same source to

avoid incurring large stream generation penalties. However, we hypothesize that a partially-

shared generation leads to higher accuracy, especially when coupled with deterministic

stream generation and stream-based training.

Deterministic and repeatable (using a pseudorandom RNG) stream generators guarantee

the same output streams from the same fixed-point inputs, enabling the model to train

for a fixed, instead of random error. We achieve determinism using maximal-length linear

feedback shift registers (LFSR) as RNG. When generating streams of length 2n, an n-bit

maximal-length LFSR is used with a cycle of 2n − 1. Apart from guaranteeing an almost

accurate generation, LFSR generates the same output with the same input and seed and

allows multiple uncorrelated stream generations (by varying the seed or the characteristic

polynomial) suitable for large multiply-accumulate operations. Sharing stream generation

simplifies the error profile caused by SC. Assuming that all kernels in a layer share the same

set of seeds, training only needs to deal with an error associated with one set of seeds.

To test this hypothesis, we implement three levels of sharing for a 4-layer CNN[LSC18] on

the Street View House Numbers (SVHN) [NWC11] dataset. Streams are represented using

the split-unipolar format, and OR gates are used for accumulation, similar to [RLM20]. In
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the “no sharing” case, each SNG gets a different seed for its LFSR. The “moderate sharing”

case shares the same set of seeds across all kernels in a given layer. Finally, in the “extreme

sharing” case, all rows of all kernels in a layer use the same set of seeds. The same is

done when a true random number generator (TRNG) is used as an RNG. The results are

shown in Figure 4.1. At moderate sharing levels, LFSR-based SNGs show a significant uplift

in the accuracy (up to 6.1% points compared to unshared TRNGs) at both stream lengths,

adhering to the hypothesis. TRNG does not see the accuracy improvement with sharing due

to the lack of determinism. However, both TRNG and LFSR suffer from a significant drop

in accuracy when using extreme sharing. In this case, stream correlation becomes an issue

hard to overcome just by training.

The accuracy drop from extreme sharing also means that low discrepancy (LD) sequences

[LH17] are not suitable for OR accumulation due to the difficulty of generating multiple un-

correlated streams (e.g., 5x5x32 kernels are equivalent to 800-dimensional random numbers,

at which point LD sequences offer little benefit). We also compared the validation accuracy

when using LFSR without modeling it during training. The models are trained using TRNG

but validated using LFSR. No accuracy can be gained from moderate sharing when the

model is not trained for it, and extreme sharing reduces accuracy to about 20%. Subsequent

results in GEO will use the moderate sharing scheme (up to the limit of availability of unique

RNG seeds).

4.2 Partial Binary Accumulation

Many recent SC works opt to perform accumulations in the fixed-point domain, as it offers

higher accuracy than SC-based addition. In contrast, a few others have tried implementing

fully-stochastic accumulation to save costs. In contrast to these two extremes, we propose

to use partial SC-fixed-point accumulation, where the first few levels of accumulation are

implemented in SC using OR gates, before converting the intermediate results to fixed-point
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Figure 4.1: Accuracy vs. sharing for TRNG and LFSR-based random number generation.

and computing the remainder of the accumulation.

The partition between SC and fixed-point accumulation significantly affects both accu-

racy and performance. Using an approximate parallel counter (APC) [KLC15], for instance,

allows one layer of SC accumulation before fixed-point accumulation. The SC addition in

APCs uses a combination of AND and OR gates. This makes it equivalent to multiplexers

in scaling behavior and is thus unsuitable for multiple layers of accumulation. Using OR

for accumulation with training allows an arbitrary trade-off between SC and fixed-point ac-

cumulation. We tested model accuracy with different fixed-point accumulation levels using

the same setup as in Sec. 4.1. Assuming weight filters are arranged into (Cin, H,W ) dimen-

sions, performing fixed-point accumulation in the W dimension (PBW) improves accuracy

by 4.5% and 9.4% respectively for 128-bit and 32-bit streams compared to performing all ac-

cumulations using OR. Extending fixed-point accumulation to H (PBHW) as well improves

accuracy by < 0.5% but increases the number of fixed-point adders by 5X for 5× 5 filters.

Adding support for partial binary accumulation only requires replacing the last levels of

OR accumulation with a parallel counter. While the level of partial binary accumulation

is fixed at the design stage, it still allows for trading off precision with latency through SC

stream length configuration. Since partial binary accumulation fabric operates on a bitwise

47



basis, it is agnostic to the chosen stream length. Parallel counters in the average pooling

fabric in the output converters need to be adjusted to handle wider inputs. In Section 4.3,

we show that those changes have minimal impact on the overall architecture.

Figure 4.2 shows the overhead, in terms of area, of implementing SC-based MAC units

with partial binary accumulation stages. We compare the full-or accumulation (SC), PBW,

PBHW, and fixed-point accumulation (FXP) configurations, for different three-dimensional

kernel sizes. While the area overhead of PBW and PBHW partial binary accumulation can

be as much as 1.4X and 4.5X for smaller kernels, the area increase goes down to 4% and

9% for large ones. Implementing partial binary accumulation is therefore well suited for

highly-parallel SC architectures where such overheads would be negligible. Figure 4.2 also

shows that implementing complete binary accumulation can increase the area by more than

five times for most kernel sizes, emphasizing its performance limitation. While approximate

parallel counters [KLC15] (APC) offer noticeable area benefits compared to fixed-point ac-

cumulators, it is still more than 3X larger than PBW and PBHW for larger kernels. Given

that PBW is almost identical accuracy-wise, the rest of the paper uses PBW as the default

unless otherwise mentioned.
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Figure 4.2: Area comparison for different hardware implementations of SC-based MAC units

for different kernel sizes and different levels of partial binary accumulation.

Using partial binary accumulation increases the dynamic range of outputs. Since the

increase of output precision comes primarily from increased range, truncating activations

without factoring in the dynamic range diminishes partial binary accumulation benefits.

To deal with this, we use an 8-bit fixed-point version of batch normalization (BN) before
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ReLU activation to minimize the cost of implementing it in hardware. While still potentially

expensive, BN offers 5.5-6.5% points accuracy improvement. For layers with pooling, pooling

is placed before ReLU activations, so that BN can be performed on pooled activations.

4.3 Results

4.3.1 Evaluation methodology

We evaluated the accuracy of GEO on CIFAR-10, SVHN, and MNIST datasets. For CIFAR-

10 and SVHN, we use the same 4-layer CNN [LSC18] (CNN-4) as in Section 4.2 and VGG-16

[SZ14]. VGG-16 has the X/Y input dimensions of each layer downscaled, and the fully-

connected layers are reduced to FC-512 instead of FC-4096 to accommodate the smaller

image sizes. For MNIST we use LeNet-5 [LBB98]. We use PyTorch 1.5.0 to train the

models. Models are trained using an ADAM optimizer with an initial learning rate of 2e-3,

and accuracy is evaluated on the corresponding testing dataset after 1000 epochs. Each model

is trained with different stream lengths using split-unipolar implementation, and designated

by two stream lengths {sp − s}, sp for layers with pooling and s for layers without. Due

to the use of computation skipping for average pooling, layers with pooling can use shorter

streams. Output layers always use 128-bit streams due to their small performance impact

but noticeable accuracy benefits from longer streams. The stream length used in hardware

is double the specified value due to the use of split-unipolar representation.

As a fixed-point baseline, we use Eyeriss [CKE16], scaled to 4-bit or 8-bit precision and

28nm node. The on-chip memory capacity and the number of processing elements are cho-

sen to achieve close to the iso-area comparison point with GEO. We simulate the execution

of the neural networks using [GH17]. For SC comparison points, we use the ACOUSTIC

[RLM20], Sign-Magnitude SC (SM-SC) [ZLS18] and SCOPE [Li18]. ACOUSTIC configu-

rations are sized to have the same amount of memory and computing as GEO. SM-SC is

not a fully programmable accelerator making full comparison impossible. SCOPE is an in-
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memory, DRAM-based accelerator with a massive area footprint, not well suited towards

edge applications [Li18]. Unfortunately, many recent works on SC neural network accel-

eration only report performance numbers for the compute part, while omitting the crucial

impact of memory and dataflow, making it impossible for us to compare on the system

level. Numbers are scaled to the 28nm node when necessary, using the models provided in

[SB17]. We further compare GEO-ULP with CONV-RAM [BC18] and MDL-CNN [SFN19]

mixed-signal accelerators. To ease future comparisons and benchmarking, we open-source

our SC training code (heavily optimized for stream-based training on GPUs and CPUs) at

https://github.com/nanocad-lab/geo.

4.3.2 GEO accuracy comparisons

Table 4.1: Accuracy comparison with fixed-point, other SC implementations, and so on.

Eyeriss ACOUSTIC [RLM20] GEO SCOPE[Li18] CONV-RAM[BC18] MDL-CNN[SFN19] SM-SC[ZLS18]

Dataset Model 8-bit 4-bit 256 128 64-128 32-64 16-32 128 7a1w 4a1w 128

CIFAR-10
CNN-4 85.1% 82.1% 78.0% 74.9% 80.2% 78.1% —– —– —– —– 80%

VGG-16 90.9% —– —– —– 88.7% 88.7% —– —– —– —– —–

SVHN
CNN-4 93.3% 90.5% 89.0% 86.8% 91.9% 90.8% —– —– —– —– —–

VGG-16 96.2% —– —– —– 96.0% 95.9% —– —– —– —– —–

MNIST LeNet-5 —– 99.3% —– 99.3% —– 99.3% 98.9% 99.3% 96% 98.4% —–

Table 4.1 compares the accuracy of GEO with fixed-point and other SC implementations.

Eyeriss results are retrained at respective precision. 2 Results for other works are reported

from the respective papers. GEO offers 2.2-4.0% points better accuracy at quarter stream

length compared to [RLM20] and similar accuracy at the same stream length compared to

[ZLS18]. Compared to fixed-point, the accuracy with CNN-4 is comparable to 4-bit fixed-

point when using 32-64 setup on SVHN, but 4% lower on CIFAR-10 when using 32-64 and

2The original Eyeriss [CKE16] uses 16-bit inputs with truncated accumulation which suffers from sub-
stantial accuracy loss at lower 4/8-bit precision. We assume full 16-bit accumulation bitwidth and as a
result, Eyeriss accuracy results are somewhat optimistic.
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1.9% lower when using 64-1283. Accuracy with VGG-16 is 2.2% lower than the 8-bit fixed-

point baseline on CIFAR-10 and comparable on SVHN. Accuracy on MNIST is already

comparable to fixed-point in the baseline, and GEO optimizations don’t affect it. Compared

to CONV-RAM[BC18], an in-memory architecture and MDL-CNN[SFN19], a time-domain

architecture, GEO offers superior accuracy even with 16-32 stream length.

4.3.3 Performance Impact of GEO Enhancements
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Figure 4.3: Area, energy, and latency comparison between baseline and different GEO con-

figurations (normalized to Base-128,128). The first bar in every group is for area while the

second is for energy.

We compare the baseline ULP architecture (without GEO optimizations and 16-bit LF-

SRs to emulate TRNG) with two GEO variants:

• GEO-GEN-128,128 - uses the generation optimizations from Section 4.1.

• GEO-GEN-EXEC-32,64 - uses both the generation and execution (from Section 4.2

optimizations..

3While intermediate accumulation results for Eyeriss are allowed to have double the input precision,
overflow may still happen and these results are optimistic
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Both variants include additional optimizations to the SC architecture including progres-

sive shadow buffer, pipelining, and near-memory computation, and more details can be

found in [LRP21]. The area, energy, and latency impacts of GEO optimizations on the

ULP architecture are shown in Fig. 4.3. For energy and latency, we simulated the SVHN

CNN inference on each of those design points. Generation optimizations result in an overall

1% decrease in the accelerator area, where an increase in area due to progressive shadow

buffers is balanced by more extensive RNG sharing. Energy savings come mainly from SNG

optimizations and reduced leakage.

Adding execution optimizations on top of the generation ones increases the area by 2%

w.r.t. to baseline. The impact of pipelining and partial binary accumulation is minimal

due to its limited application and an overall small contribution of the SC MAC array to

the overall area. Similarly, near-memory computation is well amortized because it is time

multiplexed. The combination of shorter stream lengths, and more efficient dataflow enabled

by near-memory computation and pipelining coupled with DVFS results in 4.3X and 5.2X

reduction in latency and energy w.r.t. baseline.

4.4 Conclusion

In this chapter, we present GEO, a generation and computation-optimized stochastic com-

puting architecture for neural network acceleration. On the algorithm front, we develop an

ensemble of accuracy improvements including co-optimized stream generation and training

and partial binary accumulation. Coupled with performance-improving techniques, these

optimizations improve accuracy by 2.2-4.0% points compared to previous state-of-the-art

SC-based accelerators while also being 4.4X faster and 5.6X more efficient. GEO can com-

pete with fixed-point implementations with similar accuracy and area while delivering up to

5.6X throughput, and 2.6X efficiency gains. GEO, despite being an all-digital, programmable

accelerator can achieve efficiency comparable to in-memory/mixed-signal accelerators.
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CHAPTER 5

Optimizing SC Accumulation1

The generation and execution optimizations in Chap. 4 allows a better accuracy-performance

tradeoff for SC-based neural networks, but the execution part, in particular, leaves room

for improvement. The partial-binary accumulation setup combines OR-based and counter-

based additions. This means that the accuracy benefit can be inconsistent based on input

distribution. OR-based adders saturate at 1, so any addition results larger than 1 will be

capped at 1. The binary addition following the OR gates is supposed to increase the range

and alleviate the saturation issue, but its benefits will be reduced if saturation happens

within the OR addition tree. Fig. 5.1 demonstrates this behavior. The ideal case in Fig.

5.1a spreads the 1 inputs between the OR trees, and the binary adder avoids saturation and

loss of information. However, if the 1 inputs are within the same OR tree as in Fig. 5.1b, the

binary addition doesn’t help, and the output is the same as a normal OR-based addition.

This inconsistent behavior means that the number of binary additions needed may be larger

than needed to achieve a specified accuracy level.

The inconsistency in Fig. 5.1 also complicates the training process. The OR-based ac-

cumulation introduced in Chap. 3 allows modeling of OR-based accumulation as normal

accumulation plus an activation function. However, this method does not apply to partial

binary accumulation, as the accumulation is not associative. The accumulation result de-

1This work is performed in collaboration with Wojciech Romaszkan, Sudhakar Pamarti,
and Puneet Gupta. This chapter contains material previously used in [LRP23]. My contribu-
tions to this work include developing the OR-n methodology and the accompanying training
methodology and training the models.
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Figure 5.1: (a) best and (b) worst case for partial binary accumulation.

pends on the location of 1’s. If the 1’s are distributed in different OR trees, the accumulation

result is equal to the accurate sum of input bits. If the 1’s are concentrated in the same

OR tree, the accumulation result is equal to the OR-based addition. For the 5-way partial

binary accumulation setup used in Chap. 4, there is a 5X difference between the two cases,

and it is impossible to predict the approximate output value given just the sum of inputs. As

a result, accumulations need to be broken up in the backward pass. As each partial result of

OR-based accumulation needs to be stored for backpropagation, this setup increases memory

requirements during training. The reduced dot product size from splitting accumulation also

makes it more difficult to achieve good GPU utilization, which affects computation efficiency.

In this chapter, we improve SC accumulation accuracy through Range-Extended Stochas-

tic Computing accumulation (REX-SC), while preserving most of the performance benefits

of stochastic computing. We build upon energy- and area-efficient OR accumulation and

improve its accuracy by increasing the number of output bits relative to the input bits. Our

contributions are as follows:

• We introduce extended range SC (REX-SC) addition methods with higher output

precision while preserving the streaming nature of SC.

• We explore the extensive design space of REX-SC accumulation, and develop methods

of finding optimal transfer functions.

• We show that REX-SC improves accuracy by 3-8% compared to previous methods
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utilizing SC accumulation [RLM20] and reduces energy consumption by up to 3.6X

compared to SC with binary accumulation.

• We propose training optimizations to improve the training speed of SC. These include

accelerated stream computation simulation, activation calibration, and error injection

(a+e).

• We show that our optimizations improve the training speed of SC models using REX-

SC accumulation by >22 times compared to previous methods that achieve similar

accuracy levels [LRP21].

5.1 Motivation

In this section, we motivate the need for new methods of SC accumulation. By analyzing

the shortcomings of existing techniques through the lenses of precision and efficiency we

expose a glaring design space gap, waiting to be explored. Most of the previous works on

SC focused on stream generation and multiplication [LRP21, HGT19, SL17, WLY20]. Our

work aims to mend this oversight, first by showing the importance of optimizing SC addition

and then by developing such optimization techniques.

Table 5.1: Summary of various SC addition methods and works using them.

Type Streaming Fixed-Point

Realization MUX OR REX
Parallel Accumu-

Counter lator

Precision Scaled Approx. Approx. Exact Exact

Area Compact Compact Compact Large Large

Bipolar Yes No No No Yes

Output Range Same as Input Higher than Input Configurable

Example Usage [LLR18, RLL17] [RLM20, LRP21] This Work [LLR18, RLL17, WLY20] [SL17, HGT19]
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5.1.1 SC accumulation primer

Stochastic computing addition techniques can be divided into two categories: streaming and

fixed-point. The former preserves the number representation of the inputs, through the use

of single-gate, streaming adder implementations, either a multiplexer (MUX) or an OR gate

[AH13]. A MUX-based SC adder uses a random select signal with equal probability for

each input, downsampling them to implement scaled addition [AH13]. In comparison, an

OR-based adder does not introduce a scaling factor, but it realizes an approximate addition

function: OR(A,B) = A+B−AB [RLM20]. The fixed-point addition techniques implicitly

convert the streams into the fixed-point domain using parallel counters, accumulators, or a

combination of both. Approximate or exact parallel counters add individual bits of multiple

stochastic streams. Tab. 5.1 shows an overview of different SC accumulation methods.

5.1.2 Precision

SC is an approximate computing method that can introduce random errors during both

conversion and computation. Therefore, one of the chief concerns when designing SC systems

is their accuracy. While extensive efforts have been directed at reducing the error of both

stream generation [LRP21, SL17], and multiplication [SL17, WLY20], they have done little

to explore and improve the accuracy of addition operators. The use of multiplexers (MUX)

has been largely abandoned for addition because their scaling factors equal the sizes of

accumulation [LLR18]. Due to the scaling effect, the stream length needs to be at least the

size of the dot product for reliable representation of the weight values. Since the largest dot

product in the model is 1024, W-MUX fails to converge reliably and always drops to 10%

accuracy either from the beginning (stream length ≤ 128) or after a few epochs (stream

length ≤ 512). 2Deeper neural networks have even larger dot products. The ResNet models

2Longer stream lengths may still face convergence issues with W-MUX but are not supported in the SC
simulation framework used.
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[HZR16] used in Sec. 5.3, for instance, have layers with 3x3x512-size filters, which translates

to 4608-sized dot products. Large dot products in turn require longer streams to represent

the weight values. As we will show in Sec. 5.3, stochastic computing has trouble competing

against fixed-point computation with stream lengths >> 64. Since prior works on MUX

addition can be categorized either into M-MUX or W-MUX and both suffer from the scaling

issue, it is difficult to achieve good accuracy with reasonable stream length using MUX-based

addition.

OR-based adders, while not troubled by scaling factors, come with their own set of issues.

First, as mentioned before, they do not implement exact addition. For two inputs a and b,

an OR gate performs a + b − ab compared to a + b in an exact addition, which leads to

output saturation for high-magnitude inputs. While the saturation of OR-based adders can

be alleviated with small input values, small input values increase relative error, as is discussed

in the previous discussions on MUX. Second, the outputs of OR accumulation have the same

precision as the inputs due to the bit-wise computation, which reduces accuracy compared

to accumulation without truncation. Recall that adding two N-bit fixed-point numbers

requires N+1 bits to avoid overflow. Prior works have shown that algorithms can be trained

for approximate addition and saturation for the first and second issues, for example, by using

custom neural network training [RLM20, LRP21]. Unfortunately, they cannot correct the

loss in intermediate output precision. Other previous works have tried to combine the OR

accumulation and fixed-point accumulation to achieve a better trade-off between the two

[LRP21]. While it does improve accuracy, combining the two dramatically slows down the

training process, as discussed in Section 5.3.3.

In contrast, using various forms of fixed-point accumulation achieves accurate or near-

accurate summation between inputs, making them the most common choice of addition

implementation in recent SC works [SL17, HGT19, WLY20]. However, as we will show in

the next subsection, they are expensive to implement since full adders required in APCs are

larger, slower, and less energy efficient than OR gates, or multiplexers [LLR18].
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5.1.3 Efficiency

Despite the precision issues outlined above, SC remains a promising candidate for accelerat-

ing various types of computation. The reason for the continued interest in it is the potential

for unparalleled compute density [RLM20, WLY20]. Small, single-gate SC multipliers and

adders can be orders of magnitude smaller than their fixed-point equivalents. However, this

comes at the cost of increased computation latency, as SC operators require tens or hundreds

of cycles depending on the stream length being used [RLM20, LLR18, WLY20]. To harness

the most benefits out of SC, the area reduction offered by multipliers and adders needs to be

used to enable higher spatial reuse, which in turn can amortize costs of conversion and mem-

ory accesses. When playing the spatial reuse game, the additional area and delay imposed

by binary accumulation can wipe off a large part of the gains, as we will show shortly.

To demonstrate the difference between different styles of accumulation, we synthesized

256-wide dot products with different processing elements. The wide dot product is justifiable

for modern neural networks that require multiply-accumulate computations with hundreds

or thousands of inputs [SZ14, HZR16]. We compare fixed-point (FXP) multiply-accumulate

computation and SC computation using accumulators (Accumulator), parallel counters (Par-

allel Counter), and OR gates (OR). We assume 6-bit input precision, which translates to

64 bits for the SC accumulators. Parallel counter and OR adder trees use split-unipolar

computation [RLM20], which assumes one of the operands is bipolar while the other one can

only be positive. The 64 bits are split into two 32-bit parts for the bipolar operand repre-

senting the positive and negative values separately. For positive values, the negative part is

all zero, and vice versa. This is also a commonly encountered situation in neural networks

employing the ReLU activation [SZ14, HZR16]. For SC multiplication, we assume that it is

performed using simple AND gates. The accumulator configuration assumes 256 individual

accumulators. We further compare non-saturating (NS ) and saturating (S ) adder trees for

all configurations except the OR addition. The non-saturating configurations have adder

width provisioned such that no truncation ever occurs. Saturating configurations limit the
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width of all adders to 6 bits. We will further elaborate on the importance of saturation in

Section 5.2. Results, synthesized using a commercial 28nm technology and Cadence Genus

synthesis tool, are shown in Fig. 5.2.

0

10000

20000

30000
A
re
a
[u
m

2
] Multiplier

Adder
Accumulator

0

2

4

C
ri
ti
ca
l
P
a
th

[n
s]

FX
P
NS

FX
P
S

Ac
cu
mu

lat
or

NS

Ac
cu
mu

lat
or

S

Pa
ral

lel
Co

un
ter

NS

Pa
ral

lel
Co

un
ter

S
OR

0

200

400

600

A
D
P

[1
e3
]

a)

b)

c)

Figure 5.2: Area (a), critical path (b), and area-delay product (ADP) (c) for different dot

product implementations. For SC implementations, ADP is calculated after multiplying the

stream length, which is assumed to be 32 for each split-unipolar part.

Compared to the fixed-point baseline, SC offers significant area improvements. Non-

saturating parallel counter implementation has 22.5X area improvement over the corre-

sponding fixed-point design, while for a dot product with OR accumulation that advantage

is 58.4X. The accumulator-based dot product can have a 2X area advantage, despite less

efficient addition, because of the huge advantage provided by AND-based multipliers. This
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explains why previous works have focused on optimizing SC multiplication since it is where

most of the benefits of SC come from. However, the impact of addition cannot be ignored

due to the SC’s latency penalties. The non-saturating accumulator, parallel counter, and OR

dot products have a 3.2X, 1.6X, and 3.8X critical path advantage over fixed-point. When

accounting for stream length and combined with area in the form of an area-delay product,

OR implementation has a 7X advantage, while the parallel-counter one has only 1.2X. The

accumulator one has 5X worse throughput, showing that its use is not competitive without

additional techniques reducing the stream length [SL17, HGT19]. The ADP difference be-

tween OR and parallel-counter dot products leads us to two important conclusions. First, SC

with binary accumulation has a fundamental limitation in possible performance improvement

over fixed-point. The small ADP margin can easily be whittled down when other system-level

considerations come into play. Second, there is a substantial performance gap between SC

with binary and OR-based accumulation. This performance gap, combined with the precision

gap described in the previous section, opens up an extensive design space of efficient and

precise SC accumulation methods that has not been given sufficient attention. In the next

section, we will describe how this efficiency-precision gap can be bridged.

Finally, we want to acknowledge that the above analysis will depend on the dot-product

size, precision, and stream length chosen, and different configurations might be more or less

advantageous to certain implementations.

5.2 Range-extended OR Accumulation

5.2.1 Increasing the accuracy of OR accumulation

Given the importance of maintaining SC accumulation performance 5.1.3, we want to find

a way to improve accumulation accuracy without sacrificing the benefits it offers. Between

the three possible baseline implementations, MUX-based adders suffer from scaling on the

inputs. Improving MUX accuracy requires increasing input stream length, which also affects
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Figure 5.4: (a) Single OR n gate and (b) cascaded OR n gates.

the performance of multiplication and stream generation. Accumulator and counter-based

adders achieve accurate addition and have performance issues instead of accuracy issues.

OR-based adders suffer from the lack of output range. Adjusting the output range keeps the

stream generation and multiplication components constant, and is thus the most plausible

candidate for improvement. The accuracy deficit of OR accumulation comes from the bitwise

computation nature. The outputs of an OR accumulation have the same stream length

as the inputs. Fixed-point accumulation adds all input bits together. It is equivalent to

concatenating the input bit streams together, resulting in much longer effective stream length

at the output. Therefore, to increase the output precision of an OR gate, we want to increase

the number of output bits corresponding to each input bit to n. We denote the resulting

range-extended OR gate as OR n and a regular OR gate can be seen as a special case where

n = 1. A comparison of an OR n gate and a regular OR gate is shown in Fig. 5.3. In theory,

any logic operation that takes 1 bit from each input and outputs n bits is a valid OR n gate,
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leading to 2512 unique truth tables exist for OR 2 with 256 inputs (256 input bits, 2 output

bits). We will discuss how we determine the OR 2 gate, and then extend the derivation to

larger OR n.

Given the large number of possible OR 2 configurations, we limit our search space through

the following steps:

1. Limit the search to two-input OR n gates. Fig.5.4a illustrates the idea of a 2-input

OR n gate. An represents n bits, and this notation will be used in later discussions

to represent n input or output bits. A two-input OR n gate takes two An inputs and

creates an An output. Larger OR n gates can be built by cascading multiple levels of

two-input OR n gates, as shown in Fig. 5.4b). Focusing on two-input gates ensures

that the cost of large accumulations scale linearly with the size of accumulation, and

reduces the search space for OR n to 2n2
2n

(2n input bits, n output bits), or 232 for

OR 2.

2. Focus on the transfer function between the sum of input bits and the sum of output

bits. In other words, instead of trying to find the function An
o = f(An

1 , A
n
2 ), we try to

find the sum transfer function
∑

(An
o ) = fs(

∑
(An

1 ) +
∑

(An
2 )). The exact form of the

function will be determined later after considering other constraints. This concept is

illustrated in Tab. 5.2, which depicts one possible implementation of OR 2. The sum

transfer function loses positional information of the individual input bits and instead

forces the computation to be associative. In other words, the order of the input bits

does not affect the sum of the output bits, and the output bits can be adjusted as

long as the sum does not change. As discussed in Sec. 5.2.3, the associative constraint

allows for more efficient training of models using OR n accumulation. The sum transfer

function constraint reduces the search space to (n + 1)2n+1 (n+1 output sum values

from n output bits, 2n+1 input sum values from 2n input bits), or 35 for OR 2.

3. The sum transfer function should be non-decreasing, and should use all possible sum
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values of the n output bits. The former ensures that OR n behaves similarly to normal

accumulation, which simplifies training. The latter ensures that the output bits are

fully utilized. These two constraints limit the search space to
(
2n
n

)
(n increments in 2n

entries), or 6 for OR 2.

Table 5.2: Comparison between a full truth table and a sum transfer function. This is one

possible truth table of a two-input OR 2 gate that corresponds to Candidate 6 in Tab. 5.3.

This particular truth table sets the two output bits to e = a + c + bd and f = b + d + ac

respectively, assuming a, b, c, and d are the four input bits, and e and f are the two output

bits.

Input Bits Input Sum Output Bits Output Sum

a b c d e f

0 0 0 0 0 0 0 0

0 0 0 1 1 0 1 1

0 0 1 0 1 1 0 1

0 0 1 1 2 1 1 2

0 1 0 0 1 0 1 1

0 1 0 1 2 1 1 2

0 1 1 0 2 1 1 2

0 1 1 1 3 1 1 2

1 0 0 0 1 1 0 1

1 0 0 1 2 1 1 2

1 0 1 0 2 1 1 2

1 0 1 1 3 1 1 2

1 1 0 0 2 1 1 2

1 1 0 1 3 1 1 2

1 1 1 1 4 1 1 2

Tab. 5.3 shows the 6 candidate transfer functions for the OR 2 gates that satisfy all the

constraints.

To find the best among the 6 candidate transfer functions, we examine their behav-
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Table 5.3: Candidate transfer functions between input and output sums for 2-input OR 2.

Candidates 1 2 3 4 5 6

Input Sum Output Sum

0 0 0 0 0 0 0

1 0 0 0 1 1 1

2 0 1 1 1 1 2

3 1 1 2 1 2 2

4 2 2 2 2 2 2

iors when expanded to 3 OR 2 inputs shown in Tab. 5.4. Of the 6 candidates, half of

them lose the associative property, and the output depends on the position of the input.

Take Candidate 2 as an example. OR 2 2(OR 2 2({0, 1}, {0, 1}), {0, 0}) = {0, 0} whereas

OR 2 2(OR 2 2({0, 0}, {0, 0}), {1, 1}) = {0, 1}, even though the input bits add up to 2 for

both cases. For the rest of the three candidates, candidate 1 only activates when almost

all input bits are 1, which is unlikely for neural networks with very wide accumulations.

Candidate 4 faces a similar issue where the second bit only activates when all input bits are

1. We expect OR 2 using candidate 1 or 4 to perform poorly, and this is confirmed in Tab.

5.5. For the same 4-layer CNN (TinyConv) used in [LSC18], candidate 1 does not converge,

candidate 4 barely offers any benefit over OR 1, and only candidate 6 is a noticeable im-

provement over OR 1. As a result, we choose candidate 6 as the sum transfer function of

OR 2.

The transfer function of OR 2 can be written as

∑
(A2

o) =


∑

(A2
1) +

∑
(A2

2),
∑

(A2
1) +

∑
(A2

2) < 2

2, otherwise

(5.1)

where A2
o is the output tuple and A2

1 and A2
2 are the input tuples. Larger OR n can be

derived similarly by replacing 2 in Eq. 5.1 with n, as shown in Eq. 5.2. Alternatively, OR n
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Table 5.4: Candidate transfer functions between input and output sums for 3-input OR 2.

Candidates 1 2 3 4 5 6

Input Sum Output Sum

0 0 0 0 0 0 0

1 0 0 0 1 1 1

2 0 0,1 0,1 1 1 2

3 0 0,1 1 1 1,2 2

4 0 1 1,2 1 1,2 2

5 1 1 2 1 2 2

6 2 2 2 2 2 2

can also be viewed as a saturating adder that saturates at n. A key feature that sets OR n

apart from other designs with a saturating adder/accumulator is that it saturates after every

addition and operates only on unipolar inputs. The former ensures that an OR n gate does

not introduce additional bits, as an OR 2 gate will always generate 2 bits and an OR 3 gate

will always generate 2/3 bits, depending on the implementation. This linear scaling with

the size of accumulation is advantageous. The latter feature ensures that saturation is well-

defined. Hardware implementations saturate the outputs after each OR n accumulation,

minimizing the number of wires out of an OR n gate and allowing the same OR n gate

to be reused for larger accumulations. In software modeling of OR n, saturation can be

delayed to the end to better utilize dot-product instructions present in recent CPUs and

GPUs while still being functionally identical to the hardware version. A bipolar saturating

adder, on the other hand, lacks this convenience. For example, if we consider a saturating

addition that saturates at {5,-5} between 3, 4, and -5, saturating after adding 3 and 4 will

produce a different result compared to saturating after adding all three values together. The

accumulation result from a bipolar saturating adder will depend on the order of computation
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and will be more difficult to model, particularly if saturation occurs frequently.

∑
(An

o ) =


∑

(An
1 ) +

∑
(An

2 ),
∑

(An
1 ) +

∑
(An

2 ) < n

n, otherwise

(5.2)

Table 5.5: TinyConv Neural network accuracy of Candidate 1, 4, and 6 for OR 2. Models

are trained using 32-bit streams on CIFAR-10.

Candidate OR 1 1 4 6

Accuracy 74.81% 10% 75.31% 78.92%

Despite focusing on the ease of implementation when deciding between candidates, the

final OR n offers lower error compared to OR when normalized to the same total output

stream length. This means using k input bits for OR n and kn input bits for OR, resulting

in kn output bits for both cases. Assuming different bits in a stream have independent

and identical distribution (IID), the output value follows a binomial distribution, with root-

mean-squared (RMS) error being
√

v(1−v)
kn

, where v is the expected error and kn is the stream

length. This is a concave function over v 3. Due to the concavity of the error function, having

different probability values in different parts of the stream reduces the final average error.

For OR n, each group of k output bits represents a different value. As a result, we expect

even OR 2 to outperform OR in accuracy when using half the input stream length.

5.2.2 Efficient OR n implementation

While Section 5.2.1 defines the optimal transfer function between input and output sums

for OR n, the transfer function does not uniquely define the truth table. Take OR 2, for

instance. Given two A2 inputs 00 and 01, the transfer function determines that the A2

3This error function assumes using a true random number generator (TRNG) for generation. Using a
more accurate generator reduces overall error, but the error is still a concave function with respect to the
expected output value
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Figure 5.5: OR 2 circuit implementation. Similar to Tab. 5.2, a, b, c, and d are the four

input bits, and e and f are the two output bits.

outputs sum up to 1 but does not decide whether the outputs should be 01 or 10. For OR 2,

four output positions can be either 01 or 10, resulting in 16 possible truth tables similar to

the Tab. 5.2. Fig.5.5 shows a possible circuit implementation of OR 2 with the truth table

in Tab. 5.2. We synthesized 256-wide adder trees for all 16 truth tables, and the area-delay

product comparison is shown in Fig. 5.6. Configuration 4 is the best-performing option, and

we used that for all performance evaluations of OR 2. It is also 3.3X better in terms of ADP

compared to non-saturating parallel-counter-based addition.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

OR 2 Configuration

0

200

400

600

A
D
P

[1
e3
]

Figure 5.6: ADP comparison between different OR 2 truth table implementations.

OR 3 uses a saturating adder instead of the parallel implementation of OR 2. From

Eq. 5.2, OR n behaves like a saturating adder that saturates at n. Instead of adding the

three parallel output bits after accumulation, every three input bits are added together

using a full adder, and 2-bit saturating adders perform the rest of the accumulation. The

two implementations are illustrated in Fig. 5.7. We synthesized both options, and the
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saturating adder version has ADP 2X lower than the parallel implementation, so we use the

saturating adder version for performance evaluations of OR 3. Its ADP improvement over

parallel-counter addition is 1.6X. Because of that, we do not explore n > 3, since we do not

expect it to have better performance than fixed-point accumulation.

OR_3

OR_3

OR_3

(a)

2-bit

Add

2-bit 

Add

2-bit 

Add

FA

FA

FA

FA

(b)

Figure 5.7: (a) Parallel and (b) saturating adder implementation of OR 3.

5.2.3 Efficient training for OR n accumulation

While we focus on improving inference performance with SC and OR n, we need to ensure

that models are trained so that they work well for OR n SC during inference. Training is

an important aspect of deep learning, and modifications to the compute algorithm during

inference need to be easily trainable on commodity hardware. Our training setup is based

on the idea of straight-through estimators (STE) [Ben13]. Fig. 5.12a shows the basic STE

setup for training inaccurate neurons. The forward pass accurately models the inaccurate

computation (in our case SC stream computation), while the backward pass ignores the

inaccuracies. For REX-SC, we use an efficient simulation framework to simulate SC-based

computation in the forward pass. This ensures that the training results are representative

of what we will get on SC hardware. Every 32 bits in an SC bitstream is packed into a

32-bit integer to maximize performance. The simulation framework is written in CUDA

C++[NVF21] to maximize performance on Nvidia GPUs and utilizes AVX2 intrinsics[Int21]
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with OpenMP [DM98] to maximize performance on x86 CPUs. WMMA functions[NVI21]

are used for Nvidia GPUs with Compute Capability ≥ 8.0.

Backpropagation uses floating-point computation during training, and the non-linearity

of OR n accumulation requires modeling in the backward pass. To understand the need for

additional modeling during the backward pass, we need to consider the saturation behavior

of OR n. As OR n saturates at n, output values close to n should result in lower gradient

values on the corresponding inputs and weights. The vanilla STE setup ignores the saturation

behavior during the backward pass and thus degrades the accuracy of the final trained model.

This is an issue even for fixed-point quantization with limited accumulation precision, as

shown in Fig. 5.8. When there is not enough intermediate precision and the accumulation

saturates, accuracy drops significantly when the saturation is not modeled. [RLM20] shows

that it is possible to model OR accumulation as normal accumulation + activation function.

This allows the usage of optimized convolution and linear kernels in popular deep learning

frameworks. OR n modeling uses a similar concept to modeling OR 1, so we will go through

the derivations for OR 1, and then extend the idea to OR n. For an OR 1 gate with inputs

ak, the expected output value is equal to

OR 1 = 1− prob(0 input is 1) = 1−
∏

(1− ak) (5.3)

69



By assuming all inputs are the same, Eq. 5.3 simplifies to 1 − (1 − s/n)n, where s is the

normal sum of the inputs. When n is large, it further simplifies to

OR 1 ≈ 1− e−s (5.4)

Similar concepts can be applied to OR 2. The OR 2 output can then be approximated as

OR 2(ak) ≈ 2− 2e−s − se−s (5.5)

The same idea can be extended to higher-degree OR n, which is shown in Eq. 5.6.

OR n(ak) ≈ n−
n−1∑
i=0

(n− i)si

i!
e−s (5.6)
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Figure 5.9: Modeling performance of (a) OR 2 and (b) OR 3.

The backpropagation through a neural network layer using OR n accumulation is modeled

as a normal convolution/linear backward pass (layer bwd) with an added pointwise function,

as is shown in Eq. 5.7 and 5.8, where go is the output gradient.

OR n layer bwd(go) = layer bwd(OR n bwd(go)) (5.7)

OR n bwd(go) = go ∗ (1 +
n−1∑
i=0

si

i!
e−s) (5.8)

Fig. 5.9 shows the modeling performance of OR n approximations. 100 inputs are used

in the accumulation, each having a stream length of 1024. Our proposed approximation

correctly captures the trend of OR n accumulation. Since the approximation is only a
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Figure 5.10: Modeling performance comparison of OR 2 and 2-way partial binary accumu-

lation. pb r and pb s use the same inputs and only the order of computation is changed,

such that for pb r partial sums are roughly equal, and for pb s they are very different.

function of normal accumulation sum S, it can also be modeled as a single activation function

and is efficient to implement during training. Such models are only possible when the OR n

function satisfies the associative property mentioned in Sec. 5.2.1. Consider partial binary

accumulation [LRP21] (PB) which also tries to extend the range of SC accumulation. In

PB, large accumulations are broken up into multiple groups. Each group uses OR gates

for accumulation, and results from different groups are added together using binary adders.

Using two kinds of accumulators make PB non-associative, which is demonstrated in Fig.

5.10. Compared to OR 2 which maintains its accumulation behavior regardless of the order

of computation, PB has different behaviors depending on how the accumulation is broken up.

The output response is very different when the two groups are roughly equal (pb r) and when

the two groups are very different (pb s). While pb r behaves similarly to OR 2, pb s barely

offers any benefit over OR 1. Given the randomness of neural networks, it is impossible to

predict how balanced the groups are, and thus impossible to use a single activation function.

This will have a profound impact on training performance, as we will show in Sec.5.3.3.

While the stream simulation improvements for the forward pass reduce forward propaga-
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Figure 5.11: Difference between outputs from stream computation and normal computa-

tion+activation.

tion time, it is still expensive compared to a normal forward pass using single/half-precision

floating-point numbers. To further reduce the training overhead for REX-SC, we propose to

replace stream simulation with activation calibration and error injection (a+e for short) for

most of the training epochs. Since the activation approximation is sufficient for the backward

pass, one may ask why it is not sufficient for the forward pass. The main issue is that the

activation functions cannot completely capture the characteristics of OR n accumulation.

Fig. 5.11 shows the mean and standard deviation of the difference between actual stream

output and activation output for the same 4-layer CNN used in Tab. 5.5. The average

error (denoted as bias in the figure) is non-zero, implying that the activation function is not

perfect. Since the average error is different for each layer, it is impossible to use a single

activation function for all layers. The standard deviation of the error (denoted as std in the

figure) means it is impossible to capture all the properties of OR n accumulation with only

the activation function. Fortunately, both the mean and variance of the error are smooth

functions of the activation value. We can thus approximate the two parts of the error with

polynomial functions using standard linear least squares regression [Wat67], as is shown in

the curves. The fitted mean curve is then added to the post-activation value as a calibration

step for the activation, and the variance curve is used to inject random error to each activa-

tion with variance equal to the value predicted by the curve. Fig. 5.12 compares the training

setup of stream and a+e training steps. While the a+e step seems more complicated, the
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additional operators are all point-wise operations and can be fused to reduce overhead. The

step to update the error curves for a+e is performed only a few times per epoch of training

to amortize its relatively large cost.
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layer_forward_ste
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OR_n ac va on 
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Figure 5.12: Comparison between (a) vanilla STE [Ben13], (b) stream with OR n activation

and (c) a+e training step.

With the optimized stream computation simulation, backward propagation using acti-

vation function, and a+e step, the overall training setup is shown in Alg. 1. Models are

first trained using the a+e training step and then fine-tuned with stream training for a few

epochs.
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Algorithm 1 Training setup for OR n.
Require: Epochs with a+e training ne, epochs with stream training ns, number of training steps between a+e update ke,

total number of training mini batches k0, dataset d.

n← 0

while n < ne do ▷ a+e training phase

k ← 0

while k < k0 do

x← d[k]

if k mod ke = ke − 1 then ▷ update a+e parameters

for all layers do

xl ← layer input

ya+e ← layer forward a+e(x)

ystream ← layer forward stream(x)

Update layer mean and variance curves

end for

else

x← model input

y = model forward a+e(x)

end if

model backward a+e(y,model target)

k ← k + 1

end while

n← n+ 1

end while

while n < ne + ns do ▷ stream training phase

k ← 0

while k < k0 do

x← d[k]

y ← model forward stream(x)

model backward a+e(y,model target)

k ← k + 1

end while

n← n+ 1

end while
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5.3 Results

5.3.1 Evaluation
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Figure 5.13: Accuracy comparison for (a) TinyConv and (b) VGG-16 on CIFAR-10, (c)

Resnet-18, and (d) Resnet-34 on ImageNet. 16-bit SC-Bin only has an accuracy result for

TinyConv as it does not converge for other larger models.

To measure the accuracy benefits of extended-range SC, we evaluate accuracy on image

classification datasets CIFAR-10 and ImageNet [KSH12]. For CIFAR-10, we use a 4-layer

convolutional neural network (TinyConv) [LSC18] and VGG-16 [SZ14]. For ImageNet, we

use Resnet-18 and Resnet-34 [HZR16]. Models are trained using PyTorch 1.12.0. For a+e,
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the error curves are adjusted 5 times per epoch. A lower calibration frequency is possible

but does not yield additional performance benefits as the calibration time is sufficiently

amortized. CIFAR-10 models are trained for 100 epochs, where 80 epoch use a+e and 20 use

stream simulation. ImageNet models are trained for 70 epochs, where 65 epochs use a+e and

5 use stream simulation. Models are trained using maximal-length LFSRs as the RNG and

use the same RNG sharing scheme proposed in [LRP21]. LFSR seeds are shared between

different filters and between different input batches. The sharing scheme is demonstrated in

Tab. 5.6 for a layer with 4x4 input and 3x3 weight and a stream length of 8 (3-bit LFSR).

Seeds are also shared within the same input and weight filter due to the limited number

of unique seeds for a maximal-length LFSR (2n − 1 for an n-bit LFSR) and are correctly

modeled. Streams are converted to fixed-point numbers using a counter between layers. The

training code is available at https://github.com/nanocad-lab/rex-sc.

Table 5.6: LFSR seed sharing scheme demonstration.

Position Seed values

Input 1 0,1,2,3,4,5,6,0,1,2,3,4,5,6,0,1

Input 2 0,1,2,3,4,5,6,0,1,2,3,4,5,6,0,1

Filter 1 6,0,1,2,3,4,5,6,0

Filter 2 6,0,1,2,3,4,5,6,0

5.3.2 Accuracy improvements

Accuracy comparisons between OR n and other alternatives are shown in Fig. 5.13a for

TinyConv [LSC18] on CIFAR10. OR 1 uses OR gates for accumulation similar to the setup

used in [RLM20]. SC-Bin uses parallel counters for accumulation, similar to the setup in

[SL17]. It can also be seen as an upper bound of accuracy for uSADD and uNSADD proposed

in [WLY20], as the latter two also try to reduce multiplication error while sacrificing some
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accumulation accuracy in the pursuit of streaming compute. MUX-based additions suffer

from scaling issues on the weight values, which prevents convergence even with the improve-

ments from CeMux[BH22]. PB uses partial binary accumulation setup used in [LRP21].

Accuracy of OR 2 is comparable to PB at both stream lengths, while OR 3 outperforms

both. SC-Bin has a 2-4% point accuracy advantage over OR 2 and a 1-3% point advantage

over OR 3. Compared to the FXP6 baseline using 6-bit fixed-point multiply-accumulate,

OR 2 has a 4-6% point accuracy deficit, while OR 3 narrows the gap to 3-5% points. Fig.

5.13a also shows the results of the same concept applied to AND multiplication, denoted as

“AND 2” and “AND 4”. AND n takes groups of n bits from each of the two multiplicands

and multiplies all bits from the first group with all bits from the second group. Traditional

AND multiplication can thus be seen as AND 1. AND 2 and AND 4 increase multiplication

stream length by 2X and 4X respectively and increase overall area and energy by the roughly

same amount. While AND n can also improve accuracy, it is not energy- or area-efficient.

AND 4 roughly matches OR 1 when using half the stream length, but consumes ≈ 2X the

area and energy.

Table 5.7: Array size, compute area and power, clock period, inference latency, energy, and

energy improvement compared to 6-bit fixed-point, for different models and datasets with

different types of SC accumulation.

CIFAR-10 TinyConv CIFAR-10 VGG ImageNet ResNet-18 ImageNet ResNet-34

Architecture N
Area Period Power Stream Latency Energy E. Impr. Latency Energy E. Impr. Latency Energy E. Impr. Latency Energy E. Impr

[mm2] [ns] [mW] Length [us] [uJ] vs FXP6 [us] [uJ] vs FXP6 [us] [uJ] vs FXP6 [us] [uJ] vs FXP6

FXP6 9 2.97 4.5 692 4.5 7.9 1.0 76.5 132.2 1.0 446.8 772.8 1.0 817.5 1413.2 1.0

SC Bin 41 3.12 1.6 3282
32 2.6 12.3 0.6 44.6 207.1 0.6 246.0 1145.4 0.7 449.8 1666.0 0.8

64 5.3 21.0 0.4 89.2 353.5 0.4 492.1 1953.0 0.4 899.6 3142.4 0.4

SC uSADD 12 2.93 1.1 970
32 20.6 31.5 0.2 347.8 530.3 0.2 2032.3 3101.2 0.2 3718.2 4243.8 0.3

64 41.3 51.6 0.2 695.7 867.7 0.2 4064.6 5072.5 0.2 7436.5 7850.5 0.2

SC uNSADD 12 2.95 1.2 1026
32 21.8 33.9 0.2 368.2 570.7 0.2 2151.3 3337.1 0.2 3936.0 4675.4 0.3

64 43.7 56.3 0.1 736.4 948.5 0.1 4302.6 5544.4 0.1 7872.0 8713.7 0.2

SC OR 1 64 3.21 2.4 488
32 1.5 1.0 8.0 27.4 17.8 7.4 155.9 101.4 7.6 285.5 267.2 5.3

64 3.0 1.7 4.6 54.8 31.1 4.2 311.7 177.4 4.4 571.0 406.4 3.5

SC OR 2 51 3.2 2.2 596
32 2.7 2.1 3.7 43.2 34.8 3.8 227.8 183.8 4.2 417.8 404.7 3.5

64 5.3 3.7 2.1 86.4 60.5 2.2 455.6 319.6 2.4 835.5 653.6 2.2

SC OR 3 50 3.12 2.2 650
32 2.6 2.3 3.4 42.4 37.3 3.5 231.6 204.5 3.8 424.1 437.0 3.2

64 5.2 4.0 2.0 84.7 64.9 2.0 463.1 355.1 2.2 848.1 712.8 2.0
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Accuracy results of VGG-16 on CIFAR-10 and Resnet-18/34 on ImageNet are shown in

Fig. 5.13b) and 5.13c)/5.13d). Both OR 2 and OR 3 achieve similar accuracy to 6-bit fixed-

point on VGG-16. While OR 2 and OR 3 improve Top-5 accuracy by 3-5% points compared

to OR 1 on ImageNet, they are 2-5% points lower than FXP6. The accuracy of OR N is

likely limited by the training hyperparameters. For instance, doubling the number of epochs

from 35 to 70 improves accuracies by 1.5-2% points for OR n, and longer training times

should improve accuracies even further. Compared SC-Bin that has unlimited accumulation

precision, OR 2 and 3 reduces the accuracy gap while requiring at most 2 bits of accumulation

precision. Compared to fixed-point computation and SC-Bin, OR N enables scaling to higher

performance levels. While SC-Bin using 16-bit streams has accuracy between 32-bit and 64-

bit OR 3 on TinyConv, it is not a useful setup for the other models. Both fixed-point and

SC-Bin have convergence problems in VGG and Resnets when dropping precision further,

as weight values tend to underflow the smallest representable value with 5-bit fixed-range

quantization (16-bit stream for SC).

Table 5.8: Iteration time comparisons between OR n and partial binary accumulation. Time

is measured in s/256 images on an RTX 3090. The numbers before “PB” are the sizes of

OR accumulation, with smaller numbers leading to more binary accumulations.

TinyConv (CIFAR-10) Resnet-18 (ImageNet)

Stream Length 5x8 PB OR n 5x8 PB OR n a+e

32 0.092 0.041 8.08 1.09 0.26

64 0.108 0.052 9.24 1.64 0.26

128 0.135 0.081 11.61 2.72 0.26

5.3.3 Training speed improvements

While partial binary accumulation and OR 2/3 have similar accuracy benefits over OR 1

as shown in Section 5.3.2, partial binary accumulation complicates the training process of

neural networks. In contrast to OR 2 and OR 3, it is not feasible to approximate partial
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binary accumulation with a single activation function, since partial binary accumulation is

not associative by design.

Iteration speed comparisons between OR n and partial binary accumulation are shown

in Tab. 5.8. Different n values for OR n only change the activation function used during

training and do not significantly affect training time. For smaller models like TinyConv

where the memory requirement is not an issue, PB is between 1.5X and 2.2X slower. Larger

models like Resnet-18 suffer more due to memory size limitations. Higher levels of binary

accumulation exacerbate this effect, making PB up to 7.4X slower than OR n to train. a+e

further reduces iteration time by at least 4X. Since the runtime of a+e is not dependent on

stream length, it is especially useful when training for longer streams.
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Figure 5.14: Convergence behavior of stream only and a+e. The drop in accuracy at epoch

31 for a+e is when switching to using streams for the forward pass.

Fig. 5.14 compares the convergence behaviors of training with stream only and with a+e

replacing most of the epochs. Training is limited to 35 epochs for both cases, as stream

training with the full 70 epochs takes too long. a+e has similar convergence behavior as

stream only and achieves similar accuracy in the end. Overall training time is reduced by

at least 3X with a+e compared to stream only and at least 22X compared to training with

PB as shown in Tab. 5.9.
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Table 5.9: End-to-end training time comparison in hours between OR n and partial binary

accumulation. Results for OR n and PB are estimated as they take prohibitively long to

train.

Stream Length 5x8 PB OR n a+e

32 710.9 95.9 31.6

64 812.4 144.2 35.0

5.3.4 Performance

To evaluate the performance benefits of using OR n implementations, we use the previ-

ously synthesized adder and dot product results together with buffers and SNG results

using commercial 28nm technology and Cadence Genus synthesis tools. SNGs are based

on maximum-length LFSRs, shared across different processing elements, and comparators.

We use 6-bit fixed-point (FXP6) as a baseline and compare its performance with SC imple-

mentations. Besides, SC with binary accumulation (SC Bin), OR 1, OR 2, and OR 3, we

include uSADD and uNSADD (scaled and non-scaled adders) from [WLY20]. Both uSADD

and uNSADD use uMUL multipliers, which offer high accuracy without retraining, but at

a significant hardware cost. To evaluate system-level performance, we assume dot-product

processing elements are organized as a N-by-N GEMM array, similar to recently proposed

SC accelerators [CVR14, WLY20, RLG22]. We assume the individual PE to have a width of

256. We use a N = 64 array using OR-based SC dot products as a baseline, which occupies

an area of 3.2mm2, and we size up all other configurations to be as close to this area budget

as possible. We then try to normalize the throughput w.r.t. FXP6 for all configurations, as-

suming 64-long streams, by increasing or lowering clock frequency, and corresponding power

to take advantage of voltage-frequency scaling. SC with binary accumulation and OR 1

accumulation cannot be fully throughput normalized to FXP6 due to impossibly high and

low resulting voltage requirements, respectively. As a result of throughput normalization,

OR n configurations can use lower clock frequency and consume lower power than other SC
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configurations with a similar area. We use an analytical model that takes the array size and

layer parameters, such as input and filter size, number of filters etc., and calculates both the

number of compute iterations as well as memory accesses required to process a given layer,

assuming output stationary dataflow. We focus on convolutional layers, as they dominate

runtime and energy for all explored models. Our model assumes the memory bandwidth

is provisioned such that computation is never stalled and that computation has maximum

valid utilization. We use the clock period, stream length, and iteration count to estimate

the latency of each model’s inference. We estimate inference energy using the latency, syn-

thesized design power, memory access count, and energy obtained using the CACTI 6.5 tool

[MBJ09].

Performance results including improvement over 6-bit fixed-point are shown in Tab. 5.7.

First, we show that SC with parallel counter accumulation has 1.6-2.7X worse energy con-

sumption than fixed-point. This is because the larger area and latency of parallel counter

addition cannot compensate for the increased latency. The proposed OR 2 and OR 3 de-

signs successfully bridge the performance gap between OR 1 and binary accumulation. OR 2

achieves up to 4.2X energy and 2X latency improvement over fixed-point at 32-long streams,

and up to 2.4X at 64-long streams, with similar latency. OR 3 fares marginally worse, with

up to 3.8X energy and 1.9X latency improvement at 32-long streams, and 2.2X improvement

at 64-long streams. Both designs outperform SC with binary accumulation, even at twice

the stream length. OR 2 and OR 3 with 64 long streams have up to 3.6X and 3.2X lower

energy, respectively, than the parallel counter implementation with 32 long streams. They

also outperform uSADD and uNSADD configurations at the same stream lengths, although

it comes mainly from the high cost of accurate uMUL multipliers. With an AND-based

multiplication, uSADD and uNSADD would be very similar to regular binary accumulation,

as they are based on parallel counters.
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Figure 5.15: Comparison of multiplexer- and OR n-based adders’ root mean squared error

(RMSE) with respect to normal addition. We use sums of 1000 positive inputs with outputs

having an average of 1 and a variance of 0.5.

5.3.5 OR n for non-trained applications

Most of the results focus on deep learning performance of OR n with training involved.

This is valid for neural networks that rely on training, and where the non-linearity of OR n

accumulation can be accounted for. In applications where training is not allowed, OR 1

already offers lower error compared to Multiplexers for relatively short streams as shown in

Fig. 3.2. OR 2 and OR 3 extend this lead to even larger values, as shown in Fig. 5.15. MUX

requires stream length ≥ 4096 to have a lower error than OR 1 before factoring training.

For OR 2 and OR 3, that threshold becomes 32768 and 131072 respectively.

We also compared the error of OR n accumulation with unary computing accumulators

proposed in [WLY20]. Despite not having the non-linearity of OR n, the scaled addition ver-

sion (uSADD) only beats OR 2 and OR 3 with stream length ≥ 4096 and 8192 respectively.

On the other hand, the non-scaled version (uNSADD) quickly saturates and is comparable

to OR 1. Both versions are more expensive than SC Bin discussed previously. At stream

lengths used for accuracy and performance evaluations (32 and 64), OR 2 and OR 3 offer

1.57x to 8.10x lower average error.
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5.4 Conclusion

In this work, we presented REX-SC - Range-Extended Stochastic Computing for neural

network acceleration. REX-SC improves the accuracy of SC accumulation by increasing

the number of output bits after accumulation. It reduces the accuracy gap between SC

using OR accumulation and fixed-point computation. While SC with binary accumulation

has almost no performance advantage over fixed-point, REX-SC remains competitive in

performance with fixed-point neural networks while preserving the benefits of stochastic

computing, including variable precision [RLM20] and early termination[WLY20]. REX-SC

also improves the training performance of SC-based neural networks with optimizations to

both the forward and backward propagation components.
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CHAPTER 6

Solving the Training Issue1

The previous chapters on stochastic computing briefly touched on the issues surrounding

training but didn’t go into the specific details and challenges faced when training a neu-

ral network for execution on SC hardware. This chapter will provide a basic introduction

to training for stochastic computing and approximate computing in general, followed by

optimizations to improve the different components in the training pipeline.

Most neural networks are trained using variants of gradient descent. In the forward pass,

each layer performs convolution, linear, pooling, or other operations present in the layer, and

stores the output for use in the backward pass. In the backward pass, each layer calculates

gradients with respect to the activations and weights of that layer. Weight gradients are

used to update the weights, and activation gradients are used to calculate gradients for the

previous layer. Training for stochastic computing is based on a variant of this approach called

a straight-through estimator (STE). STE is originally designed for training quantized neural

networks, especially binarized ones. Compared to training for floating-point computation,

the forward pass is replaced with an accurate model of the quantized computation. The

backward pass is not modified and still uses floating-point computation. As quantization

functions are not differentiable by default, it is not practical to backpropagate through the

quantizers. Instead, the quantizer is assumed to be a bias-free estimator of the floating-point

1This work is performed in collaboration with Shurui Li and Puneet Gupta. This chapter
contains material previously used in [LLG23]. My contributions to this work include the
accelerated simulation for SC, the activation proxy modeling, and the error injection training
implementation for stochastic computing and analog multiplication.
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computation and ignored in the backward pass.

The change to the forward pass can be easily adapted to SC. Instead of an accurate model

of quantized computation, SC training performs an accurate model of SC computation in

the forward pass. As the accurate modeling happens for every forward pass, simulation

efficiency directly affects overall training time. Performing fast and accurate simulation of

SC in the forward turns out to be a complicated software optimization problem and Sec. 6.1

will describe attempts at improving SC simulation efficiency.

Even after extensive optimization, a software simulation of SC proves to be the major

training bottleneck, so there still needs to be reduced reliance on simulation speed. The

backward pass of SC also requires special attention, as the backward pass of STE cannot be

directly adapted to SC. Compared to normal quantization, accurate floating-point compu-

tation is not a bias-free estimator of stochastic computing. Especially for SC accumulation

using variants of OR gates (OR 1, OR 2, OR 3, partial binary, etc), there is a non-negligible

bias from the accumulation. Sec. 6.2 will discuss how a point-wise activation function can be

used as a proxy for non-linear computation, and how the activation function is augmented

with error injection to reduce accurate software simulation in the forward pass.

Apart from the simulation improvements, other improvements are also applicable to other

approximate computing methods as well. We focus on three types of approximate computing

methods to showcase the benefits of our approaches:

• Stochastic computing. We use linear feedback shift registers for stream generation,

AND gate for multiplication, and OR for addition, which is similar to the setup in

[RLM20]. We use 32-bit split-unipolar streams (64 total bits).

• Approximate multiplier. We use an approximate multiplier from EvoApproxLib [MHV17b].

Specifically, we use the mul7u 09Y setup. It is a 7-bit unsigned multiplier in the Pareto

optimal set for mean-relative error, which is suitable for neural networks and has 8-bit

input precision when combining the sign bit. Compared to an accurate 7-bit multiplier,

85



the approximate multiplier has 4X lower error and power consumption.

• Analog computing. To make a more generic argument, we set the effective array size of

analog accelerators such that the partial sum of every convolution channel is quantized

by the ADC. That is 9 for Resnet-tiny (Resnet-18 shrunk for TinyML applications used

in [BRT21]) and Resnet-18 [HZR16], and 25 for TinyConv (a four-layer CNN used in

[LSC18]). Since analog accelerators usually only support positive inputs and weights,

we use split-unipolar accumulation in our training setup to handle negative weights,

which results in 2× computation. We assume 4-bit ADCs are used for all evaluations

in this paper. A relatively low ADC bitwidth is selected since the ADCs are usually

the power bottlenecks of analog accelerators, therefore low-bitwidth ADCs are always

preferred if the accuracy impact is not significant. The bitwidth for inputs and weights

is set to 8-bit for all cases to focus on the impact of partial sum quantization.

While there are other approximate hardware implementations, we limit our study to the

above three methods as they cover a wide variety of approximate computing. Our method

applies to other approximate hardware setups with minimal change.

6.1 Speeding up SC simulation

The biggest bottleneck in SC training involves efficient simulation of stochastic comput-

ing computation in hardware. SC computation is very different from floating-point and

fixed-point computation. The first issue is that randomness in SC introduces error in the

computation. Despite fixing the generation pattern in the generation optimization steps in

Chap. 4, SC computation is not completely accurate, and outputs can vary depending on

the seed used to generate the inputs. For instance, for a multiplication that generates 0.06

for floating-point computation, the SC computation results depend on the input values and

seed values. On the one hand, the seed values are different for different input positions, and

different seed combinations produce different SC multiplication and addition results. On

86



the other hand, the multiplication results are also dependent on the input value combina-

tion. 0.3 times 0.2 is different from 0.1 times 0.6 in SC, despite both generating close to

0.6 for floating-point computation. These complications mean that it is expensive to model

SC computation accurately. Despite the complications in modeling SC computation, such

modeling is necessary. As will be shown later, a model trained from floating-point or fixed-

point computation cannot be directly used for stochastic computing. Failing to model the

SC computation correctly means an unusable model after training. Given the importance

of SC modeling, custom kernels are developed to speed up SC simulation in the forward

pass. While there are implementations for both x86 CPUs and Nvidia GPUs, most opti-

mization work is performed for Nvidia GPUs due to their higher performance in other parts

of the training pipeline. The following sections will describe some of the implementation and

optimization details.

6.1.1 Stream packing

The first part of SC simulation implementation is determining how activation and weight

streams should be packed. Since SC computation behaves differently compared to fixed-

point or floating-point computation, an SC bit stream cannot be treated as a fixed-point

number. I.e.: treating a 32-bit SC bit stream as a 32-bit integer and performing integer

multiplications on it generates incorrect results. The individual bits in an SC bit steam

do work similarly to fixed-point computation. Take an 8-way (8 unipolar input streams, 4

AND multiplications, 3 OR addition) multiply-accumulate (MAC) of 8-bit bit streams as an

example. Each output bit can be viewed as the MAC results of the 4 corresponding input bits

followed by a point-wise function. Fig. 6.1 demonstrates this concept. Performing simulation

using such a method is functionally correct but highly inefficient. Most commercial CPUs

and GPUs are optimized for 32-bit and 64-bit computation, and performing computation

on only a single bit without vectorization significantly underutilizes the hardware. To have

efficient SC simulation, the bit streams need to be packed to the native operator bit width
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of the target hardware.
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Figure 6.1: Comparison between (a) SC AND-OR dot product and (b) an equivalent imple-

mentation using single-bit multiply-add operations.

Since the priority target hardware is GPU for training SC-based neural networks and

Nvidia GPUs are optimized for 32-bit computations, we choose 32-bit integers as the packing

size. To efficiently utilize the packed values, packing needs to follow several constraints, as

listed below:

• The packed dimension should allow SIMD-style computation. In other words, an inte-

ger SC operation (AND multiplication, OR n or partial binary accumulation) should

work on all 32 elements in the integer container.

• The packed dimension should be consistent between activation and weight tensors.
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This is an extension of the previous constraint, as inconsistent packing activation and

weight tensor makes SIMD computation on the packed values impossible.

Table 6.1: Operator and data format comparison between bitstream and input channel

packing

Property Bit stream packing Input channel packing

Unpacked shape 64 (bit stream), 128, 256, 16, 16 (nchw)

Packed shape 128, 256, 16, 16, 2 (bit stream) 64, 128, 16, 16, 8 (input channel)

Multiplication bit-wise AND

Addition bit-wise OR population count + sign

With these constraints in mind, there are only two dimensions suitable for packing, the bit

stream dimension and the input channel dimension (or k dimension for matrix multiplications

of size (m,n,k)). Tab. 6.1 compares the properties of the two packing choices for activation

values of a convolutional neural network, and Fig. 6.1a and 6.1b illustrates bit stream and

input channel packing in boxes. While both satisfy the basic constraints for packing, packing

in the bit stream dimension has some obvious benefits. Stream generation is much simpler

with bit stream packing. Fig. 6.2 compares the generation scheme for bit stream and input

channel packing. Whereas each thread for bitstream packing takes a single binary value and

a single seed value and generates #(bitstream / 32) output integers, input channel packing

requires 32 binary values, 32 seed values, and generates #bitstream output integers. Since

outputs are stored in 32-bit containers (int), all 32 binary values associated with the 32

positions need to be tracked during generation. Since stream generation requires tracking

the change in seed values, the corresponding seed values also need to be tracked. Tracking so

many values on a single thread limits occupancy on GPUs, whether these values are treated

as registers or stored inside local memory. Another factor favoring bit stream packing is

the operation cost of additions. Bit-wise OR is a simple logical operation and operates at
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full rate on Nvidia GPUs. On the other hand, population count is a special operation that

operates at quarter rate (16 ops/clk/sm vs 64 ops/clk/sm). The last factor is that the input

channel dimension is not always efficient to pack. The first layer of convolutional neural

networks typically has only 1 or 3 input channels. Input channel packing would require

padding the input channel to 32, which greatly reduces computation efficiency. Because of

these factors, the initial implementation used for GEO in Chap. 4 is performed using bit

stream packing and can be found in the repo here https://github.com/nanocad-lab/geo.

Fixed-point Value

LFSR Output

LFSR

CMP 01Bit 32:10

Cycle

1232 …

(a)

Fixed-point Value 1

LFSR Output 1LFSR

CMP

Fixed-point Value 2

LFSR Output 2LFSR

CMP

Fixed-point Value 32

LFSR Output 32LFSR

CMP

32x

…
…

01Bit 1, 32:10

01Bit 2, 32:10

01Bit 32, 32:10

Cycle 1

Cycle 2

32x

…
…

Cycle 32

(b)

Figure 6.2: Comparison between stream generation for packing in (a) bitstream and (b)

input channel dimension for a single thread.
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Despite the benefits of bit stream packing and the initial implementation success, several

factors changed the packing dimension to the input channel for later implementations. The

first is the release of Nvidia’s Ampere family of GPUs. Ampere GPUs introduce single-bit

Tensor Core operations where multiplications are performed using AND operators. Previous

versions of Tensor Core in Volta and Turing architectures already support single-bit tensor

core operations, but the multiplication operator is limited to XOR operators typically used

in binarized neural networks. As is mentioned in Chap. 3, split unipolar representation is

needed for good accuracy using stochastic computing and allows the use of accumulation

using OR gates. This representation rules out XOR gates as an SC multiplier. The Tensor

core implementation in the Ampere architecture changes this, and the improved throughput

from Tensor cores is tempting for SC simulation. The other factor is the introduction of OR n

accumulation in Chap. 5. While normal OR accumulation using OR gates for accumulation

maintains output stream length and partial binary accumulation maintains stream length

until the binary accumulation point, OR n expands stream length to n times the input stream

length for every n inputs and then maintains the stream length. This behavior undermines

the benefits of cheap OR operators offered by OR and partial binary accumulation since logic

OR is no longer sufficient for the accumulation operation. Instead, it favors the population

count + sign accumulation pattern of input channel packing. For different OR n values, only

the sign function needs to be changed to accommodate increasing output range. As a result,

the final implementations targetting OR n accumulation use input channel packing instead.

With the packing structure determined, the overall SC simulation kernel is divided into

four functions: activation stream generation, weight stream generation, stream computation,

and output conversion. Activation and weight stream generation share most of the concepts

and optimization and will be discussed together. To save memory write costs, output con-

versions are fused with stream computation and will be discussed together as well. Since the

implementation assumes maximal stream reuse, stream computation is the main bottleneck

most of the time.
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6.1.2 Computation optimization

Since one of the main driving factors of using input channel packing is utilizing the new

Tensor Core instructions on the Ampere architecture, most of the computation optimization

centers around better utilization of the tensor cores. That said, the code still needs to work

on older architectures, and the two versions (tensor and non-tensor) are written to share

as much of the code as possible. The overall computation kernel can be roughly broken up

into three components: activation and weight reshape, matrix multiplication, and output

storage.

6.1.2.1 Matrix multiplication

To simplify development and enable more reuse between different use cases, most of the op-

timizations are performed on a general matrix multiplication (GEMM) kernel for stochastic

computing operations. A GEMM kernel can be directly used for linear layers, and con-

volutional layers can also be mapped to GEMM kernels, thus saving the time to optimize

separately for convolution and linear. While the final implementation is a result of multiple

iterations going from top to bottom and from bottom to top, the following paragraphs will

describe the design choices in a bottom-to-top sequence for clarity.

The smallest unit for matrix multiplication on Nvidia GPUs is a Tensor Core operation.

Directly programming the Tensor Cores requires using the CUDA C++ extension or PTX

assembly, with the C++ extension easier to use. While simple, the C++ extension has

several limitations:

• Limited data loading flexibility. Loading data into matrix fragments is handled using

the load matrix sync function, which expects that the different rows/columns of the

matrix are spaced by the same stride value. On the PTX side, data loading can be

handled using the “ldmatrix” instruction, which allows arbitrary addresses for the

starting point of each row/column. The limitations of the C++ extension play a row
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in avoiding bank conflicts, which will be covered later.

• Limited matrix size support. Stochastic computing usinOR n accumulation uses the

binary tensor cores introduced in the Ampere generation but is only partially sup-

ported in the C++ extension. The PTX mma instruction supports 3 shapes of binary

matrix multiplication, including (8,8,128), (16,8,128), and (16,8,256). In contrast, the

C++ extension only supports (8,8,128). Lower compute density per instruction of

the (8,8,128) version increases the number of instructions needed for data loading and

computation and increases pressure on the instruction queue.

While the lack of matrix size support has a relatively small effect on performance, the inflex-

ible data loading affects bank conflicts when using shared memory, which will be discussed

later. As a result, the lowest-level kernel use PTX assembly to program the Tensor Cores

directly. Using PTX also allows the densest (16,8,256) instruction for matrix multiplication.

Each Tensor Core operation requires the participation of an entire warp (32 threads).

Single matrix multiplication requires two input matrices and an output matrix, all of which

are stored in registers. For the (16,8,256) version, the two inputs and output matrices

occupy 4, 2, and 8 32-bit registers respectively, so a single matrix multiplication requires 6

register reads. By loading two input matrices for each multiplicand, 4 matrix multiplications

can be performed with 12 register reads, so the average register reads required per matrix

multiplication can be reduced to 3 from 6.

The next level in the memory hierarchy above registers is shared memory, which acts

like a fast scratchpad memory on Nvidia GPUs. Shared memory is arranged into 32 banks

so that each thread in a warp can access different banks at the same time, which improves

memory bandwidth. This also means that bank conflicts when different threads in a warp

access the same memory bank (but not the same location), and the memory access needs to

be broken up into multiple instructions, lowering effective bandwidth.

Fig. 6.3b shows the memory layout chosen for 8 warps in shared memory for (8,8,128)
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Figure 6.3: (a) Naive memory layout, (b) strided memory layout used, and (c) padded

memory layout for an 8x32(32-bit) array. The colored cells are for data storage, and the rest

are either index (first row and column) or unfilled storage in (c). The numbers in the cell

have slightly different meanings. In (a), the number represents both the column index in a

column-major matrix and the bank index, as the number of columns matches the number

of banks. In (b), the number represents the column index, and the bank index matches the

column number. In (c), the number presents the bank index, and the column index matches

the column number.
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matrix multiplication shape. Different colors represent different matrix fragments, and each

one is loaded using a “ldmatrix” instruction. The binary matrix multiplication instructions

mandate row-major format for matrix a and column-major format for matrix b, which means

that the inner dimension for both matrices is the one where dot products are performed,

which also means that the same memory layout can be used for both matrices. The shared

memory is shown as a matrix with 32 32-bit storage rows (row-major, matrix a) / columns

(column-major, matrix b) as the inner dimension. Since there are 32 banks, and each bank

is accessed at 32-bit granularity, the inner dimension index is the same as the bank index,

and bank conflicts occur when one warp accesses the same column more than once. Fig.

6.3a shows the memory layout without modifying the data structure. As the same column is

accessed 8 times (8 rows) for each warp, loading from shared memory incurs an 8-way bank

conflict. In comparison, the strided layout in Fig. 6.3b avoids bank conflicts for all matrix

loads from the shared memory, as different warps load data from different colored locations.

Data is stored in shared memory in a row-wise fashion, where each warp loads one row of

the shared memory. Since different columns correspond to different banks by design, shared

memory stores also avoid bank conflicts. The 32x32 inner dimension of the shared memory

corresponds to 128 bytes of data storage per row. Since Nvidia GPUs have 128-byte cache

lines, this layout ensures coalesced data loading from L2 and global memory and efficient

cache line usage 2.

The layout specified above requires 8 warps to load. This translates to 256 threads,

which corresponds to the block size used for the GEMM kernel. The activation shared

2Later experiments with CUDA programming reveal that ensuring 128-byte coalesced load per warp is
not always sufficient to ensure the most efficient use of L2 and DRAM. Data loading and storing can be
done on a granularity of 4 32-bit elements/thread. In this setup, one warp loads 4 128-byte cache lines from
a single data loading instruction, compared to 4 instructions when each thread only loads 1 32-bit element.
Reducing the number of instructions needed prevents the instruction queue from being overwhelmed. From
the experiments, using float4 or similar vector data types when loading global memory guarantees this more
efficient instruction usage. Data access to shared memory has similar limitations. While ptx assemblies like
ldmatrix and wmma.load ensures loading at a 128-bit granularity, loading single values from shared memory
can trigger loading at lower granularities if data in shared memory is not structured correctly, and show up
as “Stall MIO Throttle” when profiling.
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memory allocated is (2*2*16, 1024b), which corresponds to 2*2*2 segments of the basic unit

illustrated in Fig. 6.3b. The last 2 stands for the number of unique activation fragments

used. During computation, the 8 available warps are organized as 4x2, corresponding to 4

weight fragments, 2 activation fragments, and 8 output fragments. The second 2 stands for

the size of each activation fragment. Since we are using the (16,8,256) version of matrix

multiplication instruction, each activation fragment has a shape of (16,256), which has twice

the number of rows compared to (8,128) (the difference in the number of columns changes

the number of iterations from 8=1024/128 to 4=1024/256). The first 2 stands for manual

unrolling. During each iteration, 2 activation fragments are loaded from shared memory

and multiplied with 2 weight fragments, accumulating to 4 output fragments. The weight

shared memory allocated is (2*4*8, 1024) for both positive and negative weights from the

split-unipolar setup, which corresponds to 2*4 segments of the basic unit. The 4 stands for

the number of unique weight fragments used, and the 2 stands for manual unrolling.

The overall computation uses an output-stationary dataflow, as the outputs need to be

updated to simulate the effect of OR n once a single bit finishes processing. As the PTX

version of WMMA instructions defines the output matrix fragments as registers, the OR n

update can be performed directly on the matrix fragments, and storing the matrix fragments

back to global memory can also be done from the fragments directly without invoking the

stmatrix instructions. Doing so also avoids allocating shared memory for output data.

The OR n update step involves comparing the accumulator result from the output frag-

ment with n, incrementing the output stream value by min(v, n) where v is the accumulation

result before OR n activation, and zeroing the accumulator. A naive implementation would

require 2 32-bit registers, one representing the accumulator result and one representing the

output stream. However, 16-bit is likely sufficient for the datasets used in this thesis. A

16-bit integer can represent a maximal value of 65535, which requires a dot product size

larger than this value to have a possibility of overflowing. From this observation, a single

32-bit integer register is used for both the accumulator and output stream. The lower 16
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bits store the accumulator results and act as the output matrix fragment. The upper 16 bits

store the output stream and are updated using the OR n update function.

The weight and activation shared memory occupy 24KB in total as described in the

previous paragraphs. To overlap computation with global memory loading, two instances

of shared memory are required, where one is used for computation and the other one loads

data to be used in the next iteration. This brings the total shared memory per block to

48KB, which is right at the edge of static shared memory allocation. Combined with 1KB

of shared memory allocated by the GPU driver, each block requires 49KB of shared memory

and allows 2 blocks/sm on SM8.6 devices with 100KB of shared memory. This strict memory

requirement is another reason for choosing the PTX version of ldmatrix, as neither the C++

nor PTX version of wmma.load allows different stride values between rows. Shared memory

bank conflicts can also be avoided by padding each row to 36 32-bit elements from 32, as

is shown in Fig. 6.3c. Since the padding method maintains the same stride value between

rows, it can be implemented using wmma.load. Compared to the other two cases where the

column number matches the bank index, padding each row by n offsets the bank index by

n between rows, so a padding of 4 32-bit elements per row completely avoids bank conflicts.

However, padding increases the shared memory required per block to 55KB, which reduces

GPU occupancy by half. Since each block consumes 256 threads, 2 blocks/sm equates to 512

threads/sm, which is equivalent to 33% occupancy. The biggest culprit for low occupancy

is 2x unrolling of the activation and weight components, which demand more registers to

hold the input and output matrix fragments. Reducing the amount of manual unrolling

reduces register pressure and improves occupancy, but leads to reduced performance due

to less register reuse. Conversely, further increasing register reuse through more unrolling

lowers occupancy further and also reduces performance.

Since shared memory competes with the L1 cache for capacity and the GEMM kernel

carves out the largest size shared memory allowed, all of the data loading needs to come

from the global L2 cache or DRAM. To avoid being bottlenecked by a slow DRAM interface,
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most of the memory accesses should come from L2 instead of the global GDDR6(X) memory.

Within the output window, each thread block processes a small 2D portion of it, and each

2D portion corresponds to one activation and one weight matrix. The row height of the

activation matrix and column height of the weight matrix correspond to the dot product

size and can be as large as streamlength × filtersize. Keeping too large of a dot product

can mean evicting earlier computed portions of the activation and weight matrices, which

affects the L2 hit rate of neighboring thread blocks. To avoid this issue, the dot product size

is limited to 512x32-bit for each GEMM kernel, which is denoted as K UNIT BLOCK. Since

all compute-intensive layers are mapped to the GEMM kernel, both activations and weights

are reshaped into matrices with their dot product size, which is denoted as k compute. To

ensure that the kernel has acceptable utilization for different layer shapes, k compute needs

to be as close as possible to K UNIT BLOCK as possible while being smaller. A large

k compute ensures that the number of output memory accesses is limited. The following

lists a few rules used to determine k compute:

• If filter size is not a multiple of 8x32, pad filters to a multiple of 8x32-bit equal to

filter size padded. This step is used to ensure that (16,8,256) wmma instructions can

be used correctly.

• If filter size padded × stream length <= K UNIT BLOCK, set k compute to

filter size padded× stream length.

• If filter size padded× stream length > K UNIT BLOCK, fill as many

filter size padded segments as possible without exceeding K UNIT BLOCK.

• if filter size padded > K UNIT BLOCK, give up. Allowing filter sizes larger than

the dot product size means that partial filter results need to be stored between dot

product iterations, increasing memory activities. Since 512x32 is a relatively large size

already and larger sizes will likely cause convergence issues for SC, larger dot products

are not provisioned.
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The other L2 cache consideration is thread block scheduling. If thread blocks are sched-

uled using a simple raster scan pattern, the first few weight matrices can get evicted out

of the cache if the 2D window is very large. Since the 2D output window corresponds to

reshaped input and weight tensors, they need to be kept large to amortize the reshaping cost,

and it is not possible to fit the transformed input and weight matrices all in L2. To alleviate

this issue, the thread blocks are ordered using a simple thread swizzle pattern, similar to the

one mentioned in [Bav].

By default, memory for input and weight streams and temporarily transformed input,

weight, and output needs to be allocated for each invocation of the kernel and freed after

kernel execution. To avoid repeated memory allocations, a global pointer is used for the

temporary memory, which points to a memory pool equal to the largest needed amount

for all layers at the start of a training run. Allocating larger temporary buffers improves

performance for large problem sizes at the cost of reduced efficiency for smaller problem

sizes. The final total buffer is chosen to be ≈ 800MB with the activation matrix sized much

larger than the weight matrix. In mini-batch training workloads, the activation size of a

layer is typically larger than the weight matrix, so a larger activation matrix makes sense

for performance concerns.

6.1.2.2 Input reshape

Since the underlying kernel performs a GEMM operation, input and weight streams need to

be reshaped to use the GEMM kernel. For convolutional layers, this step involves an image-

to-column (im2col) transformation. The step to avoid bank conflict requires a modified data

layout in shared memory. It is possible to perform this data layout change using asynchronous

memory copy at a finer granularity by loading the same-colored segment in a row shown in

Fig. 6.3b. However, invoking the memcpy async with a small group size significantly drops

copy performance. Nvidia GPUs operate in SIMD32 mode, so a group size smaller than

32 underutilizes warps. The L2 cache has a cache line of 128 bytes, which equates to 32
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32-bit elements. The compiler might not be combining multiple memcpy async calls to a

single cache line read. To avoid this cost, the data layout change is performed in the input

reshape step. While both im2col and layout change constitute additional overheads, the

input reshapes step only constitutes less than 15% of the overall runtime.

6.1.3 Generation optimization

With the improved performance of the computation kernel, the overall bottleneck shifts

slightly to the stream generation components. As mentioned in Sec. 6.1.1, input channel

packing requires a lot of registers/shared memory resources per thread, which reduces oc-

cupancy. Since we are targeting a low stream length of 32-64 for our SC implementation,

the corresponding seed and binary value precision are also limited to 5 or 6 bits. Instead of

32-bit integers, the binary values and seed values are stored as 8-bit integers which are still

plenty for our use case. This change improves occupancy of the activation stream genera-

tion kernel from 20% to 80%, and the weight stream generation kernel from 7% to 15%.

While the weight stream generation kernel still has low utilization, it has a lower impact on

the overall runtime. While neither kernel is particularly memory nor compute-bound after

optimization, they are much cheaper than computation, and more optimizations will lead to

negligible improvement to the overall training performance.

6.2 Training Neural Networks for Execution on Approximate Com-

puting Hardware

6.2.1 Activation proxy function

One issue of inaccurate computation is the non-linearity introduced to multiply-accumulate

operations, which is separate from non-linear activation functions like ReLU. We use stochas-

tic computing and analog computing as examples. Approximate multipliers do not suffer
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from the non-linearity issue, as errors are only introduced during multiplication. For SC, if

the two input values a, and b are uncorrelated, the OR adder performs a+ b−ab on average.

For analog computing, the partial sum and output results need to be clamped and quantized.

Accurately modeling the imperfections in computation can be costly in the backward pass.

For instance, stochastic computing using OR adder requires tracking almost all inputs in

the adder ( ∂
∂ai

OR(aj) =
∏

j ̸=i(1−aj)) during backpropagation, whereas accurate addition is

much simpler in the backward pass ( ∂
∂ai

Sum(aj) = 1). On top of being expensive to model,

the nonlinearity can hinder convergence if it is not taken into consideration. Using activa-

tions as a proxy during backward pass is first proposed in[RLM20] to simulate the effect of

SC OR accumulation. Contrary to normal activation functions, the added activation proxy is

only used during training in the backward pass and is not used during inference. With proper

implementation of the activation function, the overhead of the activation function can be

negligible. As is shown in Tab. 6.2, modeling the non-linearity using an activation function

is necessary. TinyConv is a four-layer CNN used in [LSC18], and Resnet-tiny is Resnet-18

shrunk for TinyML application used in [BRT21]. Models are trained with accurate modeling

of stochastic and analog computing in the forward pass. For analog computing, accuracy is

noticeably lower when trained without the activation function. For stochastic computing,

training does not converge at all without the activation function.

Table 6.2: Accuracy benefits of using activation functions.

Setup TinyConv Resnet-tiny

Stochastic Computing

No Activation 41.64% 10.00%

With Activation 72.18% 79.76%

Analog Computing (4-bit)

No Activation 74.85% 69.21%

With Activation 79.20% 77.23%

Using an activation function requires the computation to be (mostly) associative. Take
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Figure 6.4: Activation modeling behavior of unipolar and bipolar (a) stochastic and (b) ana-

log computation. The bipolar versions performs subtraction between two unipolar (positive

and negative) inputs to achieve the full range. For analog computation, the ADC saturation

is modeled as a clamp at 2 in this example, and other effects (e.g. size of accumulation) are

not considered.

the previously used OR accumulation and analog computing as examples. Computation

is broken up into positive and negative parts since both types of approximate computing

work on unipolar (positive-only) inputs. Accumulation within each part is associative, but

subtracting the two parts isn’t associative with the rest of the accumulation. This behavior

can be visualized in Fig. 6.4. While the activation function can approximate unipolar OR

accumulation, a single activation cannot be used to model the entire accumulation when

subtraction is factored in. As such, accumulations need to be split into positive and negative

parts in the backward pass, so that each part can be modeled using accurate accumulation

with an activation function. Similar effects can be seen in the analog computing setup.

Since the positive and negative parts saturate individually, a single activation function is

also insufficient. Tab. 6.3 lists the activation functions used for stochastic computing and

analog computing.
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Table 6.3: Activation functions for stochastic computing and analog computing. x is the

output of a layer before activation. xpos is the output of positive weights and xneg is the

output of negative weights. Inputs are assumed to be non-negative due to ReLU activation.

Method Activation Function

Stochastic Computing SC act(x) = (1− e−xpos)− (1− e−xneg)

Analog Computing Analog act(x) = HardTanh(xpos)− HardTanh(xneg)

6.2.2 Error injection training

Despite resolving the issue of backpropagation, the activation function method cannot fully

replace forward propagation. Training models for non-floating-point computation typically

involves modeling the computation accurately in the forward pass, be it low-precision fixed-

point computation (including extreme precision like binarization [ROR16]) or approximate

computation [GSG22]. For fixed-point computation, modeling the computation in the for-

ward pass is relatively cheap. An element-wise fake-quantization operator followed by a

normal convolution/linear operator is sufficient. The same cannot be said for approximate

computing methods. SC requires emulating the stream generation and bit-wise multiplica-

tion in hardware. Approximate multipliers require hundreds of lines of bit manipulation.

Analog computing requires emulating the limited hardware array size and ADC precision

during computation. Tab. 6.4 demonstrates the high cost of emulating approximate com-

puting. In all cases, emulating the computation is expensive, requires additional coding, and

cannot be completely overcome even with abundant programming resources.

While it is expensive to model approximate computing accurately in the forward pass,

skipping modeling degrades accuracy, as shown in Tab. 6.5. Despite being sufficient for the

backward pass, the activation method defined in Sec. 6.2.1 is not sufficient for the forward

pass. To combat this limitation, we propose to replace accurate modeling with error injection

coupled with normal training.
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Table 6.4: Relative multiplication and addition cost. FP32 multiplication and addition are

used as the baseline. The number of operations in C++ is used as the cost value.

Method Multiplication Addition

Floating point 0.5(fused) 0.5(fused)

Stochastic Computing (32-bit)
64(unrolled) 64(unrolled)

2(packed) 2(packed)

Approximate Multiplication 86 1

Analog Computing 1
1(within channel)

9(between channel)

Table 6.5: Accuracy impact of modeling approximate computation. “With Model” models

the approximate computation method accurately in the forward pass.

TinyConv Resnet-tiny

Method Inference Only With Model Inference Only With Model

Stochastic Computing 14.87% 72.18% 48.57% 79.76%

Approximate Multiplication 71.88% 83.35% 76.95% 85.25%
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The error injection training models the difference between the activation proxy function

and accurate modeling as functions of the output values of a layer, and we use it for stochastic

computing and approximate multiplication. Fig. 6.5 shows the error average and variation

of the four layers of TinyConv using stochastic computing. Compared to the value expected

from the simple activation function y = 1 − e−x for OR accumulation, the actual layer

output differs significantly. The variance (represented as “std”) in the plots means that

it is impossible to fully capture the computation details using only an activation function.

Given that the activation function is only an approximation by design, it cannot capture

all the characteristics of the inaccurate computation. The non-zero average error means

that the activation function doesn’t represent the target computation accurately on average.

Activation functions are derived under certain assumptions. In the case of OR accumulation,

the assumption is that the size of accumulation n is large and all input values are small and

similar in value. These assumptions don’t always hold in a real model, and the difference in

average error between layers means it’s impossible to have a single activation function for the

entire model. For deep models, the error of the activation function accumulates and results

in non-usable models after training. To resolve this issue, we propose to add correction terms

to the activation function during training.

Take the error profile shown in Fig. 6.5 as an example. The mean and variance of the

error are plotted with respect to the output after the activation function, and both appear to

be smooth functions. From this observation, we model the average as a function of activated

output values on top of the original activation function, and the variance as a normally

distributed random error with variance dependent on the activated value. Both curves are

fitted to a polynomial function that’s different for each layer and calibrated 5 times per

epoch. Though it is possible to lower it further, this frequency sufficiently amortizes the cost

of error calibration.

Using error injection in the place of accurate modeling improves accuracy compared to

not modeling at all, as shown in Tab. 6.6. However, training with error injection alone
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Figure 6.5: Difference between outputs from stream computation and normal computa-

tion+activation.
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is not sufficient to completely bridge the gap, especially for analog computing with a low

ADC bitwidth. Later we will show the accuracy gap can be eliminated through a fine-tuning

step. Runtime is improved up to 6.7X with error injection compared to using an accurate

model during training, as shown in Tab. 6.8. In most cases, the error injection runtimes are

comparable to those in normal training (the “Without Model” column).

Table 6.6: Accuracy impact of error injection training.

TinyConv Resnet-tiny

Method Inference Only With Model Error Injection Fine-tuning Inference Only With Model Error Injection Fine-tuning

Stochastic Computing 14.87% 72.18% 64.01% 73.09% 48.57% 79.76% 76.71% 81.29%

Approximate Multiplication 71.88% 83.35% 79.06% 83.05% 76.95% 85.25% 81.06% 84.85%

6.2.3 Fine tuning

While the error injection mentioned in Sec. 6.2.2 cannot achieve the same accuracy as

training with accurate modeling, it reduces the amount of fine-tuning with accurate modeling

required to achieve the same accuracy. The goal of error injection is to simulate the error

during training, which can make the model more robust to errors. However, since the injected

error is randomly generated while the actual error is input-dependent, error injection cannot

achieve the same accuracy as accurate modeling. Still, error injection makes the model more

robust such that with a small amount of accurate modeling, the model weights can quickly

converge to the optimal point.

Fig. 6.6a compares the convergence behavior when error injection is combined with

accurate modeling for SC when trained for CIFAR-10. For stochastic computing, error

injection combined with 5 epochs of fine-tuning is sufficient to achieve the same accuracy as

using an accurate model throughout the training. In contrast, convergence is poor without

error injection, and the model does not converge to the same accuracy even with 20 epochs

of fine-tuning.

Fig. 6.6b compares the convergence behavior for the approximate multiplier on the same
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model. Since the accuracy gap is smaller with the approximate multiplier, training without

error injection can also converge properly with 5 epochs of fine-tuning. However, error

injection reduces that further to 2 epochs.
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Figure 6.6: Convergence behavior of TinyConv with and without error injection using (a)

stochastic computing and (b) approximate multiplication. Stochastic computing and ap-

proximate multiplication models are trained from scratch for 100 epochs and the first 20

epochs and the last few epochs are shown. “Error X” means training with error injection

with X epochs of fine-tuning with an accurate model. “No Error X” means training without

error injection with X epochs of fine-tuning. “Model” means accurate modeling throughout

training.

Overall, fine-tuning on top of error injection removes the accuracy deficit of error injection

alone. As shown in Tab. 6.6, accuracy after fine-tuning (“Fine-tuning” columns) is at most

1% pt lower than training completely using an accurate model.

6.2.4 Gradient checkpointing

Both the activation function in Sec. 6.2.1 and error injection in Sec. 6.2.2 add additional

steps in the computational graph during training, which increases memory requirement and

limits batch size for larger models. To reduce memory consumption, we use the gradient
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checkpointing setup from [CXZ16]. Since the added functions are point-wise functions and

have low compute intensity (< 20 OPS/memory access), checkpointing all added compu-

tations has minimal effect on runtime even when not memory bound. Tab. 6.7 compares

the runtime and memory consumption with and without checkpointing for Resnet-18 on the

ImageNet dataset. Checkpointing allows training with a larger batch size, which improves

GPU efficiency and reduces runtime required per epoch by 22% in this case.

Table 6.7: Training runtime and memory requirement of stochastic computing without and

without gradient checkpointing. We use the maximum batch size achievable which is a power

of 2.

Setup Memory (MB) Batch Size Runtime (s/epoch)

With Checkpoint 19840 256 1326

Without Checkpoint 12766 128 1692

6.2.5 Results

In this section, we demonstrate the benefits of our techniques on a more complicated work-

load. We use Resnet-18 training on the ImageNet dataset to demonstrate the benefits.

Models are trained on a single RTX 3090 using mixed precision. We use PyTorch 1.12 as the

baseline framework and implement the additional operators as CUDA C++ extensions, in-

cluding accurate modeling for stochastic computing and approximate multiplication. While

we make the best effort to optimize the kernels used for modeling approximate comput-

ing, we cannot guarantee that the implementations are optimal. Models are trained from a

checkpoint provided by PyTorch to reduce training time, which uses fp32. Tab. 6.9 lists the

detailed training setup.

Tab. 6.10 shows the accuracy achieved for all three setups. While there are no previous

accuracy results that we can compare against, the accuracy results follow the same trend as
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Table 6.8: Runtime impact of error injection training. Shown is the time (seconds) re-

quired per epoch. Runtimes are measured on an RTX 3090 using TF32 precision and batch

size=256. SC and approximate multiplication are slower due to the need to split positive

and negative computations discussed in Sec. 6.2.1. Fine-tuning runtime is the same as the

runtime with accurate model (the “With Model” column).

Method Without Model With Model Error Injection

TinyConv

Stochastic Computing 3.86 9.50 3.90

Approximate Multiplication 3.86 28.3 4.20

Analog Computing (4b) 2.13 3.91 2.73

Resnet-tiny

Stochastic Computing 8.51 13.3 8.65

Approximate Multiplication 8.13 38.4 9.11

Analog Computing (4b) 4.88 8.51 6.53

Table 6.9: Epochs used for training. Methods with higher accuracy require fewer epochs of

fine-tuning.

Method Error Injection Fine-tuning

Stochastic Computing 30 5

Approximate Multiplication 34 1

Analog Computing (4b) 14 1
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that seen for smaller models discussed in previous sections. Approximate multiplication and

analog computing take too long to train without our improvements, as we will show later.

Table 6.10: Top-1 accuracy of Resnet-18 on ImageNet.

Method Without Improvements With Improvements

Stochastic Computing N/A 54.29%

Approximate Multiplication N/A 67.81%

Analog Computing (4b) N/A 63.40%

Fig. 6.7 showcases the performance benefits of the proposed methods when combined.

The improvements shown here underestimate the benefits of the proposed methods as models

are validated after each epoch. Since validation uses accurate modeling and is the same with

and without improvements, the performance gap will be even more significant if the valida-

tion frequency is reduced. Despite this limitation, our methods reduce end-to-end training

time by 4.6X to 250X. In all three cases, the benefits are even larger than for the smaller

models on CIFAR-10. Approximate multiplication especially benefits from error injection,

as the iteration time reduces by 36.6X compared to accurate modeling. For stochastic com-

puting, the runtime result without improvements also removes the activation proxy function.

Without the activation proxy, all additions need to be broken up during backpropagation for

stochastic computing. For analog computing, the runtime difference on ImageNet is larger

than that on CIFAR-10, as both TinyConv and Resnet-tiny cannot fully utilize the GPU on

CIFAR-10.

6.3 Conclusion

This chapter discusses the efforts to improve the training speed of stochastic computing

and other approximate computing methods. Though not extensively measured, the packed

SC simulation kernel is 16X faster than the naive implementation that computes each
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Figure 6.7: End-to-end runtime improvements. Time is measured in hours required to

converge. The “Without Improvements” results are estimated for models that are impossible

to train without the improvements.

bit separately. Through activation modeling, error injection with fine-tuning, and gradient

checkpointing, we achieve convergence on a wide range of approximate hardware. These

improvements combined make it feasible to train large models like Resnet-18 on the ImageNet

dataset using a single consumer GPU.
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CHAPTER 7

Learned Approximate Computing1

Neural network training can be viewed as training an application for a specific task. The

computation performed in a neural network does not change before and after training in

general, while the capabilities of the model improve a lot from the training process. Approx-

imate computing methods including stochastic computing similarly benefits from training,

as the training process can learn the error patterns of approximate computing and improve

the final output quality. This chapter will discuss our efforts on improving other applications

through the training process.

7.1 Introduction

Approximate computing trades some computation accuracy to improve area and energy ef-

ficiency. Some examples of approximate computing include introducing uncertainty by low-

ering voltage [HS99] or introducing input-dependent error to simplify logic design [KGE11,

KWK10]. Despite finding interest in error-tolerant applications like deep learning using neu-

ral networks [VAR11], the inherent uncertainty in approximate computing has prevented

wide adoption in mainstream applications.

Multiple approaches have been proposed to improve the accuracy of approximate comput-

ing. The methods include compensating errors with additional circuitry [MHT19, MHT20],

1This work is performed in collaboration with Egor Glukhov, Vaibhav Gupta, and Puneet
Gupta. This chapter contains material previously used in [GLG22]. My contributions to this
work include the training methodologies for fixed-hardware and trained-hardware LAC.
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finding better accuracy-performance tradeoffs through better logic design [FAF13] or allow-

ing multiple accuracy levels [KWK10, MHV17a, VS14]. As approximate computing relies on

uncertainties to achieve better performance, reducing the overall error runs into diminishing

returns.

To further enhance the accuracy of approximate computing in practice, there are two

aspects to improve: the approximate computing hardware and the target application. Most

recent works focus on optimizing approximate computing hardware for specific applications.

The approaches include reducing the approximation error for computations prevalent in

an application [BTF17, SB20, JGK15], or limiting approximation to specific error-tolerant

components of applications [MCA14]. Optimizing the approximate computing hardware for

one or two particular applications means that the hardware may not be suitable for other

applications. Efforts on optimizing the latter have been sparse [GLG22], and most past

works have focused on neural networks [VRR14, ZWT15]. With all the different approximate

computing options, it also becomes challenging to choose the setup that is most suitable for

a given application or a specific performance or quality constraint.

In this work, we propose LAC: learned approximate computing. Instead of optimizing

the approximate computing hardware for a fixed application, we optimize the application

kernel for both a fixed and trained hardware configuration. The key observation is that

the application and the approximate computing hardware can be co-optimized to achieve

optimal performance while minimizing manual intervention. During the process, we also

allow searching for the approximate hardware configuration that is most suitable for the

application. This way, the coefficients of an application kernel are automatically adjusted

to the error properties of the most appropriate approximate hardware configuration. Our

contributions are as follows:

• We develop the LAC methodology to train almost arbitrary parameterizable applica-

tion kernels.
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• In cases where the approximate hardware is fixed, LAC tunes the algorithm to better

match the hardware.

• We show that LAC improves structural similarity (SSIM) by up to 0.96 and peak

signal-to-noise ratio (PSNR) by up to 9.85dB on the same approximate hardware. The

improved quality reduces power and latency by 87% and 83% for the same application

quality.

• In cases where the hardware can be changed, LAC searches for the optimal hardware

while tuning the algorithm.

• We show that LAC finds Pareto optimal solutions for various applications and perfor-

mance constraints.

7.2 Fixed Hardware LAC

Applica on 1 Applica on 2

Mul plier 2Mul plier 1
Applica on 1 Applica on 2Mul plier 1

LAC LAC

Trained

Applica on 1

Trained

Applica on 1

Traditional Setup LAC Setup

Figure 7.1: Difference between traditional and LAC setups. LAC focuses on optimizing the

application kernels rather than optimizing the hardware approximations.

While most previous works try to reduce the error of the approximate hardware for a

particular application, the application itself is mostly untouched. This approach means that

the approximate hardware is not optimal for other applications, and different applications re-

quire separate approximate hardware for the best quality and performance. This section will

focus on a fixed-hardware version of LAC where applications are trained for fixed hardware.
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Original Coefficients,

Approximate Compute

Inputs

Outputs

Flexible Coefficients,

Approximate Compute

Training Inputs

Approximate

Outputs

Original Coefficients,

Accurate Compute

Accurate

Outputs

Err

Trained Coefficients,

Approximate Compute

Outputs

Test Inputs

Original Setup Training Setup Evaluation Setup

Figure 7.2: Overview of LAC for fixed hardware.

7.2.1 Training applications for a fixed hardware

In a fixed hardware setup, LAC tries to make the application learn the approximate com-

puting hardware by training its parameters. Fig. 7.1 compares a traditional approximate

computing setup with LAC. By training the application to better match the properties of the

approximate multiplier, LAC aims to improve application performance for a specific multi-

plier and allow the reuse of approximate computing hardware across multiple applications.

The motivation behind LAC is that error distributions in approximate computing units are

strongly input-dependent. An example is the Kurkarni [KGE11] multipliers, which only have

errors when multiplying three by three within a 2-bit multiplier and no error for any other

multiplication. If an application is dominated by multiplying three by three, the results have

very high errors. Conversely, if the application does not contain three in any 2-bit sections,

multiplications can be completely accurate. This discrepancy means that approximate com-

puting hardware does not have consistent performance across multiple applications since the

values used between applications vary greatly. One way to get around this issue is by mod-

ifying the application coefficients so that the computation performed avoids the high-error

regions of the approximate hardware. However, approximate compute units differ in their

error characteristics. Dynamic Range Unbiased Multiplier (DRUM) [HBR15] lowers average

error at the cost of introducing error in more multiplications. Even if it is possible to achieve

better overall performance with a lower average error, manually tuning the coefficients of an
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application to achieve that becomes difficult. LAC tries to simplify this process by training

the coefficients. If a learning algorithm has access to the expected accurate result and all

the properties of the approximate hardware, it should be possible to avoid the high-error

regions. LAC is not limited to machine learning-type applications. The only constraint is

that the application kernels should be parameterizable and hence be able to optimize using

standard mathematical optimization approaches.

Figure 7.2 demonstrates the overall setup of LAC. Before training, application perfor-

mance is verified by using the traditional setup, where computation uses the approximate

units and the application itself is unaltered. During training, inputs enter an approximate

branch and an accurate branch. The accurate branch keeps the original application coeffi-

cients and produces precise results. The approximate branch accurately models the approx-

imate hardware while using flexible coefficients. The difference between the two branches

is then used as the error to train the coefficients in the approximate branch. Training is

performed using an optimization solver. The optimizer used will depend on the size of the

application kernel and the nature of the approximate computing unit involved (e.g., integer

vs. floating point).

7.3 Evaluation on Fixed Hardware

7.3.1 Approximate hardware

We choose to study approximate multipliers since they add the most energy and time delay

costs, as compared to the other arithmetic operations. The multipliers we use are sum-

marized in Table 7.1. We use a subset of multipliers from the EvoApprox library[MHV17a]

since the well-defined error metrics provided a clear baseline for comparing their performance

in different applications. We also demonstrate improvements when using more widely used

multipliers that were intentionally designed for high performance - the error-tolerant multi-

plier (ETM) [KWK10] and the Dynamic Range Unbiased Multiplier (DRUM) [HBR15]. We
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Table 7.1: Multiplier summary. Performance numbers are normalized to 16-bit multipliers.

Multiplier Variant Area Power

ETM [KWK10]
8-bit 0.14 0.04

16-bit 0.50 0.25

DRUM [HBR15]
16-bit-4 0.25 0.12

16-bit-6 0.39 0.29

EvoApprox [MHV17a]

mul8u JV3 0.03 0.02

mul8u FTA 0.07 0.04

mul8u 185Q 0.13 0.09

mul8s 1KR3 0.07 0.02

mul8s 1KVL 0.21 0.12

mul16s GK2 1.01 0.89

mul16s GAT 0.74 0.58

use an 8-bit ETM with the bits split at k = 4 and a 16-bit ETM with the bits split at k =

8 and use two implementations of the 16-bit DRUM with k = 4 and k = 6. Area and power

numbers in Table 7.1 are normalized to accurate 16-bit multipliers.

7.3.2 Applications

Table 7.2: Application summary

Application Coefficients

Gaussian blur 3x3

Edge detection 3x3

Image sharpening 3x3

Discrete Cosine Transform 8x8

Discrete Fourier Transform 12x12(complex)

Inversek2j [YME17] 4
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Table 7.2 summarizes the applications used for evaluating LAC. Performance is first

evaluated for three applications using 3x3 filters. The three filters include the 3x3 versions of

Gaussian blur for image blurring, Sobel filter for edge detection and Laplacian filter [YME17]

for image sharpening. Gaussian blur uses unsigned values, so the unsigned multipliers are

used for the experiments, while the other two use signed values in the filters. For image

sharpening using the Laplacian filter, the outputs of the filter are scaled to [0, 255] and

then added to the original image for the final result. Average Structural Similarity Index

(SSIM)[WBS04] is used to measure the performance before and after training using LAC

since the applications produce image outputs.

To analyze the performance of more complicated applications, we also train the Discrete

Cosine Transform (DCT) and the Discrete Fourier Transform (DFT). The DCT uses a quality

level of 50, as described in [CG], and requires an 8x8 filter. We initially tried training

the DFT using the same 32x32 CIFAR-10 images, but the training ran into runtime and

convergence issues. The size of the DFT had to be reduced to 12x12 for the algorithm

to finish properly. The scalability of our approach beyond the problem sizes demonstrated

here might be addressed in future studies. Both DCT and DFT contain floating-point

coefficients, so the coefficients are scaled up by 2m and then rounded to fill the integer input

range. The final values are scaled down by the 2m for DCT and 22m for DFT since DFT

is performed twice on the x and y axes. The quality of DCT and DFT are measured using

the peak signal-to-noise ratio (PSNR) between outputs using approximate multipliers and

outputs. Coefficients are constrained to [0, 2m − 1] for applications using unsigned values,

and [−(2m − 1), (2m − 1)] for signed values, where m is 8 for the first three applications and

16 for the rest.

We also include Inversek2j from AxBench [YME17] as an application that does not op-

erate on image inputs. Inversek2j computes the inverse kinematics for a 2-joint arm, which

is useful in robotic applications. The quality of Inversek2j is measured using relative error.

For SSIM and PSNR, a higher value indicates a better quality, while the opposite is true for
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relative error.

7.3.3 Dataset

We use the CIFAR-10 dataset [Kri09] as the input for all of the image applications. Models

are trained on 100 training images, and evaluated on the 20 test images.

7.3.4 Optimization solvers

The optimization problem was framed as pure integer optimization - for the blurring, edge

detection, and sharpening - since in these cases all the variable weights are constrained to

being integers by the input requirements of the multipliers. In the case of the DFT and

DCT, weights are scaled to force them into integers. These integer or range constraints were

also provided to the optimizer.

The initial LAC implementation is performed using the Matlab surrogate solver. The

Matlab optimizer used is a gradient-free optimizer that works well for applications with a

relatively small number of coefficients, but it runs into runtime issues for larger applications.

To resolve the runtime issue and allow easier integration with the search component in

LACS, we migrated to the gradient-based Adam optimizer in PyTorch. During the training

process, we keep a high-precision floating-point copy of the weights and quantize the weights

to integers on the fly, similar to the straight-through estimator [Ben13] used for training

quantized neural networks. To further speed up the simulation of the approximate computing

hardware, we implement parallel versions of the approximate multipliers to spread the work

across multiple CPU cores.

120



0

0.2

0.4

0.6

0.8

1

m
u

l1
6

s
_

G
K

2

m
u

l1
6

s
_

G
A

T

m
u

l8
u

_
J
V

3

m
u

l8
u

_
F

T
A

m
u

l8
u

_
1

8
5

Q

m
u

l8
s
_

1
K

R
3

m
u

l8
s
_

1
K

V
L

E
T

M
_

8
 b

it

E
T

M
_

1
6

 b
it

D
R

U
M

_
1

6
 b

it
_

4

D
R

U
M

_
1

6
 b

it
_

6

S
S

IM

Before Optimization Fixed-hardware LAC

(a) Gaussian blur SSIM
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(b) Edge detection SSIM
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(c) Sharpening SSIM
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(d) DCT PSNR
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(e) DFT PSNR
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(f) Inversek2j RAE

Figure 7.3: Quality improvements of (a) Gaussian blur, (b) edge detection, (c) image sharp-

ening, (d) JPEG compression using DCT, (e) DFT, and (f) Inversek2j.
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(b) Edge detection

Reference

ETM_8 bit

[3]

DRUM_16 bit_6 

[16]

Before

LAC

After

LAC

(c) Laplacian sharpening

Figure 7.4: Quality improvements of (a) Gaussian blur, (b) edge detection, and (c)image

sharpening. Figures on the right use Pareto optimal multipliers with the highest SSIM before

optimization.
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7.3.5 Results

7.3.5.1 Application quality improvement

Figure 7.3 shows the quality improvements from LAC. While some applications originally

use signed parameters, we use both unsigned and signed multipliers for all applications as

even unsigned multipliers can benefit from LAC. As is mentioned in Section 7.3.2, Gaussian

blurring, edge detection, and image sharpening use SSIM for training and evaluation, while

DCT and DFT use PSNR. On average, SSIM improves by 0.30, 0.19, and 0.16 for the three

applications.2 PSNR improves by 3.30dB and 4.38dB for DCT and DFT respectively. For

Inversek2j, the relative error is reduced by 0.073 on average. Quality improvements from

LAC depend on the application and characteristics of the approximate multipliers. Some

multipliers with lower quality before training happen to have large errors when using the

original coefficients in the application. For those multipliers, LAC is able to avoid the high-

error points in those multipliers and achieve higher quality. The improvement is dramatic

in many cases, making previously unusable approximate hardware acceptable.

7.3.5.2 Hardware efficiency impact of LAC

The improved quality from LAC results in a better quality-performance tradeoff for all the

applications. Fig. 7.4 compares the output quality before and after LAC optimization for

two approximate multipliers. While the results before optimization favor the more expensive

approximate multipliers, results after LAC optimization are much closer and allow us to use

the cheaper and less accurate multipliers.
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Applica on 1

LACHardware 1

LACHardware 2

LACHardware n

… Search
Trained 

Applica on

Figure 7.5: Overview of LAC for trained hardware.

7.4 Trained Hardware LAC

While training the application for a fixed hardware configuration enables hardware reuse

between different applications, it is overly restrictive when designing hardware for an ap-

plication. For hardware-application co-optimization, we allow searching between hardware

configurations. For applications that can choose between different approximate comput-

ing hardware, LAC automatically chooses the optimal configuration for a given quality or

performance constraint.

So max

0.2834

3.2197

2.4742

0.0347

0.6546

0.3106

Sample

Gate Weights Probability Values

Search

Figure 7.6: Illustration of the binarized gate used for choosing between different hardware

outputs.

Fig. 7.5 illustrates the overall structure of LAC for a trained hardware scenario. The

application training component uses the same structure as LAC for fixed hardware, which

trains the coefficients of an application to minimize the difference between the outputs from

approximate hardware and accurate hardware. Multiple approximate hardware is trained

at the same time, each with its own set of trainable parameters. The selector at the end

2Note that SSIM lies between 0 and 1 with 1 being best.
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decides the one to choose that maximizes application performance. The optimization goals

here are similar to a neural architecture search (NAS) setup. In neural architectures search,

the search algorithm needs to find the optimal network architecture parameters under some

constraints from several different options. To apply NAS methods to LAC, we need to replace

the network architecture options with approximate hardware options.

To this end, we use the Binary Gate proposed in ProxylessNas [CZH18]. Fig. 7.6 demon-

strates the structure of the binarized gate with three inputs, which acts as the “Search”

component in Fig. 7.5. In the original ProxylessNas setup, each binary gate is used to

choose between multiple layer alternatives for a layer. In LAC, we use it to orchestrate

between different approximate multipliers. During training, the binary gate is initialized

with the same weight value assigned to each path, where each path represents the applica-

tion’s output using a specific approximate multiplier. In the forward pass, the weight values

go through a Softmax function to convert the weight values into probability values. The

probability values are used to sample one of the paths in each cycle, The sampled output

is then used to calculate the loss. In the backward pass, the application coefficients and

the binary gate weights are treated differently. For the application coefficients, the output

loss is backpropagated to the sampled path to update the coefficients of the corresponding

multiplier. For the binarized gate coefficients, the output loss is backpropagated to all the

weight values weighted by the probability values. After training, the path with the highest

corresponding weight value in the binarized gate becomes the chosen approximate hardware

configuration.

We choose the binarized gate setup for the following reasons:

• Performance. The binarized gate is a point-wise function. and has a low computation

cost regardless of the complexity of the applications.

• Scalability. While not extensively explored in this work, the binarized gate setup al-

lows scaling to more complicated applications that can be divided into multiple stages.
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For an application with n stages and each stage can choose from k different approxi-

mate computing hardware configurations, there are nk distinct options to choose from.

Searching for the optimal hardware while training the application coefficients would

incur a nk time penalty compared to only training the coefficients. On the other hand,

the binarized gate reduces that penalty to k times, since different stages are separated

and are controlled by separate binarized gates.

During training, we use Eq. 7.1 to calculate the loss during training. x is the input value,

w is the application coefficients to be trained, and w0 is the original application coefficients to

calculate the target for optimization. f(x,w0) calculates the results from accurate hardware

using the original coefficients, and fa(·) is the function to simulate the approximate com-

puting hardware. b(·) then selects one of the possible choices based on the current weights

in the binary gate. L(·) represents the output quality of the application and can be peak

signal-to-noise ratio (PSNR), structure similarity index measure (SSIM), or something else.

As the target applications in our experiments have small memory footprints, we do not use

the memory-saving technique in the original ProxylessNas, which samples two paths out of

all the paths during each forward path and only updates the parameters corresponding to

the two paths. Instead, we train the paths corresponding to all the approximate multiplier

options simultaneously.

La(x,w, t) = L(b(fa(x,w)), f(x,w0)) (7.1)

The loss performance in Eq. 7.1 only searches for optimal accuracy without performance

considerations. For cases where there is a performance constraint (area/power), we reduce

the search space to only include multipliers that satisfy the performance constraint. This

approach is different from the original ProxylessNas setup, which uses the performance con-

straint as a regulatory loss term. In a multi-layer neural network, it is not practical to

remove all the options violating the performance constraint without being too restrictive on
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the search space. This is not an issue in the current LAC setup, where the search process

needs to find a single approximate multiplier setup for all relevant multiplications in the

application. Removing multipliers that dissatisfy performance constraints also reduces the

search space and training time.

7.5 Evaluation on Trained Hardware
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(a) Gaussian blur SSIM
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(b) Edge detection SSIM
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(c) Sharpening SSIM
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(d) DCT PSNR
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Figure 7.7: LAC search results of (a) Gaussian blur, (b) edge detection, (c) image sharpening,

(d) JPEG compression using DCT, (e) DFT, and (f) Inversek2j.

We use the same set of approximate multipliers as Sec. 7.3 to evaluate the performance

of LAC when performing a hardware search at the same time.
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7.5.0.1 Quality search results

Fig. 7.7 compares the output quality with and without hardware training enabled. For all

of the tested applications, LAC is able to find the approximate computing setup that has

the highest quality after training. Despite training for multiple multipliers at the same time,

LAC does not degrade the performance of the best-performing multiplier significantly.
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Figure 7.8: LAC performance-centric search results of (a) Gaussian blur, (b) edge detection,

(c) image sharpening, (d) JPEG compression using DCT, (e) DFT, and (f) Inversek2j.

7.5.0.2 Performance search results

To evaluate the search performance of LAC under a performance constraint, we tested the

performance of LAC with an area constraint (power constraints generate similar results). We

limit the area constraint to 0-0.4x the area of a 16-bit multiplier, as the DRUM multiplier in

the 6-bit setup (DRUM 16 bit 6) achieves almost perfect accuracy at ≈ 0.4x the size of an

accurate multiplier. Fig. 7.8 shows the quality-performance tradeoff with an area constraint.

The training algorithm is able to find the approximate hardware with the highest output
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quality regardless of the area constraint.

7.6 Conclusion

Approximate arithmetic units are a promising method to reduce energy, cost, and latency in

error-tolerant applications. So far, research has focused on the optimization of the hardware

approximation to minimize application quality loss. In this work, we flip the argument

and propose the learned approximate computing approach where the application kernels are

optimized to improve application quality in the presence of approximate hardware. In a

fixed-hardware setup, We have shown improvements of 0.22 in SSIM and 3.84db in PSNR

on average across a variety of signal/image processing applications, showing the utility of

LAC as an approach to making the use of approximate hardware more broadly viable. In

a trained-hardware setup, LAC allows searching for the best hardware configuration during

training. With a method inspired by works on neural architecture search, LAC can find the

best approximate hardware configuration both with and without a performance constraint.
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CHAPTER 8

Conclusion

With the rising demand for machine learning using deep neural networks, this dissertation

tries to improve the efficiency of neural network inference using stochastic computing and

proposed multiple methods to improve the viability of SC-based neural networks. The con-

tributions are summarized as follows:

• Chapter 2 discusses 3pxnet, which attempts to combine binarization with model prun-

ing to achieve the maximal model compression. Combining the two approaches is

not trivial due to the indexing overhead and accuracy concerns. The 3px approach

with pruning, permutation, and packing enables meaningful memory and computa-

tion reductions over both binarized and pruned neural networks and showcases better

accuracy-performance tradeoffs. Despite the improvements, performance and accuracy

limitations inherent to binarized neural networks lead to the consideration of stochastic

computing.

• Chapter 3 introduces a baseline implementation of an SC-based neural network, which

is used in ACOUSTIC [RLM20]. Split-unipolar stream representation improves stream

representation accuracy. Average pooling with computation skipping improves effective

accumulation precision. OR-based accumulation avoids expensive accumulation in

binarized networks. These setups form the basis of SC-based neural networks and

showcase their potential performance benefits over traditional fixed-point accelerators.

• Chapter 4 introduces GEO [LRP21], which improves upon ACOUSTIC by optimizing
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the stream generation and execution components of stochastic computing. On the

stream generation front, maximal-length LFSR ensures accurate stream representa-

tion and smart sharing of LFSR seeds reduces training difficulties. On the execution

front, partial binary accumulation improves the range precision of SC accumulation

with minimal overheads over OR-based accumulation. These two techniques combined

reduce stream length requirement by 4X while improving accuracy.

• Chapter 5 introduces REX-SC, mainly aimed to resolve the training difficulties in-

troduced in GEO. Compared to partial binary accumulation, the introduced OR n

methodology enables better model trainability and more effective use of the increased

accumulation range. These benefits allow us to demonstrate accurate data for more

complicated models and datasets.

• Chapter 6 introduces training optimizations for stochastic computing, which also proves

to be effective for other approximate computing methods. The simulation improve-

ments allow efficient simulation of SC computation on Nvidia GPUs and reduce the

overhead of stream simulation. The overhead is further minimized by replacing stream

simulation with error injection training for most of the epochs. During backpropaga-

tion, activation proxies approximate the effect of non-linear accumulations and allow

the usage of optimized kernels for normal convolutional and linear layers. These opti-

mizations significantly reduce the training overhead of neural networks using stochastic

computing and other approximate computing methods.

• Chapter 7 introduces LAC, which aims to extend training for approximate computing

to applications other than neural networks. We show that an almost arbitrary pa-

rameterized application can be trained to work better with approximate computing.

Training the application reduces the accuracy gap between high-accuracy and high-

performance approximate multipliers and allows the reuse of approximate computing

hardware across multiple applications. We also tried to search for the optimal approx-
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imate computing hardware when the hardware is not fixed. By applying techniques

inspired by neural architecture search, we can find the optimal hardware configuration

while also training the application for the hardware.

While this dissertation proposes methods to improve the viability of SC-based neural

networks, there are still areas for improvement and further research, including:

8.1 Validation of SC-based Neural Networks on More Models and

Datasets

Most of the work in this thesis focuses on convolutional neural networks on vision-type

datasets. There have been attempts to measure the accuracy of transformer-style models

and other types of data, including speech and text. However, the high training cost of

transformer models prevented this from happening within the scope of this thesis.

The difficulty in training mainly comes from the need for pretraining for transformer

models. Take the BERT-large model for instance. BERT-large is one of the MLPerf training

benchmarks, and from the results, the time to converge is similar to Resnet-50 training on

ImageNet. While Resnet-50 results are not discussed in this thesis, it takes 4-5 days to train

to completion using REX-SC after the training optimizations. This is long, but still doable.

The problem is that the BERT-large training task is for fine-tuning only. Due to the large

parameter size, transformer models often require extensive pre-training on unlabeled data,

which is much more expensive than the fine-tuning phase. The difficulty of fine-tuning can

be seen in the research work surrounding the recently released LLaMa language model from

Meta. Most of the works focus on fine-tuning the provided weights, as pre-training a multi-

billion-parameter model is prohibitively expensive for a lot of people. As discussed in Chap.

6, SC cannot directly use models pre-trained for floating-point or fixed-point computation,

meaning that verifying SC accuracy on transformer models requires pretraining as well.

131



Future work to validate SC accuracy on transformer models can consider the following

options:

• Perform fine-tuning in multiple stages. Floating-point models cannot be transferred to

REX-SC using OR 2-4 due to the non-linearity introduced by OR n. To get around

this issue, the floating-point model can be first fine-tuned for SC using binary accumu-

lation, which is equivalent to OR inf. After that, the n value in OR n can be reduced

successively to finally reach the desired value.

• Remove/reduce dependence on pretraining. Transformer models require pretraining

due to the lack of inductive bias, which is particularly prevalent in vision transformers

[DBK20] when compared to convolutional neural networks. If transformer models can

be modified to better match the target architecture, it may be possible to reduce or

remove the pretraining stage of training.

8.2 Efficient Model Transfer for Stochastic Computing

Despite the improvements made to the training algorithm for SC, training is not always

an option in real-life applications. Compared to SC which still requires dedicated training,

8-bit fixed-point quantization is often possible without access to labeled training data. Sim-

ilar to the previous problem, this problem (partly) stems from the non-linearity of OR n

accumulation. To resolve this issue, there are several possible options:

• Reduce the non-linearity of SC accumulation. The current SC accumulation meth-

ods need to choose between linearity (binary accumulation) and performance (partial

binary and OR n accumulation), while the method that satisfies both (mux accumu-

lation) suffers from scaling issues. Future optimizations to SC computation should

strive to achieve linear accumulation while maintaining the performance benefits of SC

accumulation.
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• Reduce the reliance on linear accumulation. Accumulation is assumed to be accurate

for most works on fixed-point quantization, and that assumption results in difficulties

when transferring a model to non-linear accumulation. The assumption of linear accu-

mulation may not be essential, and future works can examine the importance of linear

accumulation and explore methods to bypass this assumption.

8.3 Enabling SC for Large Language Models

The release of ChatGPT brought increased interest to large language models (LLM), and

SC seems like a good candidate for LLM given the high computation requirements. LLMs

are usually based on transformer models, so the previous discussions on model training and

transfer also apply here. Future work on SC for LLM should focus on transferring pretrained

LLM to SC without extensive training.

Even if model transfer is made possible for SC, additional work may be needed for the

fine-tuning process. Pre-trained LLMs often need to be fine-tuned when used for a particular

downstream task. Given the large parameter size of LLMs (ranging from several billion to

more than a trillion), it can be unfeasible to perform fine-tuning with gradient descent on

all parameters. Instead, recent works like LoRA[HSW21] perform fine-tuning on a reduced

parameter set to save memory. Future work on SC should allow alternative fine-tuning

algorithms to improve the flexibility of SC.

8.4 SC for Homomorphic Encryption

Homomorphic encryption preserves data security by performing computation on encrypted

data without access to the encryption key. Stochastic computing represents numbers in

an alternative format. Since SC computation can be highly-efficient in the SC domain

with single-gate multiplications and additions, it can be useful for homomorphic encryption.
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However, several factors need to be considered:

• Data security. SC bit streams are not encrypted by default. Converting SC streams

to fixed-point numbers does not require an encryption key and can be done using just

counters. As such, both conversions to and from SC need to be modified to ensure

data security while preserving the bit-wise compute units in SC.

• Error tolerance. Stochastic computing is random in nature and can introduce random

errors in the computation results. The encryption scheme should be designed such

that small errors in the encrypted format result in small to no errors in the decrypted

format.

8.5 Specialized SC Architectures for Emerging Compute Paradigms

The improvements to stochastic computing mostly center around the CMOS implementation

of SC. While Chap. 5 discusses the implementation of REX-SC for compute-in-memory

(CIM) systems, REX-SC is not initially designed with CIM in mind. As a result, better

performance and accuracy can be achieved by tailoring the SC algorithm to CIM properties.

The following are several options that show promising results.

8.5.1 Range-adjustable OR n accumulation

The OR n exploration in Chap. 5 focus on finding OR n gates that are limited to n as the

maximal output value. This limitation makes sense for the CMOS implementation but is

not necessary for the CIM implementation. Fig. 8.1 demonstrates an OR 1 accumulation

behavior in CIM. In contrast to CMOS SC which needs to limit the precision of intermediate

accumulation to ensure performance, CIM SC maintains a high-precision accumulation result

before the ADC, and there is no need to limit the accumulation range before ADC. In the

case of OR n, this means that the threshold of the n output bits can be arbitrarily set with
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little effect on performance.
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Figure 8.1: Accumulation demonstration of OR-based SCIM accumulation

In preliminary experiments, range-adjustable OR n can roughly reduce n by 1 com-

pared to fixed-range OR n. This means range-adjustable OR 1 has comparable accuracy to

OR 2 without range adjustment. Despite the potential benefits, future work should carefully

compare the cost saving of one fewer output bit with the additional cost of adding range

adjustment. As the range adjustment needs to happen during inference, the hardware needs

to support range switching on the fly, which may become expensive.

8.5.2 Delta-sigma SC

Range-adjustable OR n tries to make the most out of the high-precision pre-ADC value in

CIM arrays, but such an approach can become limited by the randomness of SC. In the

example shown in Fig. 8.1, only two out of the 8 cycles require ADC to distinguish more

than just OR 1. In this example, OR 3 would be required to completely avoid information

loss at the ADC, but the additional output bits are completely wasted in other cycles. With

these limitations in mind, an improved ADC for SCIM should satisfy the following two

constraints:

• Low output precision. The ADC should generate only a few output bits. Since SC

requires the generation of outputs over multiple cycles, forcing the ADC to generate

too many bits per cycle impacts its effectiveness.

• Remainder storage. If the accumulation result of the current cycle cannot be accurately

represented by the output value, the quantization error should be stored so that it can
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(potentially) be corrected in a future cycle.

The first constraint is naturally satisfied by an OR-based adder, but the second constraint

enforces some type of storage of the accumulation result between cycles. One possible im-

plementation that satisfies this constraint while limiting the output precision to 1 bit/cycle

comprises three components: accumulator, remainder capacitor, and subtractor. In each cy-

cle, the accumulator adds the accumulation result onto the remainder capacitor. If the value

stored in the capacitor is greater or equal to a set threshold T , it outputs 1 (interpreted as T)

and the subtractor reduces the capacitor value by T . If the value of the capacitor is smaller

than T , it outputs 0 and keeps the capacitor value. For streams with average values smaller

than T , the result will be accurate up to the size of the remainder storage. For streams with

average values larger than T , the result will be saturated at T . This saturation behavior is

easy to model during training, and the ADC achieves relatively accurate accumulation for

results between 0 and T . The end result looks very similar to a sigma-delta modulator and

also retains its noise-shaping properties.

00110101 (4/8)

01001000 (2/8)

01100000 (2/8)

01000010 (2/8)

Add
03211111

OR 02220202 (10/8)
SigD

ADC

Figure 8.2: Accumulation demonstration of SD SCIM accumulation

Fig. 8.2 shows how a sigma-delta ADC works in SCIM. Compared to OR-based SCIM,

the sigma-delta (SD) version completely avoids information loss when T = 2. Although the

figure shows the ADC outputting values up to 2, it only outputs two values, which can be

represented using a single bit. Compared to using a high-precision Successive-approximation-

register (SAR) ADC, the sigma-delta version only outputs a single bit per cycle.

With T = 8 and a maximal accumulated value of 15, SC with sigma-delta ADC (DSM-

SC) is competitive with SC using accurate binary accumulation and when compared with a

6-bit fixed-point baseline, as shown in Fig. 8.3. Despite only outputting a single bit after
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Figure 8.3: Accuracy of SC with sigma-delta ADC compared to OR SC and SC with binary

accumulation for (a) TinyConv on CIFAR-10 and (b) Resnet-18 on ImageNet.

each cycle, the error-shaping behavior of the sigma-delta modulator limits the overall error

and achieves high overall accuracy.

Despite the promising accuracy results, several factors must be considered when using

DSM-SC. The first is that DSM-SC focuses on small output values. Maintaining high ac-

curacy for small values is expensive for CIM. The second is the accuracy results in Fig.

8.3 assumes that the “sigma” component in DSM is accurate. Non-scaled addition is more

expensive than scaled addition, similar to the trade-offs for stochastic addition. Preliminary

experiments show that replacing the non-scaled addition with scaled addition significantly

reduces the accuracy benefits of DSM-SC, and future work on this approach needs to consider

this tradeoff.
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