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ABSTRACT 

 

SYNTHESIS, CHARACTERIZATION, AND EXCITON DYNAMICS OF II-VI 

SEMICONDUCTING NANOMATERIALS AND AB-INITIO STUDIES FOR 

APPLICATIONS IN EXPLOSIVES SENSING 

 

by 

 

JASON K. COOPER 

 

 II-VI semiconducting nanostructures have been intensively researched as 

promising materials in applications including sensing, light emitting diodes (LEDs), 

lasers, photoelectrochemical (PEC) materials for water splitting and photo-catalysis, 

and dye or quantum dot sensitized solar cells.  On the nanoscale, structural 

morphology plays a significant role in determining optical, electronic, and physical 

properties, and thus consequently affects the ultimate device properties.   

In zero-dimensional quantum dots (QDs), control of the crystal size can allow 

for tunability of properties such as the absorption and emission spectrum.  As a result, 

these nanostructures have proven attractive for QD-LEDs, biological labeling, and 

sensing.  Because of the high surface to volume ratio of QDs, the surface quality and 

structure of these nanocrystals play a significant role in carrier trapping and non-

radiative decay processes.  QD surfaces can be effectively passivized by increasing 

the coordination number of surface atoms through coordinating capping ligands.  

Ligands improve photoluminescence (PL) quantum yield by healing dangling bond 

bandgap states, but they can also insert electron acceptor states below the conduction 

band (CB), which can trap photoelectrons and quench QD PL.  This latter approach 



 
 

xii 
 

has been investigated for sensing applications such as in explosives detection.  

Characterization using density function theory DFT and time dependent DFT has 

been applied to study the acceptor levels in six explosives to help target different II-

VI materials as potential fluorescent probes. 

In one-dimensional quantum rods or wires, the exciton can be confined in two 

dimensions, leaving the third available for transport.  These structures are promising 

in light harvesting applications such as PEC water splitting and solar cells.  Nanowire 

(NW) photoanodes allow for efficient collection of photogenerated electrons by 

providing a direct route to the back contact while minimizing the distance the 

photohole must travel to reach the solution interface.  At the same time, the added 

surface area increases the surface/electrolyte contact area, as well as improves 

sensitizer loading, the latter of which has been studied to improve performance in the 

visible portion of the spectrum.  Common sensitizers for metal oxide (MO) anodes, 

which have large bandgaps and therefore do not absorb visible photons, include 

organic dyes, QDs, and in some studies the use of metal nanoparticles (NPs) has been 

proposed.  Metal NPs, with their size and shape tunable surface plasmon resonance, 

can be controlled through the visible-NIR portion of the spectrum, and have been  

investigated as potential sensitizers on ZnO photoanodes using ultrafast transient 

absorption spectroscopy.   

Enhanced performance of MO photoanodes can also be achieved through 

various annealing treatments meant to improve crystallinity, decrease intrinsic 

trapping defects, increase donor concentration by encouraging advantageous defects 
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in n-type semiconductors, or passivate undesirable defects.  The effect of air and 

hydrogen annealing of ZnO NWs on PEC performance was investigated with in-situ 

TA spectroscopy which showed that the combination of these methods improves PEC 

water splitting efficiency.  

 Finally, the application of II-VI materials in three-dimensional thin films has 

shown great potential in next generation photovoltaics which include the CdS/CdTe 

solar cell.  The n-type CdS window layer, which forms the p-n junction with p-type 

CdTe, can be deposited by several different techniques but commonly include: DC 

pulse sputtering (DCPS) and chemical bath deposition (CBD).  The dynamics of 

photoexcited charge carriers in CdS films prepared these methods was investigated 

with ultrafast transient absorption spectroscopy and the results was analyzed using 

singular value decomposition global fitting.  The CBD sample had significant donor, 

acceptor, and donor acceptor pair recombination attributed to high oxygen content in 

the films while the DCPS had intrinsic donor level defects which are expected for n-

type CdS.  The results suggest that DCPS made thin films should offer improved 

performance in solar cell applications. 
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CHAPTER 1: Characterization of Primary Amine Capped CdSe, ZnSe, and 

ZnS Quantum Dots by FT-IR: Determination of Surface Bonding Interaction 

and Identification of Selective Desorption 

1.1 Abstract 

 Surface ligands of semiconductor quantum dots (QDs) critically influence 

their properties and functionalities.  It is of strong interest to understand the structural 

characteristics of surface ligands and how they interact with the QDs.  Three quantum 

dot (QD) systems (CdSe, ZnSe, and ZnS) with primary aliphatic amine capping 

ligands were characterized primarily by FT-IR spectroscopy, as well as by NMR, 

UV-visible, fluorescence spectroscopy, and transmission electron microscopy (TEM).  

Representative primary amines ranging from 8 to 16 carbons were examined in the 

vapor phase, KBr pellet, and neat, and were compared to the QD samples.  The 

strongest hydrogen bonding effects of the adsorbed ligands were observed in CdSe 

QDs with the weakest observed in ZnS QDs.  There was an observed splitting of the 

N-H scissoring mode from 1610 cm
-1

 in the neat sample to 1544 and 1635cm
-1

 when 

bound to CdSe QDs, which has the largest splitting.  The splitting is attributed to 

amine ligands bound to either Cd or Se surface sites, respectively.  The effect of 

exposure of the QDs dispersed in non-polar medium to methanol as a crashing agent 

was also examined.  In the CdSe system, the Cd-bound scissoring mode disappeared, 

possibly due to methanol replacing surface cadmium sites.  The opposite was 

observed for ZnSe QDs, in which the Se-bound scissoring mode disappeared.  It was 

concluded that surface coverage and ligand bonding partners could be characterized 
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by FT-IR, and that selective removal of surface ligands could be achieved through 

introduction of competitive binding interactions at the surface. 

1.2 Introduction 

 Semiconducting nanomaterials such as nanocrystals (NCs) or quantum dots 

(QDs) have found useful applications in a wide range of fields from biology to 

materials science.  Their successful development in applications such as fluorescence 

labeling of bio-molecules,
1
 light harvesting in quantum dot sensitized solar cells

2-7
 

and photo-electrochemical cells,
8-11

 as well as next generation lighting technologies, 

including quantum dot light emitting diodes (QD-LED's)
12-15

 and alternating current 

driven electroluminescence,
16-18

 have proven their broad range of usefulness in the 

scientific community.  The unique properties observed in these materials are due to 

the small size of the particles; this gives rise to quantum confinement effects which 

are capitalized for tuning emission wavelengths.  It is also a consequence of the small 

size that the particle properties can be dominated by the surface atoms, since the 

surface-to-volume ratio can be quite high compared to bulk.  These surface effects 

can be influenced by surface defect sites, dangling bonds, or capping ligands; this 

study addresses the effects of the latter contributor.   

Capping ligands are required to impart solubility and stability properties to the 

particles, as well as to reduce aggregation.  The effects of the capping ligand on the 

structural and electronic properties has been shown to be equally important.
19-24

  

Capping surface atoms of QDs with an organic ligand increases their coordination 

number to that of the internal atoms, thereby reducing dangling bond energy states 
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within the band gap which can act as non-radiative emission centers. The chemical 

nature of the capping ligands, while not directly involved in the band structure of the 

semiconductor, can have a substantial effect on the growth characteristics
24-27

 and 

optical properties
22, 25

 of the material.  Common capping ligands that have been 

investigated in organic media have included trioctylphosphine oxide (TOPO), 

phosphonic acids, amines, thiols, and carboxylic acids.  Many high temperature 

organic synthetic techniques utilize metal alkylcarboxylates, and it is often assumed 

that the resulting capping ligand is the alkylcarboxylic acid.  However, some 

proposed mechanisms for the growth of the crystals indicate the elimination of the 

carboxylic acid early on,
28

 so it is unlikely to be observed at the particle surface 

unless additional acids are added to the reaction mixture. It is also common for 

synthetic techniques to include a primary amine as well, and this has been shown to 

aid in the growth of zinc chalcogenide QD’s by activating the zinc carboxylate 

precursor;
29

 it is also known that at high temperature the amine will combine with 

carboxyl groups to form amides,
30

 further eliminating the chance of observing an acid 

as the resultant ligand.  In addition, primary amines have been shown to have greater 

surface binding energy than carboxylic acids, though lower binding energy compared 

to TOPO and phosphonic acids by computational studies.
20, 31, 32

  However, primary 

amines have the advantage of more complete surface coverage - which can 

theoretically reach 100% - over TOPO (30% coverage) due to reduced steric 

effects.
33, 34

  In addition, the added van der Waals force between alkyl chains has been 

determined for alkyl thiol SAM layers on Au and was found to be between 0.8-1.8 
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kcal/mol per CH2 group which may help tip the energy minimization in favor of the 

primary amine.
35-37

 As a result, primary amines have been observed at the surface of 

our quantum dots even with TOP and TOPO in solution.  Therefore, we have focused 

on the primary amine in this study, as they will likely continue to play a beneficial 

role in the emerging field of QDs for solid state lighting and other applications.   

 In this work, three II-VI quantum dot systems were examined by FT-IR 

spectroscopy in an effort to better understand the local environment of the ligand on 

the QD surface.  Techniques like NMR are of course highly sensitive to local 

environment; however, the head group of the organic molecule attached to the 

quantum dot can be difficult or impossible to observe in the 
1
H NMR due to peak 

broadening and shifting.  While FT-IR is less sensitive to local chemical environment, 

it has, however, proven a powerful tool in characterization of the bonding between 

the ligand and the QD.
38

  The three QDs studied were CdSe, ZnSe, and ZnS, all of 

which were capped with a long chain (C8-C18) aliphatic primary amine.  The spectra 

did not appear to depend on the chain length over the range studied.  As QD 

preparations commonly use a crashing step to help clean and isolate the particles from 

the crude reaction mixture, samples were collected immediately after this step and 

compared to prior to crashing.  The results demonstrate that surface coverage and 

ligand structure can be characterized by FT-IR, and that selective removal of surface 

ligands can be achieved through the introduction of competitive binding interactions 

at the surface. 
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1.3 Experimental 

1.3.1 Synthesis of CdSe-Hexadecylamine Quantum Dots 

 The CdSe QDs were synthesized under Ar protection using the hot injection 

method.  A 50 mL three-neck round-bottom flask was charged with 10 g ODE and 

0.136 g cadmium stearate and was degassed three times to a pressure of 150 mmHg 

for a total of 30 minutes with purging.  The mixture was heated to 90°C where it was 

degassed again for 10 minutes.  The mixture was heated to 300°C where at which 

point a mixture of 0.039 g Se, 2.5 g TOP, and 0.2 g HDA prepared under N2 was 

injected to the stirring cadmium solution.  Growth was continued until the exciton had 

red-shifted to 603 nm, as monitored by UV-vis, for a total reaction time of 

approximately 6-8 minutes.  The mixture was cooled to room temperature where the 

crude reaction mixture was cleaned with the following procedure. 

1.3.2 Synthesis of ZnSe-Hexadecylamine Quantum Dots 

 The synthesis of the ZnSe QDs was performed under Ar(g) protection using the 

hot injection method.  To begin, 0.06 g zinc stearate with 10 mL ODE was charged in 

a three-neck round-bottom flask.  The mixture was evacuated to 150 mmHg three 

times for a total of 30 minutes with purging, with an additional evacuation at 90 °C 

for 15 minutes.  The mixture was heated to 300 °C with stirring at which point 0.032 

g Se powder dissolved in 0.32 g TBP with 0.15 g HDA and 1 mL ODE was injected 

rapidly.  Growth was continued at 250 °C until the first exciton had shifted to 

between 400-405 nm, as monitored by UV-vis spectroscopy.  The solution was 
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cooled to room temperature where the QDs were separated from the crude reaction 

mixture with the reported cleaning procedure.  

1.3.3 Synthesis of ZnS-Octadecylamine Quantum Dots 

 Synthesis of ZnS QDs was performed using the hot injection method under 

Ar(g) protection.  A 50 mL three-neck round-bottom flask was charged with 10 mL 

ODE and 0.0597 g zinc stearate.  The solution was degassed 3 times to 150 mmHg 

for a total of 30 minutes with purging and then heated to 90 °C and degassed again 

for 10 minutes to 150 mmHg.  The mixture was heated to 300 °C at which point a 

mixture of 0.013 g sulfur, 0.32 g TBP, and 0.1 g ODA prepared under N2(g) and 

diluted in 0.6-1 mL ODE was injected with stirring.  The temperature was decreased 

to 250-260 °C where the growth was continued for 6 minutes before the reaction was 

cooled to room temperature and cleaned as described.      

1.3.4 Cleaning of the QDs 

To the crude reaction mixture, 2 mL dichloromethane (DCM) mixed in 10 mL 

methanol was added and mixed thoroughly.  Separation of the methanol phase was 

encouraged through centrifugation and the resulting MeOH layer was discarded.  This 

process was repeated a minimum of three times until this layer was clear.  To the 

resulting solution, acetone was added until the mixture became turbid and the 

precipitate of the QDs was collected via centrifugation.  The crystals were washed 

two times with acetone and collected by centrifugation, dried under Ar and re-

dispersed in a mixture of hexanes and DCM or toluene.  This sample was then 

degassed with Ar(g) and stored for 24 hours prior to sample analysis.  The sample was 
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subsequently sampled for FT-IR, TEM, UV-vis, and PL measurements.  The prepared 

samples dispersed in the non-polar solvent were also crashed using methanol and then 

centrifuged to collect the final quantum dot precipitate.  These were again re-

dissolved in toluene or hexanes and sampled for FT-IR analysis.        

1.3.5 FT-IR Sample Preparation and Characterization 

 All KBr pellets were prepared using KBr which was stored at 120°C and were 

ground in a N2 glove box to reduce any water and CO2 contamination.  Ground 

samples were sealed in small dry vials and stored in a desiccator until pressed into a 

pellet with a pellet press which was also stored in a desiccator.  Samples were 

exposed to atmosphere for no more than 2 minutes before the spectra were collected.  

Neat samples were collected between NaCl windows prepared in a N2 glove box and 

stored under N2 until analysis.  The primary amine samples used as reference were 

generated by heating the respective compound in a septum-topped vial to 120-140°C 

for 10 minutes while bubbling N2.  These samples were subsequently stored in a N2 

glove box as well.  The gas phase spectrum was collected using a gas cell with NaCl 

windows by placing a few drops of the heat treated octylamine into the chamber in 

the N2 glove box.  All spectra were collected at atmospheric pressure under mild 

heating of the sample cell.       

 QD samples were dispersed in either hexane or toluene and added drop-wise 

to the top of a NaCl window under a mild stream of Ar.  When a sufficient amount 

had been added to create the thin film and allowed to dry, the windows were placed 

into the vacuum transfer chamber of a N2 glove box and evacuated to ~100mmHg for 
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5 minutes to remove any remaining solvent.  The transfer chamber was subsequently 

purged with N2 and the windows were immediately placed into a desiccator for no 

more than thirty minutes before the spectra were collected. 

1.3.6 Instrumentation 

 Absorption and photoluminescence spectra were collected at room 

temperature with a Hewlett Packard 845A diode array UV-Visible spectrometer and a 

Perkin-Elmer Luminescence spectrometer LS50B, respectively.  
1
H and 

13
C NMR 

were collected in d6-benzene using a Varian Inova 600 NMR.  Vibration spectra were 

recorded with a Perkin-Elmer FTIR spectrometer at a resolution of 4 cm
-1

.  TEM 

measurements were made using a JEOL JEM-1200EX microscope.   

1.4 Results and Discussion    

1.4.1 TEM, UV-vis, and Photoluminescence 

All QD samples were prepared under similar conditions using organic 

solvents and the hot injection method as previously described. The samples were 

characterized using transmission electron microscopy (TEM).  Figure 1 shows 

representative TEM images of different QD samples.  The images indicate the 

presence of uniform nanospheres with monodispersity within 10% of the mean size 

distribution in all cases. The sizes of the QDs from TEM images were found to be 

approximately 4, 6, and 4 nm in diameter for ZnS, ZnSe, and CdSe, respectively.  

Since the excitonic position in the UV-vis absorption spectrum is dependent on 

particle size, it can be used to estimate the particle size.  For example, for the CdSe 
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QDs, a diameter of 3.8 nm was calculated based on the first excitonic peak observed 

in the UV-vis spectrum, which agrees closely with the TEM analysis (4 nm).
39

  

Figure 1. Representative TEM images of the three quantum dot systems studied: a) 

ZnS, b) ZnSe, and c) CdSe.  Scale bar: 30 nm.   

 

 

 Figure 2 shows UV-vis electronic absorption and photoluminescence spectra 

of the samples.  The spectra are normalized to better compare the different samples. 

The CdSe QDs show a first exciton at 576 nm (2.15eV).  This energy is close to the 

bandgap energy of the QDs (differing by the small exciton binding energy) and 

suggests, when compared to the bulk band gap of 1.71eV, that quantum confinement 

effects are important for the QDs. A Stokes shift of 0.08 eV was observed in the 

emission peak at 598 nm, which had a full width half maximum (FWHM) of 34 nm. 

The shift has been implicated due to the electronic fine structure.
40, 41

  The narrow 

peak width is consistent with the monodispersity of the QDs determined by TEM 

analysis.  The strong bandedge PL and weak trap state PL indicate a low density of 

trap states.
42, 43

   

The UV-vis spectrum of ZnSe QDs shows a first exciton peaked at 404 nm 

(3.07 eV).  This is also larger than the bulk band gap of 2.69 eV for ZnSe, again 
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indicating quantum confinement in the QDs.  The PL spectrum shows a major 

emission band peaked at 427 nm, which had a Stokes shift of 0.17 eV, and a FWHM 

of 30 nm.  There is a weak shoulder to the red of the main band-edge PL band that is 

apparently due to trap state emission. The narrow PL spectrum and weak trap state PL 

also suggest monodisperse QDS with low density of trap states. 

For the ZnS QD sample, the first exciton appears at about 300 nm (4.13 eV), 

which is roughly the band gap energy and is larger compared to the bulk band gap 

energy of ZnS (3.68 

eV), indicative of some 

quantum confinement 

effect.  The PL 

spectrum exhibits two 

peaks at 378 and 459 

nm which have a 

Stokes shift of 0.85 and 

1.43 eV, respectively.  

The latter has been previously described as being emission from vacancy states.
44

  

1.4.2 NMR 

 While FT-IR analysis was sufficient to identify the capping ligand, further 

confirmation was achieved by 
1
H and 

13
C NMR.  NMR has been successfully 

employed in characterization of alkylamines,
21, 45, 46

 phosphonic acids,
47

 carboxylic 

acids,
48

 TOPO,
49

 and thiophenol
50

 capping ligands on QD surfaces, to name only a 

Figure 2. Absorption and emission spectra of ZnS 

(blue/purple), ZnSe (drk green/green), and CdSe (drk 

red/red). 
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few.  Shown in Figure 3a is the proton spectrum of hexadecylamine (color) and CdSe 

quantum dots with HDA capping ligands both in D6-Benzene (7.16 ppm).
51

  Four 

peaks were observed at 0.51 ppm(broad-s), 0.92 ppm(t), 1.31(m), and 2.53 ppm(t), 

corresponding to the amine, methyl, backbone, and α-hydrogens, respectively.  In the 

CdSe sample, however, only two of these peaks remained from the amine; these were 

observed at 0.93 ppm (broad-triplet), 1.4 ppm (broad feature), with the remaining 

assigned peaks due to toluene contamination at 2.11 ppm(s) and 7.15 ppm(s).  The 

additional peak at 0.30 ppm(s) is most likely due to a desorbed solution HDA species.  

The peaks from the α-C and the amine hydrogens interacting with the surface were 

not observed.  The remaining backbone and methyl peaks were broadened which 

would result from the restricted motion of the surface bound ligands.   

The 
13

C NMR spectrum of the HDA in D6-benzene (128.06 ppm) is reported 

as Figure 3b.  The following peaks were observed and are reported with their carbon 

number assignments: C1 (42.7 ppm), C2 (34.5), C3 (27.4), C4-14 (30.2), C15 (23.1), 

and C16 (14.4).  The following assignments were made for the QD-HDA sample: C1 

(NA), C2 (34.3), C3 (27.3), C4-14 (30.2), C15 (23.2), C16 (14.4).  The observation of 

the C1 carbon could not be resolved due to low S/N.  A clear chemical shift was not 

observed for the HDA on the surface which is consistent with previous reports.
46

  The 

result of the 
1
H and 

13
C NMR data confirm the capping ligand to be the aliphatic 

primary amine from the chemical shift data.  The loss of the amine and alpha 

hydrogens confirm the QD surface interaction while peak broadening in both spectra 

is from reduced tumbling in solution.
46
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Figure 3. 1H (left) and 13C (right) NMR of hexadecylamine (black) and CdSe QD-

hexadecylamine (grey) in d6-benzene at 600 and 150.92 MHz, respectively. 

 

 

1.4.3 FT-IR of Primary Amines 

As it was the goal of this investigation to use the vibrational spectra of 

primary amines on the surface of QDs to probe their structure and interaction with the 

QDs, it was necessary to first characterize the amines without the QDs as control 

experiments.  Since the ligands bond through the NH2 head group, changes in the N-

H stretching and bending modes after bonding to the QD surface are expected.  

Therefore, adequate characterization of hydrogen bonding effects was necessary.  To 

accomplish this, the reference primary amines, octyl- and hexadecyl-, were examined 

and showed very similar spectral characteristics; however, some variability was 

observed dependent on the sample preparation. The samples were studied in various 

forms, including gas phase as well as neat on NaCl and in KBr pellet. The reference 

amine spectra are shown in Figure 4 for the full frequency range studied, 450-4000 

cm
-1

.  In all spectra, it is not reasonable to compare intensities between samples 
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because the exact molar concentrations and film thickness were impossible to correct 

for.  Primary amines have been well characterized in the literature,
52-54

 however, 

characterization is discussed here for the purpose of comparing to the quantum dot 

samples. 

Beginning with the gas phase sample, for which octylamine was used (as 

longer chain amines 

had insufficient vapor 

pressures to provide 

adequate absorption), 

two weak NH2 

stretching peaks were 

observed at 3346 and 

3316cm
-1

, 

corresponding to the 

anti-symmetric and 

symmetric modes, respectively.  However, free amines are expected to have 

stretching modes at 3496 and 3401 cm
-1

,
55, 56

 while bonded vapor phase ethylamine is 

expected to have stretching modes at 3344 and 3225 cm
-1

.
52, 57

  The NH2 scissoring 

mode was observed at 1623 cm
-1

 as a sharp peak with a FWHM of 13 cm
-1

.  The CH2 

bending modes were at 1467 and 1386 cm
-1

.  The broad peak at 1074 cm
-1

 was due to 

overlapping C-N stretching modes.  Out-of-plane NH2 bending was observed as a 

Figure 4. FT-IR spectrum from 500 to 4000 cm-1 of 

octylamine in the vapor phase (red), octylamine neat on 

NaCl (blue), dodecylamine in a KBr pellet (green), and 

hexadecylcarbamic acid in a KBr pellet (grey). 
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strong absorption at 781 cm
-1

 which eclipsed the backbone rocking mode expected at 

722 cm
-1

.   

The neat octylamine spectrum showed a large increase in absorption in the N-

H stretching region accompanied by spectral broadening, indicative of hydrogen 

bonding.
56

  Three peaks could be identified at 3370, 3294, and 3191 cm
-1

, the two 

former being N-H stretching modes and the latter being the overtone of the NH2 

bending mode interacting with the symmetric stretching mode.
56

  The anti-symmetric 

stretch was frequency up-shifted by 24 cm
-1

 while the symmetric stretch was 

frequency down-shifted by 22 cm
-1

 compared to that of the vapor phase amine.  The 

NH2 scissoring peak was located at 1609 cm
-1

, which was down-shifted by 14 cm
-1

 

and was nearly triply broadened compared to the vapor phase sample, with a FWHM 

of 34 cm
-1

.  The C-H bending and C-N stretching modes were not shifted with respect 

to the vapor phase sample; however, the NH2 out-of-plane bending was much 

broader, weaker, and slightly up-shifted to 814 cm
-1

 allowing for observation of the 

C-H rocking peak at 723 cm
-1

. 

It should be noted that the hexadecylamine collected from the sample bottle 

that had been stored unprotected did not show the characteristic group frequencies for 

a primary amine.  It is, however, well known that primary amines will combine with 

CO2 to form carbamic acids.
58-60

  The FT-IR group frequencies did match a carbamic 

acid, as it showed a strong sharp peak at 3333 cm
-1

, which is characteristic of 

carbamic acid compounds and is due to N-H stretching.  This mode was observed 

over the top of a broad weak O-H stretch centered around the same frequency.  Two 
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peaks were observed at 1648 and 1568 cm
-1

 corresponding to the C=O stretching and 

NH2 bending modes, respectively.  This sample has therefore been assigned to 

hexyadecylcarbamic acid however the spectrum of this compound has been 

occasionally miss-assigned in the literature as a primary amine.  Consequentially, the 

primary amine was regenerated using the technique described in the experimental 

section.  Adequate removal of any carbamic acids in the primary amine sample 

preparation by elimination of CO2 via the degassing and heating method was 

supported by the absence of the sharp 3333 cm
-1

 peak in the N-H stretching region.  

As peaks were observed in a broad spectral region in the NH2 scissoring mode and 

C=O stretching region, the N-H stretch was the only decisive peak for confirming the 

complete elimination of any carbamic acid. 

The hexadecylamine sample, which was ground and pressed in KBr, showed 

further broadening and shifting of the amine-related peaks.  The N-H stretching peaks 

were further intensified and broadened with what could be identified as three peaks at 

3357, 3283, and 3187cm
-1

.  The NH2 anti-symmetric stretch was again up-shifted by 

11cm
-1

, with respect to the vapor phase amine, while the symmetric stretch was 

down-shifted by 33cm
-1

.  The NH2 scissoring mode was further down-shifted to 1592 

cm
-1

 and broadened, showing a shoulder at 1642cm
-1

 which has been referred to by 

Randall et al. as “special invariant groups of unknown mode of vibration.”  It is our 

suggestion that the broadening and shifting observed in this region due to hydrogen 

bonding be evidence that the shoulder observed is due to “free” amines within the 

solid sample matrix.  Also, the C-N stretch was weakened even further and the NH2 
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out-of-plane stretch slightly up-shifted over the neat sample and was also much 

diminished with some slight broadening. 
61

  In summary, hydrogen bonding effects 

were observed to increase from the vapor, liquid, and solid samples marked by 

increased NH stretching absorption and down-shifting of the NH scissoring peak with 

broadening observed in both features. 

1.4.4 FT-IR of Amines on Surface of QDs 

1.4.4.1 N-H Stretching Region 

 With the free amines independently characterized, the vibration frequencies of 

the amines bound to the surface of QDs with emphasis on the changes were observed.  

The FT-IR spectra of octadecylamine capped QD samples of CdSe, ZnSe, and ZnS 

are shown in Figure 5 over the range from 450-4000 cm
-1

.  Spectra were collected 

before and after crashing with methanol to observe any changes in the spectra.  

Therefore, there were two spectra measured for each type of QD, one before crashing 

with methanol and another after and labeled with "MeOH."  To help compare the 

critical NH2 scissoring region, the expanded spectra from 650-1800 cm
-1

 are shown in 

Figure 6. 
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Figure 5. FT-IR spectrum from 500-4000 cm-1 of octadecylamine capped QD solid 

samples taken on NaCl plates before and after crashing with MeOH for 

CdSe(red/orange), ZnSe (green, light green), and ZnS (blue/ light blue), respectively.  

Inset: expanded N-H stretching region. 
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Figure 6. Expanded FT-IR spectrum from 730-1800 cm-1 of octadecylamine capped 

QD solid samples taken on NaCl plates before and after crashing with MeOH for 

CdSe(red/orange), ZnSe (green, light green), and ZnS (blue/ light blue), respectively. 

 

Beginning with the N-H stretching region, two of the QD samples, CdSe and 

ZnSe, exhibit a similar characteristic in that before washing with MeOH a single, 

strong, asymmetric low frequency sharp peak was observed at 3314 cm
-1

.  This 

represents a down-shift of 33 cm
-1

 compared to the vapor phase amine, which implies 

that the peak is due to the symmetric stretch with the anti-symmetric stretch absent.  

Due to the magnitude of the shift in all samples of these modes, which was the same 

in the solid reference amine in KBr, the QD-bound ligands seem to be involved in 

strong hydrogen bonding and in a solid-like environment.  The ZnS sample had a 

broad feature with two separate peaks at 3409 and 3281 cm
-1

, indicating the presence 

of both stretching modes.  The reason for the observed differences in this region 

between the metal selenides (MSe) and the ZnS will be discussed later.  



 
 

19 
 

The second harmonic of the NH2 scissoring interaction with the N-H 

symmetric stretch also has very low and similar intensity at ~3196 and 3057 cm
-1

, 

3200 and 3078cm
-1

, and 3155 and 3079cm
-1

 for CdSe, ZnSe, and ZnS, respectively.  

The two sets of peaks correspond to the two scissoring modes observed in these 

systems, also to be discussed in a later section. 

The spectra after crashing with MeOH showed an up-shifted and broadened 

NH stretching peak at 3446 and 3413 cm
-1

 for CdSe and ZnSe, respectively, while the 

ZnS sample showed a slightly down-shifted peak to 3363 cm
-1

.  In the MSe samples, 

the anti-symmetric stretch became active after crashing, while for ZnS QDs the 

MeOH crashing step did not have as dramatic an effect.  It was, however, not possible 

to ascertain the exact peak position of the two stretching modes in CdSe and ZnSe 

due to substantial broadening; whereas for ZnS the peak positions were 3363 and 

3262 cm
-1

.  In addition, due to the high intensity of the N-H stretching region in the 

CdSe sample, it was speculated that strong hydrogen bonding was maintained.  

Hydrogen bonding is less significant in the ZnSe QDs and very weak for ZnS QDs, 

based on comparison of the N-H scissoring vs stretching intensities.  Also after 

crashing, one of the two Fermi overtone bands was eliminated in the ZnS sample, 

leaving the 3079 cm
-1

 peak.  As this sample had the least broadening in this region it 

was the only one in which this effect could be observed.   

The combined observations thus far suggest that prior to crashing, the capping 

ligand head groups were in a highly uniform distribution in a strongly hydrogen-

bonded network across the surface in CdSe and ZnSe.  This interaction between 
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ligands would only be possible if they were occupying both metal and chalcogen 

sites.  For example, on the surface, ligands would be too far away from one another 

when occupying only metal sites to hydrogen bond (CdSe: Cd-Cd d=4.30Å, ZnSe: 

Zn-Zn d=4.01Å, ZnS: Zn-Zn d=3.82Å)
62

.  However, if ligands were also occupying 

chalcogen sites as well, hydrogen bonding would be much more accessible between 

ligands (CdSe: Cd-Se d=2.63Å, ZnSe: Zn-Se d=2.45Å, ZnS: Zn-S d=2.34Å)
62

.  It has 

been shown that optimum hydrogen bonding distances between alkylamides is about 

3 Å between the N and O and 2 Å between H and O in the N-H∙∙∙O bond.
63

  However, 

after crashing, desorption of one of the two binding sites took place, and the highly 

uniform surface was disrupted, resulting in substantial peak broadening.  ZnS appears 

to be the borderline between strong hydrogen bonding with ordered surface of both 

Zn and S sites occupied and steric interference between neighboring capping ligands 

on Zn and S sites, where the crystal structure may favor only Zn sites.  The 

implication of these results on the surface bonding scheme will be further discussed 

later. 

1.4.4.2 NH2 Scissoring Region 

 For the scissoring region (Figure 6), the samples exhibited two medium to 

strong peaks at 1635 and 1544 cm
-1

 for CdSe, 1639 and 1560cm
-1

 for ZnSe, and 1584 

and 1541 cm
-1

 for ZnS.  Relative percentages were calculated by fitting these 

high:low frequency peaks and were found to be 60:40, 50:50, and 50:50 for the CdSe, 

ZnSe, and ZnS, respectively.  After crashing, however, only one of the two peaks 

remained, the higher frequency for CdSe and the lower frequency for ZnSe and ZnS.  
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These observations have led to the suggestion that the two amine scissoring peaks 

were the result of ligands bound either to the metal or the chalcogen and that crashing 

with methanol removed one of the two ligands.  As the CdSe and ZnSe share the 

higher frequency peak (which is observed at much lower frequencies in ZnS), this 

peak was assigned to ligands bound to the chalcogen sites while the lower frequency 

peak was attributed to ligands bound to the metal sites.  Therefore, crashing with 

methanol in the CdSe case removed specifically more Cd-bound ligands.  It could be 

speculated that the origin of the high frequency peak is due to asymmetric NH3
+
 

stretching, which has been reported to be at 1630 cm
-1

.  However, this is unlikely as 

the NH3
+ 

group exhibits a symmetric bend as well at 1560 cm
-1

, which was not 

observed in the CdSe system after MeOH crashing.  It has, however, been shown that 

the scissoring peak position is sensitive to hydrogen bonding.
64

  In addition, there 

were two Fermi resonance-amplified NH2 scissoring overtones observed prior to 

crashing, further supporting our assignment that both of these peaks are due to NH2 

scissoring.   

It is therefore reasonable to assume a competitive binding model in which 

QDs exposed to both primary aliphatic amines and methanol would exhibit 

competitive surface-site binding in non-polar solvents.  Crashing with MeOH could 

cause desorption of surface ligands by replacing them with methanol; however, in this 

experiment direct observation of MeOH bound to the QDs could not be detected via 

FT-IR.  It is also possible that during the re-dissolving process ligands were removed 

from the surface as intermolecular forces between co-aggregated QDs would be 
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competing with head group binding interactions, which could result in extraction of 

some ligands from the surface.  This could also explain some of the scissoring 

broadening observed between 1580 and 1600cm
-1

 as these extracted ligands would 

remain in solution whereas the ones replaced by MeOH would have been decanted.  

However, the magnitude of the broadening is not proportional to the initial intensity 

from the two scissoring components, indicating that most of the ligands were 

removed upon addition of methanol and were subsequently discarded.  It is 

unexpected to observe only Se-bound amines in this experiment after crashing, as Cd 

sites have been reported to be more stable binding sites.
20

  However, there is 

remaining conflict in the literature in which Se sites have been reported to be more 

stable.
32

  The spectra suggest that the Se-bound ligands remained after crashing.  It is, 

therefore, possible for Se-bound ligands to remain at Se sites if they are stabilized by 

hydrogen bonding interactions from adjacent Cd bound ligands. If MeOH had 

replaced surface Cd sites, the Se-bound ligands could still remain adsorbed; however, 

there is no direct evidence of this to date experimentally or computationally.  It is a 

slightly different situation in the ZnSe case in which the remaining peak after 

crashing was attributed to the ligand bound to the Zn site, which would suggest that 

the capping ligand strength with the Se sites in this system is weaker.   The same was 

observed in ZnS in which the Zn sites remained after crashing. In all systems, 

crashing the particles had the effect of reducing the photoluminescence.  This 

observation further supported the removal of capping ligands from the QD surface. 
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 As discussed previously, the post-crashing N-H stretching intensity in the 

CdSe system was relatively much stronger than that in ZnSe and ZnS, indicating 

greater hydrogen bonding in CdSe.  This result, combined with the scissoring mode 

analysis, leads to the implication that the amine bound to Se sites in CdSe after 

washing did so through hydrogen bonding.  As crashing removed chalcogen-bound 

ligands in ZnSe and ZnS, the hydrogen bonding signal enhancement was reduced 

since the amine binds through the lone pair to the metal site rather than through 

hydrogen bonding.  If the ligands bound to Se sites in CdSe were oriented toward the 

Se, the lone pair would be pointed perpendicular to the crystal surface, allowing for 

hydrogen bonding with adjacent 

Cd-bound ligands oriented 

similarly.  An example as to how 

this may look in CdSe on the 0001 

Cd-terminated surface is provided 

in Figure 7 for clarity, which was 

simply generated as a suggested 

model but is not a computationally 

minimized geometry.  It is still 

unclear how exactly this 

configuration of ligands would result in activation of only the symmetric stretching 

mode over the anti-symmetric mode.         

Figure 7. Proposed bonding scheme of 

aliphatic primary amines (Nitrogen: blue) on 

the 001 surface of CdSe wurtzite crystal as 

bonded to Se (orange) and Cd (off-white) 

atoms demonstrating hydrogen bonding 

interactions between capping ligands at 

approximately 1.8 Å. 



 
 

24 
 

1.4.4.3 Remaining Low Frequency Modes 

 In all cases, the CH2 bending and rocking modes appeared to be unaffected by 

MeOH crashing.  However, the C-N stretching mode intensity and shape was 

inconsistently affected by crashing, though it did not grossly change its frequency.  

The NH2 out-of-plane bending was observed at 801 cm
-1

 for CdSe and was unaffected 

by crashing; however, it was not observed ever in ZnSe or ZnS. 

1.5 Conclusion 

 FT-IR spectroscopy, in conjunction with other experimental techniques, have 

been utilized to study the structure of aliphatic primary amines ranging from C8-C16 

carbon chain lengths on the surface QDs with emphasis on probing their interaction 

with the QD surface.  A sharp N-H stretching peak was observed at 3314 cm
-1

 in the 

CdSe and ZnSe systems while a splitting of the NH2 scissoring peak was observed in 

all three, in which the frequency was dependent on the sample.  A difference in the 

spectra was observed after the QDs were crashed with methanol, a common cleanup 

step of the synthesis.  Here, a substantial broadening of the N-H stretching peak and 

the elimination of one of the two split NH2 scissoring peaks was observed.  It was 

concluded that selective removal of either metal or chalcogen associated ligands had 

been observed during crashing, depending on the sample.  The two scissoring modes 

were assigned to ligands associated with chalcogen and metal sites, respectively.  The 

results demonstrate that FT-IR is a powerful technique for probing surface properties 

of QDs that are of interest for both basic research and various emerging technologies 

applications.     
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CHAPTER 2: Ultrafast charge carrier dynamics and photoelectrochemical 

properties of ZnO nanowires decorated with Au nanoparticles 

2.1 Abstract 

This study was designed to examine the possible photosensitization effect of 

zinc oxide (ZnO) nanowires (NWs) by Au nanoparticles (AuNPs) by directly 

monitoring the charge carrier lifetime in AuNP-decorated ZnO NWs. ZnO-Au 

nanocomposite structures showed reduced photocurrent compared to pristine ZnO 

NWs due to the combined effect of ZnO etching during the AuNPs growth and 

competitive absorption/scattering effects from AuNPs of incident UV photons. 

Ultrafast transient pump-probe spectroscopy was utilized to characterize the charge 

carrier dynamics. The bleach recovery of ZnO indicates electron-hole recombination 

on the 150 ps time scale attributed to shallow donor recombination. The AuNP-

decorated ZnO NWs exhibit a fast decay of 3 ps in addition to the decays observed 

for ZnO NWs.  This fast decay is similar to the hot electron relaxation lifetime 

observed for AuNPs in solution. Overall, the dynamics features for AuNP-decorated 

ZnO NWs appear as a simple sum of those from AuNPs and ZnO NWs alone.  There 

is no evidence of photosensitization of the ZnO NWs by AuNPs investigated in this 

study.  

2.2 Introduction 

Seeking renewable energy sources has driven interest in several research 

fields, one of which is in the use of metal oxide (MO) semiconductors for solar-

driven water splitting.
1
 The advances in nanoscience have resulted in tunable 



 
 

30 
 

structural and electronic properties of MO materials to better suit the demands for 

photoelectrodes. One material of increasing interest is ZnO for several reasons 

including: wide-ranging options for shape control,
2
 high electron mobility, 

abundance, non-toxic, and inexpensive cost. One dimensional (1D) ZnO nanowires 

are particularly interesting as they provide not only large surface area but also 

excellent vectorial charge carrier transport along nanowire growth axis. 

While ZnO offer many benefits, it is a wide bandgap semiconductor (3.37 eV) 

which limits light absorption in the visible. There have been many studies aimed at 

extending the absorption range of such wide band-gap MOs into the visible including: 

sensitization with dyes,
3
 quantum dots,

4-5
 or doping.

6
 Another approach suggested 

recently has been the use of noble metal nanoparticles to extend the absorption range. 

By using the size- and shape-tunable surface plasmon resonance (SPR) of metal 

nanoparticles, it is possible to shift the absorption range of these structures from the 

UV to the near IR.
7
 An additional benefit to using noble metal nanoparticles could 

improve stability over organic dyes. A recent report showed that CdSe QD sensitized 

Au/TiO2 hybrid films had improved PEC performance as compared to CdSe-TiO2 

while the Au/TiO2 had reduced performance.
8
 The performance enhancement was 

attributed to increased light absorption from the CdSe due to scattering by the AuNPs. 

The performance reduction in the Au/TiO2 system was found to be due to electron 

trapping from the Au. There have been other reports which have claimed sensitization 

effects by the Au via transference of photoexcited electrons to the conduction band 

(CB) of the MO.
9-10

 Other reports suggest that AuNPs facilitate charge separation by 
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trapping excited electrons to minimize recombination in the MO.
11

 These studies 

suggest that the effect of AuNPs is closely related to the coordination environment 

and the experimental conditions. To better understand the role of AuNPs in the metal-

semiconductor composite structure for water splitting, we managed to probe the 

excited state dynamics of the ZnO NWs both with and without decoration by AuNPs. 

The results will provide direct evidence for the role of AuNPs as a quencher or 

sensitizer.  Carrier trapping would have the effect of shortening the ZnO lifetime 

while sensitization with AuNPs would inject electrons into ZnO and result in shorter 

hot electron lifetime in AuNPs or longer electron lifetime for ZnO.   

We observed that the charge carrier dynamics of ZnO NWs and AuNPs act 

independently and no sensitization effects could be determined. From these results, 

AuNPs alone do not appear function as photosensitizers for ZnO.    

2.3 Experimental 

2.3.1 Synthesis 

2.3.1.1 Synthesis of ZnO NW arrays 

ZnO NWs were grown on a ZnO nanoparticle seeded FTO substrate (Hartford 

Glass Company Inc.) using a hydrothermal method reported previously.
12

 5 mM zinc 

acetate in ethanol was deposited drop-wise (2 drops) onto FTO substrate and air 

dried. This step was repeated five times following by annealing at 350 °C for 30 

minutes. The zinc acetate deposition and annealing processes were carried out twice 

to ensure a uniform coating of ZnO nanocrystals on the FTO substrate. This substrate 

was placed into a Teflon-lined stainless steel autoclave, filled with 20 mL aqueous 
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solution containing 0.05 M zinc nitrate and 0.05 M hexamethylenetetramine. The 

sealed autoclave was heated in an electric oven at 90 °C for 6 hours. A uniform white 

film was coated on the FTO substrate. It was rinsed with deionized water and air 

dried. Finally, the sample was annealed in air at 550 °C for 3 hours to increase the 

crystallinity of ZnO nanowires and improve their contact to the substrate.  

2.3.1.2 Gold nanoparticle synthesis 

Gold nanoparticles were grown on ZnO nanowire surfaces using a 

hydrothermal method reported previously.
10

 FTO substrate coated with ZnO 

nanowires was placed into a Teflon-lined stainless steel autoclave filled with 10 mL 

of 1 mM chloroauric acid (HAuCl4) solution with a pH range of 7 and 8, adjusted by 

sodium citrate (Na3C6H5O7·3H2O). The sealed autoclave was heated in an electric 

oven at 120 °C for 1 hour. Finally, Au-attached ZnO NW array films were rinsed with 

deionized water and air dried. 

2.3.2 Instrumentation 

2.3.2.1 UV-vis and photoluminescence spectroscopy 

Absorption and photoluminescence (PL) spectra were collected at room 

temperature with a Hewlett Packard 8452A diode array UV-Visible spectrometer with 

a spectral resolution of 2 nm and a Jobin Yuon Horiba FluoroMax-3 fluorometer. 

Fluorescence measurements were collected at room temperature on the solid 

substrates at 45˚ from both the excitation and emission windows with the excitation 

wavelength 340±5nm.  
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2.3.2.2 Microscopy 

Scanning electron microscopy (SEM) was conducted using a FEI Quanta 3D 

FEG Dualbeam microscope. Histograms were created by measuring a minimum of 

100 structures of interest using the ImageJ software package.
13

  

2.3.2.3 Femtosecond laser and transient absorption measurement 

The details of TA laser system have been previously described.
14

 Briefly, 

<150 fs 1mJ pulses centered at 795 nm were split to a optical parametric amplifier 

(OPA) and sapphire crystal. Samples were excited with 360 nm and 450 nm light at 

220 nJ/pulse perpendicular to the film surface. The white light continuum (WLC), 

ranging from 430-800 nm, interrogated the sample and was monitored by a CCD 

detector where 500 pulses were averaged for each data point. A forward and reverse 

scan was collected and averaged resulting in 1000 averages per data point.  The delay 

stage allowed for generation of a 1000 ps delay with temporal resolution of 10 fs. The 

decay traces were verified to ensure a linear response with excitation power. 

2.3.2.4 Fabrication of NW photoanodes and PEC measurement  

NW arrays were fashioned into photoanodes by soldering a copper wire onto a 

bare portion of FTO substrate. The substrate was then sealed on all edges with epoxy 

resin except for a working area of c.a. 0.15 cm
2
. All PEC measurements were carried 

out in a three-electrode electrochemical cell, with a coiled Pt wire as a counter 

electrode and an Ag/AgCl electrode as a reference. The electrolyte was a 0.5 M 

Na2SO4 aqueous solution with a pH of 7. Linear sweep voltammograms were 

measured by a CHI 660D electrochemical station under simulated sunlight with a 150 
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W xenon lamp (Newport 6255) coupled with an AM 1.5 global filter (Newport 

81094). All measurements were conducted with front side illumination.  

2.4 Results and Discussion 

2.4.1 Electron microscopy 

SEM images show that the as-grown ZnO NWs are uniform and vertically 

aligned with length of 1800±300 nm, and a diameter of 75±22 nm (Figure 1), and 

with uniform thickness and hexagonal morphology. The AuNPs grown on ZnO NWs 

samples (ZnO-Au) appear to have a random distribution around the circumference of 

the wires. The AuNP average size was measured to be 22±3 nm and appeared as fully 

formed spheres with little deformation at the interface of the Au and ZnO. The 

average ZnO NW diameter in this sample is slightly shrunk to 60±20 nm due to the 

Au formation reaction with the HAuCl4 solution. Additionally, the wire morphology 

became conically shaped which is indicative of etching.  
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Figure 1. SEM images and histograms of the two samples: A) ZnO, B) ZnO-Au. 

 

2.4.2 Optical Spectroscopy 

2.4.2.1 UV-Vis 

The UV-Vis spectra of the two samples studied had very similar 

characteristics dominated by absorption and scattering, as shown in Figure 2. While 

band-edge absorption for ZnO 

with a bandgap of 3.37eV was 

expected to occur about 370 nm, 

this feature is overwhelmed by the 

large amount of scattering due to 

the large physical features of the 

sample. The monotonic increase 

in intensity towards shorter 

wavelength is consistent with Rayleigh scattering. The spectrum of the ZnO-Au 

sample has a distinguishable shoulder at 527 nm, attributed to SPR of the AuNPs, and 

Figure 2: UV-Vis spectrum and digital images 

of ZnO (blue) and ZnO-Au (red).  
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increased absorbance across the entire wavelength range by a factor of about 1.6, 

likely due to increased light absorption and scattering from the AuNPs. Images of the 

two samples are shown in the inset of Figure 2. 

2.4.2.2 Photoluminescence 

The PL spectra of the two samples studied are shown in Figure 3A and 3B 

presented “as-collected” and normalized to the maximum, respectively. The most 

notable feature is the near band-edge 

emission between 370-390 nm for 

the samples. The peak is at 387 nm 

(3.20 eV) for ZnO and 385 nm (3.22 

eV) for ZnO-Au. These features 

have been attributed to donor 

recombination in ZnO.
15

 The ZnO 

and ZnO-Au samples had essentially 

identical spectra, upon 

normalization, with the exception of 

a dip in intensity centered about 524 

nm which is attributed to re-

absorption by the AuNPs. Due to the 

difference in absorption/scattering 

between the samples, we attribute the decreased emission in the ZnO-Au to re-

absorption and increased scattering by AuNPs over the UV region as well. This 

A 

B 

Figure 3: A) Fluorescence spectrum taken at 

23°C of ZnO (blue) and ZnO-Au (red), “as-

collected.”  B) Normalized fluorescence 

spectrum of the same samples. Excitation 

wavelength: 340nm.  
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assignment is supported by observations made in the transient absorption studies to be 

discussed later. In addition, both samples show some green emission centered at 550 

nm which has been previously described due to neutral oxygen vacancies (VO);
16

 

however, this feature had a very low intensity as compared to the bluer feature. 

2.4.3 Photoelectrochemical Water Splitting 

The linear sweep voltammograms for the pristine ZnO NW arrays and ZnO 

decorated with AuNPs are illustrated in Figure 4. In comparison to pristine ZnO, 

ZnO-Au show a dramatic decrease in photocurrent density at applied potentials above 

0.6 V vs. RHE. Based on the morphology change observed by SEM, the reduced 

photocurrent for the ZnO-Au sample could be attributed to decreased available UV 

photons for absorption by 

ZnO due to the surface-

attached AuNPs as well as 

the reduced volume of 

ZnO NWs due to the 

etching effect of acidic 

HAuCl4. The reduced 

photocurrent in this type 

of system as observed in 

this work is consistent 

with our previous studies.
8
  

Figure 4: Linear sweep voltammograms collected for 

ZnO (blue) and ZnO-Au (red) in 0.5 M Na2SO4 

electrolyte (pH = 7) under simulated sunlight 

illumination at 100 mW/cm
2
. Dark scans are also 

reported with the same coloring but dashed lines. 
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2.4.4 Transient Absorption Spectroscopy 

In an effort to understand the electron dynamics in the ZnO-AuNP composite 

and if AuNPs can sensitize ZnO, we used transient absorption (TA) pump probe 

Figure 5. Contour plots of TA data of ZnO (top-white background), ZnO-Au 

(middle-gray background), and AuNP in H2O (bottom-white background) over the 50 

and 500ps delay ranges as pumped with 450nm (turquoise line) and 360nm (blue 

line). Each plot is of wavelength (nm), delay (ps), and TA (mOD) color as reported 

on the right of each figure; see top left figure for units.   
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spectroscopy to determine the exited state lifetimes of the composite and constituent 

materials. The TA system is equipped with a tunable pump source and white light 

probe (420-800 nm) making it is possible to excite the AuNP only (450 nm) or to 

excite both materials at the same time (360 nm).  

The transient time profiles for the different samples and two excitation 

wavelengths are shown as contour plots in Figure 5. The TA signals with intensity 

indicated by color are plotted as a function of probe wavelength and delay time 

between the pump and probe pulses. The pump wavelengths used are indicated at the 

top of each row (450 nm and 360 nm).  

  As a control experiment, the decant from the synthesis of the ZnO-Au sample 

was collected which contained a suspension of only the AuNPs in water. This sample, 

when excited with 360 nm pump (Figure 5, bottom right), displays a very fast 

component with a time constant of 2.3±0.4 ps and a small amplitude slow decay 

component with a lifetime of 360±70 ps.  The feature is Gaussian shaped and 

centered at around 525 nm which is strictly due to the SPR from AuNPs. The fast 

component is due to electron-phonon coupling and the slower decay is due to phonon 

relaxation.
17

 

The TA spectrum of ZnO following 360 nm excitation (Figure 5, top right) 

has its highest intensity toward the blue and tails to lower intensity toward the red.  

This transient bleach feature mostly decays within 250 ps however a longer lived 

component was observed extending through the 500 ps time window. Under 450 nm 

excitation, the signal is entirely absent indicating that the transient bleach observed 
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with the 360 nm pump is due to excitons. For a typical sample, a bleach signal 

indicates reduced ground state absorption under pumped perturbation. While ZnO 

does not absorb over our white light range, it is important to note that optical density 

is the sum of both absorption and scattering.  Inspection of the UV-Vis spectrum in 

Figure 1 indicates that the ZnO NW sample scatters strongly. The origin of the 

bleach signal would therefore imply that there was less scattering under pump pulse 

excitation, which would result in more probe light reaching the detector, making the 

differential absorption negative. In order for less scattering to occur, the refractive 

index of the material would have increased while electrons were in the excited state 

following photoexcitation. The excited state electrons effectively increase the 

permittivity of the material thereby increasing the refractive index.
18

 While increased 

permittivity under UV-illumination of ZnO nanowires has been reported
19

, it has not 

yet been used to characterize the lifetime of the material with this method, to the best 

of our knowledge. The monotonic increase in intensity towards shorter wavelengths, 

as observed in Figure 5, supports this assignment. 

The ZnO-Au sample under 450 nm pump (Figure 5, middle panel top left) has 

a very weak longer lived component centered around 525 nm, as can be observed in 

the 500 ps time window, with a much faster and intense feature which is only seen at 

the very beginning of the TA spectrum. The expanded time domain of this spectrum, 

shows that this feature is very fast (3-4ps) and is Gaussian-shaped centered around 

525 nm.  The same feature can be seen in the 360 nm pump data. The longer 

component appears in the 500 ps time window centered around 525 nm as a pointed 
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streak feature on-top of a feature that mirrors the ZnO signal. There is a fast 

component observed in the 50 ps window which has the same features as those 

observed in the 450 nm pump plot.  We attribute the fastest Gaussian feature to the 

AuNP electron-phonon coupling.  

The ZnO-Au sample under 450 nm pump, therefore, has transient bleach 

signal from the AuNPs only. As a result it is clear that they do not result in any signal 

that can be attributed to electron injection into the CB of ZnO.  In addition, while 

both materials are excited in the ZnO-Au sample with the 360 nm pump, there does 

not appear to be any changes in the transient decay profiles as compared to the ZnO 

sample alone. These results also suggest that excited electrons in the ZnO are not 

affected by the AuNPs, as the ZnO sample was expected to have a shortened lifetime 

if the excited electrons could decay through a AuNP pathway or AuNP induced trap 

states.  

To make it easier to obtain time constants of the lifetimes, we plotted the TA 

signal as a function of time for a particular probe wavelength.  For example, the TA 

signal with the 524 nm probe wavelength is shown in Figure 6. This particular 

wavelength was selected as it illustrates the maximum bleach signal for the Au yet 

also contains the bleach recovery signal for the ZnO. All the samples characterized 

have pulse width limited rise times. The AuNPs alone in H2O, shown in a 50 ps 

window only, have a very fast initial decay with an incomplete return to baseline. 

Examination of the ZnO decay plot shows a single exponential bleach recovery which 

has a small amplitude longer component that manifests as an incomplete return to 
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baseline within the examined time window.  The ZnO-Au under 450 nm pump has a 

very fast initial decay which also has an additional component which is slow to return 

to baseline. The same sample under 360 nm excitation appears as the sum of the ZnO-

Au (450 nm) and the ZnO (360 nm) decays with a very fast component which decays 

to a single exponential followed by an additional low amplitude component which is 

much slower. Furthermore, the full time window (Figure 6, left panel) shows the 

ZnO and ZnO-Au bleach recoveries are identical. This would not be expected if the 

ZnO electrons could decay through AuNP pathways which would shorten the ZnO 

lifetime. This indicates is that there is a lack of interaction or charge transfer between 

the two materials; as a result, the charge carriers in both act independently from one 

another. 
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Figure 6: Transient bleach recovery traces of the 524 nm probe of ZnO pump 360 nm 

(blue triangle), ZnO-Au pump 360 nm (red cross), ZnO-Au pump 450 nm (purple 

circle), Au in water (Au-H2O) pump 360 nm (yellow square).    
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To better understand the lifetime of these components, the decay traces were 

fit with single or double exponentials with an offset to account for the slowest 

unresolved component. The fit results are shown as black lines in Figure 6 and the 

time constants and amplitudes are reported in Table 1. The fit results show that under 

360 nm pump the Au-H2O could be fit with a double exponential with a time constant 

of 2.3±0.4 ps and 360±70 ps, the ZnO sample could be fit with a single exponential 

with time a time constant of 160±20 ps, the ZnO-Au was fit with a double 

exponential with time constants of 3.5±0.5 ps and 150±20 ps.  The ZnO-Au pumped 

with 450 nm was fit with a single exponential with time constant of 3.2±0.5 ps. 

Table 1:  Fitting results of the ZnO, ZnO-Au, and Au-H2O 524 nm probe showing the 

pump wavelength, amplitude (A), and lifetime (τ).  

                         

Sample  Pump (nm)  Probe (nm)  A1  τ1 (ps)  A2  τ2 (ps) 

ZnO  360  524      -10  160 (20) 

    450   524                 

ZnO-Au  360  524  -15  3.5 (0.5)  -13  150 (20) 

    450   524   -15   3.2 (0.5)         

Au-H2O   360   524   -8   2.3 (0.4)   -6    360 (70) 
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The ZnO components are consistent with other observations, however 

assignments of these components are varied.
20-22

 Charge carrier cooling is reported to 

be <200 fs
23

 and typical observations of the electron-hole plasma (EHP) are within 

the first few ps,
20, 24-25

 while green trap state emission due to VO is reported in the μs 

range.
16, 26-27

  Radiative recombination has been reported to be single exponential with 

a lifetime of 259 ps at 2K from the Γ5 free excitons.
28

 As the pump power used in this 

experiment was low and generated a linear relationship between power and signal 

intensity, we attribute the observed component to shallow donor bound exciton 

recombination. This recombination lifetime was identical between the ZnO and ZnO-

Au sample, considering error. Therefore, the addition of AuNPs on the surface of the 

NWs did not affect the ZnO lifetime by introducing trap states or charge transfer 

mechanisms to the exciton recombination. 

The hot electron lifetime of the AuNPs on the ZnO NWs under 360 and 450 nm are 

identical within the error of measurement. However, it is slightly longer for the ZnO-

Au sample than was the AuNPs in water, 3.2±0.5ps vs. 2.3±0.4ps. This is likely due 

to the difference in the dielectric constant between ZnO/air and water. These results 

confirm the assertion that the reduced photocurrent seen in the ZnO-Au sample is not 

due to electron trapping by the AuNPs but rather due to competitive absorption and 

increased back scattering of UV photons by the AuNPs. 

2.5 Conclusion 

We have characterized pristine ZnO NWs and ZnO NWs decorated with AuNPs with 

the intention of understand if AuNP could act as a sensitizer for the ZnO in the 
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visible. From the increased absorption in the UV-Vis spectra we concluded that the 

AuNPs increase the scattering and absorption. The PL spectra showed reduced 

emission with the AuNPs which we attributed to re-absorption and scattering. The 

PEC data showed decreased photocurrent in the AuNP-decorated ZnO NW sample as 

compared to pristine ZnO NWs.  Time dependent bleach recovery the ZnO-Au 

sample under 360 nm excitation is essentially a simple sum of the results of the ZnO-

Au and ZnO samples.  The fitting results confirmed there was no effect on the 

lifetime of ZnO NWs due to the presence of AuNPs and visa versa. We therefore 

conclude that the reduced PEC performance in the ZnO-Au sample was due to 

increased scattering/absorption of charge carrier generating photons by the AuNPs. 

The results therefore do not provide any indication that AuNPs sensitize ZnO under 

the conditions used in our study.  Further research is clearly needed to determine if 

photosensitization of MO with metal nanoparticles if possible and, if yes, what the 

necessary conditions are. 
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CHAPTER 3: Effects of Hydrogen Treatment and Air Annealing on Ultrafast 

Charge Carrier Dynamics in ZnO Nanowires Under In Situ 

Photoelectrochemical Conditions 

3.1 Abstract 

ZnO nanowires (NWs) grown by the hydrothermal method on fluorine-doped 

tin oxide (FTO) glass substrate were characterized by scanning electron microscopy 

(SEM), optical absorption, photoelectrochemical (PEC) photocurrent density, and 

ultrafast transient absorption pump probe spectroscopy (TAS).  The as-grown NWs 

were annealed in air, pure hydrogen atmosphere, or annealed first with air annealing 

followed by hydrogen treatment.  By TA spectroscopy, the samples exhibited a triple 

exponential transient bleach recovery with lifetimes on the fast (10-15 ps), medium 

(100-200 ps), and slow (>1 ns) time scale, attributed to shallow donor mixed with 

electron hole plasma recombination, donor bound recombination, and donor acceptor 

pair recombination (DAP), respectively.  The as-grown samples were dominated by 

donor and DAP recombination.  Air annealing improved the crystal structure but had 

little effect on hole trapping.  Significantly, the hydrogen-treated NWs showed a 
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reduction in hole trapping and DAP recombination.  Hole trapping was attributed to 

zinc vacancies (VZn) and hydrogen was proposed to passivate these defects.  The 

photocurrent density of the air annealed and co-treated NWs were measured, the latter 

of which showed improved performance which was attributed to, in part by, 

decreased hole trap states and improved electrical conductivity.  In situ ultrafast TA 

spectroscopy was used to study the photoanodes under working conditions as a 

function of applied bias.  For both samples, the medium time constant become faster 

with increasing applied bias.  A model was proposed to extract the electron-hole 

separation time constant.   

3.2  Introduction 

ZnO has been a material of focused research across a wide range of potential 

applications including blue lasers
1,2

 and photodetectors,
3,4

 in part due to its large 

exciton binding energy (60 meV) which allows for stable excitons at room 

temperature.  Recent advancement in the field of nanomaterials has made it possible 

to synthesize ZnO nanostructures with a variety of shapes and sizes, including 

nanoribbons, wires/rods, tubes, and propellers.
5-9

 The low material cost, high electron 

mobility,
10

 relative natural abundance, and non-toxicity of ZnO make it an 

increasingly attractive for various applications.  For instance, one-dimensional (1D) 

nanostructures, such as nanowires (NWs), are of special interest in the fabrication of 

photovoltaic (PV)
10-14

 and photoelectrochemical (PEC) devices.
15-18

  NWs offer 

improved charge transport over zero-dimensional (0D) nanostructures while 
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maintaining high surface area desired for increasing loading of dye
19

 or quantum dots 

(QDs),
11,15,16

 or for creating core shell structures.
20,21

   

In ZnO, many intrinsic defects have been identified which can significantly 

influence charge carrier recombination and photoluminescence properties.   It is 

therefore important to understand defect related recombination dynamics so their 

effects can be mediated if desired.  The 

electronic band structure of ZnO has 

been extensively studied by 

computational and experimental 

methods.  Intrinsic defects such as zinc 

and oxygen vacancies (VZn, VO) and 

interstitial zinc (Zni) are abundant due to 

its low formation enthalpy.
22

  These 

defects, which are responsible for the 

main intermediate states, and  their relative energy in relation to conduction and 

valence bands (CB and VB respectively) are summarized in Figure 1. 

The Zni defect is a shallow donor defect
28

 located 30 meV below the CB,
22

 

which has been proposed to be the primary contributing defect to the n-type behavior 

of the material.  Other defects like VO, proposed to be responsible for the yellow 

luminescence in the ZnO NWs
29

 and persistent photoconductivity,
22

 is a non-

conducting localized acceptor trap state,
28

 which lies 800 meV above the VB.
29

  The 

VZn is reported to have a high formation enthalpy and lies between 200-500 meV 

Figure 1.  Proposed band structure of ZnO, 

considering the relative energy levels 

estimated for its main defects, (Zni),
22,23

 

(Hi),
24

 (VZn),
25,26

 and (VZn
-
, VZn

-2
).

26,27
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above the VB.
25

  However, the VZn has been identified as the dominant acceptor state 

by positron annihilation spectroscopy (PAS) and the presence of the Zni has also been 

confirmed by this method.
30,31

  Interstitial hydrogen (Hi) has been identified as an 

extrinsic, shallow, n-type dopant,
28,32,33

 which lies 35 meV below the CB.
24

  The 

presence of the interstitial hydrogen donor in the crystal lattice has been verified by 

FT-IR
34

 and temperature dependent muon spin-rotation
35

 as was predicted by Van de 

Walle.
32

   

It is well known that ZnO is intrinsically n-type  due to the shallow donor Zni 

and deep donor VO, both of which have low formation enthalpy.
22

  The latter defect 

can become doubly ionized to form VO
2+

 after accepting two valence band holes and 

undergo a lattice distortion contributing to a long µs lifetime and persistent 

photoconductivity.
28

  The VO defect can also accept a single hole to form VO
+
, which 

has also been described as the origin of the commonly observed yellow luminescence 

(515-590 nm).
22,29,36

  ZnO can also exhibit orange emission (600 nm) that has been 

proposed to involve excess interstitial oxygen, Oi;
36,37

 however, assignments are 

unsettled.
38

  In this work we will focus on the acceptor state VZn which has been 

shown to be the dominate hole acceptor in ZnO by positron annihilation spectroscopy 

(PAS).
26,30,39

 

Many attempts have been made to control the densities of these defects 

through high temperature annealing in a variety of atmospheres including air, oxygen, 

hydrogen, and ammonia.
36,37,40-42

  However, the effect of annealing is also disputed in 

the literature as photoluminescence has been shown to be an inconsistent measure of 
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defect concentration.
26

  H2 plasma and annealing has been used to increase the donor 

density
33

 and conductivity
43

 of ZnO films, however, the reported effects on trap states 

are inconsistent.  Hydrogen treated TiO2 nanostructures have very recently been 

reported for use in PEC water oxidation with improved performance which was 

attributed to increased donor density due to increased VO.
44

  While it has been 

proposed that hydrogen annealing can increase VO, we will present evidence 

suggesting that hydrogen can also passivate the VZn.   

The objective of this work was to study the effect of annealing treatments on 

the charge carrier dynamics and PEC properties of hydrothermally grown ZnO NWs, 

including in situ conditions.  Photoexcitation of ZnO and collection of the resultant 

charge carriers is a dynamic, multistep process, the time scale of which spans many 

orders of magnitude.  For n-type ZnO photoanodes, upon photoexcitation, hot carriers 

relax to the bandedge (BE) or shallow traps, the bound exciton will then be driven to 

separate by favorable band bending and applied bias such that the hole migrates 

rapidly toward the surface through the space charge layer and the electron will 

proceed to the back contact.  While carrier cooling often occurs in the sub picosecond 

time regime, electron diffusivity in ZnO NWs has been reported to be between 0.05-

0.5 cm
2
/s,

10
 and the hole reaction rate with a solution species has been found to be on 

the µs to ms time scale in TiO2 
45,46

, N:TiO2 
47

 and WO3 
47

.  To gain further insight 

into ZnO as well as other semiconducting materials, knowledge of carrier lifetimes 

from the second to the femtosecond time scales under working conditions can help 

better understand device performance.  In this work we considered the variation of the 
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ZnO refractive index under irradiation to investigate the initial phases of electron hole 

separation on the picosecond time scale by recording the TA dynamics in situ for the 

photoanodes under working conditions.  

In addition, we have measured the photocurrent density of the annealed and 

hydrogen treated films which can be used in PEC water splitting and PV applications.  

Annealing in air and separately in hydrogen was found to improve PEC performance, 

and electron hole separation was more efficient in air annealed samples suggesting 

the improved performance was due to increased NW conductivity and donor density 

upon annealing.    

3.3  Experimental 

3.3.1 Synthesis of ZnO NWs 

ZnO NWs were grown on a ZnO nanoparticle seeded glass coated with F-

doped SnO2, (glass-FTO) substrate using hydrothermal method reported elsewhere.
37

  

Briefly, glass-FTO was coated drop-wise (2 drops) with 5 mM zinc acetate in ethanol 

and allowed to dry.  This procedure was repeated five times.  The sample was 

annealed at 350 °C for 30 min.  The zinc acetate deposition and annealing processes 

were carried out twice to ensure a uniform coating of ZnO nanocrystal seeds on the 

glass-FTO.  The glass-FTO coated with ZnO seeds was placed into a Teflon-lined 

stainless steel autoclave, filled with 20 mL aqueous solution containing 0.05 M zinc 

nitrate and 0.05 M hexamethylenetetramine.  The sealed autoclave was heated in an 

electric oven at 90 °C for 6 hours. This procedure resulted in a glass-FTO coated with 

a uniform white film, which was rinsed with deionized water and air dried.  Finally, 
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the as-grown glass-FTO|ZnO sample was annealed to improve the crystallinity and 

contact to the substrate of the ZnO NWs. The annealing was performed in air at 550 

°C for 3 hours (aa-ZnO sample) or in hydrogen atmosphere at 400 °C for 15 min (Ha-

ZnO), using a home-built tube furnace filled with ultrahigh purity hydrogen gas 

(Praxair). 

3.3.2 Optical and morphological characterization of ZnO NW films 

Absorption spectra were collected at room temperature with a Hewlett 

Packard 845A diode array UV-Visible spectrometer.  Scanning electron microscopy 

(SEM) was conducted using a FEI Quanta 3D FEG Dualbeam microscope (5.00 kV,).  

Grazing incidence X-ray diffraction was collected of the thin films using a Rigaku 

SmartLab X-ray diffractometer with a Cu-Kα source (0.0100 degrees step, 1.0000 

deg/sec scan speed, 0.3° incidence angle).   

3.3.3 Femtosecond laser and transient absorption measurement 

The TA laser system has been previously described elsewhere.
48

  Briefly, 150 

fs 1mJ pulses centered at 795 nm were split 9:1 to a optical parametric amplifier 

(OPA) and sapphire crystal, respectively.  Samples were excited with 360 nm (3.44 

eV) excitation at low (130 nJ/pulse) and high (560 nJ/pulse) pump power 

perpendicular to the film surface.  The white light continuum generated from the 

sapphire crystal ranged from 430-800 nm which was monitored by CCD where 500 

pulses were averaged for each data point.  A forward and reverse scan was collected 

and averaged resulting in 1000 averages per data point.  The delay stage allowed for 
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generation of a 1 ns delay with temporal resolution of 10 fs.  The decay traces were 

verified to ensure a linear response with excitation power.   

3.3.4 Fabrication of NW ZnO photoanodes, photoelectrochemical and transient 

absorption measurements in aqueous solution 

ZnO NW arrays were fashioned into photoanodes by soldering a copper wire 

onto a bare portion of FTO substrate.  The substrate was then sealed on all edges with 

epoxy resin except for a working area of c.a. 0.15 cm
2
.  All PEC measurements were 

carried out in a three-electrode electrochemical cell, with a coiled Pt wire as a counter 

electrode and an Ag/AgCl electrode as a reference.  The electrolyte was a 0.5 M 

Na2SO4 aqueous solution with a pH of 7. Electrochemical measurements were 

acquired by a CHI 660D electrochemical station.  

The PEC properties of the ZnO photoanodes were investigated with front side 

illumination, under simulated sunlight with a 150 W xenon lamp (Newport 6255) 

coupled with an AM 1.5 global filter (Newport 81094). 

Investigation of each sample included the collection of TA spectra in “air” 

prior to immersing in the aqueous electrolyte; then, for in situ PEC dynamics, the 

photoanode was excited with a 360 nm pump (250 nJ/pulse) from the TA laser. Each 

data point represents the average of 400 spectra. The experiments were collected 

under potentiostatic control, at 0.0; 0.2 and 0.4 V in supporting electrolyte and with 

addition of MeOH ( 1% vol. ) as hole scavenger. The results represent consistent 

findings over a minimum of eight separate experiments for the two different sample 

treatments. 
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3.4 Results and Discussion 

3.4.1 Morphological and optical characteristics of ZnO NW films 

The structure and 

surface morphology of the 

ZnO NWs grown by the 

hydrothermal method on 

glass-FTO, glass-FTO|ZnO, 

after air annealing at 550 
o
C 

for 3 h (aa-ZnO sample) was 

characterized by SEM. The 

NWs are vertically aligned 

hexagonal rods with a 

diameter of 80±20 nm and 

length of 1.8±0.3 µm, Figure 2. A similar morphology was observed after hydrogen 

annealing for 15 min at 400 °C (Ha-ZnO). Hydrogen annealing for longer than 20 

minutes can alter the color of the sample from white to black; this effect, which has 

also been observed for TiO2, has not yet been fully understood however some 

evidence in TiO2 suggests absorption from defect states.
49

  

Grazing incidence 

X-ray diffraction of the as 

grown ZnO NWs (ag-ZnO), 

aa-ZnO, and Ha-ZnO was 

Figure 2.  SEM images of ZnO NWs grown on 

glass-FTO after annealing in air (aa-ZnO, a/b) or 

hydrogen (aHa-ZnO c/d) collected at 35° tilt (a, c) 

and side view (b, d).  

 

Figure 3.  X-ray diffraction pattern of the thin film as-

grown ZnO (ag-ZnO) NWs and after air annealing (aa-

ZnO) and hydrogen annealing (Ha-ZnO); as-well-as 

the substrate diffraction patterns from FTO and 

hydrogen annealed FTO (Ha-FTO). 
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collected for the films on the FTO substrate, Figure 3.  Bare FTO substrate 

diffraction patterns were collected for the FTO and hydrogen annealed FTO (Ha-

FTO) as well. Substrate peaks were eliminated in the ZnO NWs diffraction pattern by 

setting the grazing angle to 0.3 degrees where the substrate peaks were minimized 

and the ZnO peaks were unaffected.  The ZnO NWs did not show any significant 

changes between any of the samples analyzed.  Likewise, the substrate peaks did not 

show any changes due to hydrogen annealing. 

The optical absorption 

spectra of the ZnO NWs for 

both air annealed and hydrogen 

treated samples are reported in 

Figure 4.  The spectra show 

strong absorptivity up to 390 nm 

upon which the absorptivity 

decreases toward the red with a 

4
th

 order wavelength dependence.  The absorptivity up to 375 nm is due to both 

absorption and scattering while the decay feature toward longer wavelengths is 

consistent with only scattering by the small NW dimensions. 

3.4.2 Transient Absorption Spectroscopy of Annealed ZnO NW Films 

Using a white light continuum probe (460-800 nm), a bleach signal was 

recorded for the ZnO NW samples after excitation with a 360 nm pump.  For a 

common sample, a bleach signal indicates reduced ground state absorption under 

Figure 4.  UV-Vis spectra of glass-FTO|ZnO NWs 

annealed in air (aa-ZnO, solid line) or hydrogen 

(Ha-ZnO, dotted line). 
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pumped perturbation.  While ZnO does not absorb over our white light range, it is 

relevant to state that optical density is the sum of both absorption and scattering.  

Based on the UV-Vis spectra in Figure 4, the ZnO NW samples scatter strongly over 

the range of the white light probe.  The observed bleach signal would therefore 

indicate less scattering under pump perturbation as the result of increased refractive 

index of the material while electrons were in the excited state.  As the ZnO changes 

from insulator to conductor, the excited state electrons effectively increase the 

permittivity of the material thereby increasing the refractive index as has been 

reported previously in ZnO under UV illumination.
50,51

  Thus, in an innovative 

approach, this feature was used to characterize the charge carrier lifetime in ZnO with 

TA spectroscopy.  The measurements were performed using low or high pump power, 

for four NW ZnO samples: the as-grown (ag-ZnO); after air annealing at 550 
o
C for 3 

h, (aa-ZnO); after hydrogen annealing at 400 
o
C for 15 min (Ha-ZnO) and for a 

sample first annealed in air and then in hydrogen (aHa-ZnO).  

3.4.2.1 Transient Absorption using low pump power 

The differential absorption (dA) spectra as a function of delay time for the 

four samples are shown in Figure 5, with 360 nm excitation (130 nJ/pulse). The dA 

spectra decreased in intensity with increasing wavelength, similar to that observed in 

the UV-Vis spectra.  The UV-Vis absorptivity in this range was attributed to Rayleigh 

scattering.  With increasing delay between pump and probe pulses, the dA spectra of 

this scattering feature recovered uniformly toward zero.  The dA spectra time 

dependence was multiexpontential for each of the four samples tested.  To more 
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easily compare the bleach recovery dynamics, the single wavelength time dependence 

was also plotted. 

Figure 5.  3-dimensional (3D) plots of transient absorption profiles after excitation 

with a 360 nm pump (130 nJ/pulse). as a function of probe wavelength and time for 

glass-FTO|ZnO nanowires samples: as-grown (ag-ZnO); after air annealing (aa-ZnO); 

after H2 annealing (Ha-ZnO) and after air and H2 annealing (aHa-ZnO).  

 

The normalized 500 nm probe bleach recovery and fitting results are shown in 

Figure 6.  The ag-ZnO sample was fit with a bi-exponential recovery with time 

constants of 120±10 ps and >1 ns.  The longest time constant could not be fully 

characterized by our delay stage which has a maximum time span of 1 ns.  After 

annealing in air (aa-ZnO), the bleach recovery required a triple exponential fit with 

time constants15±5 ps, 130±20 ps and >1 ns.  The sample annealed in hydrogen (Ha-

ZnO) had similar fast and long components but a medium component of 150±20 ps.  

The air annealed and hydrogen treated sample (aHa-ZnO) was fit with a bi-

exponential decay with lifetimes of 15±5 and 180±20 ps.  
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Figure 6.  Transient bleach recovery time profile monitored at 500 nm for the four 

NW samples as excited with a 360 nm pump (130 nJ/pulse).   

 

The fastest two components are consistent with other observations.
52-54

  

Charge carrier cooling is reported to be <200 fs
55

 and typical observations of the 

electron-hole plasma (EHP) are within the first few ps.
2,52,56,57

 Shallow trap exciton 

recombination has been found to be  around 30 ps.
53,54

  At room temperature, hole 

bound acceptors have been characterized to recombine with a ~200 ps lifetime while 

longer 1.5 ns components were attributed to donor acceptor pair recombination 

(DAP).
54

  Green trap state emission due to VO is reported in the μs range.
22,28,29

 It is, 

therefore, unlikely that dynamics influenced by the VO defect would be observed in 

the present data so we will focus the discussion on the VZn and exciton 

recombination. 
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While there were only slight changes in the charge carrier lifetimes of the 

ZnO NWs from the various treatments, a more substantial effect was observed on the 

amplitude of each decay component.  For the as-grown NWs, the medium and slow 

components made up 83 and 17% of the initial amplitude.  After air annealing, the 

fastest component increased to 10% of the initial amplitude with the remaining two 

components decreasing to 75 and 15%, respectively.  The as-grown sample annealed 

in hydrogen atmosphere was composed of 23, 68, and 9% fast, medium, and slow 

components.  The air annealed followed by hydrogen annealing sample had no 

contribution from the longest component with the decay being split 33:67 between 

fast and medium components.  The fitting results for the lifetimes and relative 

amplitudes for the low pump power were reported in Table 1.    

Table 1.  Fitting results of the transient recovery dynamics at low (130 nJ/pulse) 

pump power (Figure 6) with percent intensity, lifetime (ps), and (errors) of the four 

diferent ZnO NW samples. 

Sample %fast τ(fast) %medium τ(medium) %slow τ(slow) 

ag-ZnO 0 0 83 120 (10) 17 1000 

aa-ZnO 10 15 (5) 75 130 (10) 15 1000 

Ha-ZnO 23 15 (5) 68 150 (20) 9 1000 

aHa-ZnO 33 15 (5) 67 180 (20) 0 1000 

 

Air annealing has been reported to have little effect on the [VZn] while 

improving overall crystal quality and increasing donor bound emission.
26

  As XPS 

studies typically find ZnO to be oxygen deficient after any annealing treatment,
26

 we 

attribute the donor bound recombination to Zni.  After annealing in air, the results 
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indicate more shallow donor bound exciton recombination along with decreased 

acceptor bound recombination and essentially the same contribution from DAP 

recombination.  Interestingly, after only a 15 minute 400 ˚C treatment in hydrogen 

atmosphere of the NWs, the donor bound recombination component increased to 

twice that of the air annealed sample, which is attributed to the increased donor 

density from shallow Hi states.  The longest component was reduced to 9%, which 

represents a 2 fold reduction compared to the as grown wires.  We propose that the 

molecular hydrogen can bind to VZn site by dissociating into atomic hydrogen and 

protonate two of the dangling oxygen atoms in the vacancy, thereby passivating the 

vacancy.  This is also reflected in the medium acceptor bound recombination 

component having decreased as well.  The air annealed sample followed by annealing 

in hydrogen was observed to have no contribution from longest component which is 

consistent with the combined effect of improved cyrstallinity with air annealing as 

well as VZn healing with hydrogen treatment.     

3.4.2.2 TA Measurements with High Pump Power 

The same samples were investigated with high pump power (560 nJ/pulse) 

using 360 nm light.  The dA intensity response was verified to be within a linear 

power regime.  The bleach recovery profile of the normalized 500 nm probe 

wavelength is reported in Figure 7 for the four sample treatments.  The as-grown 

sample exhibits an additional component, as compared to the low power experiment, 

requiring a three exponential fit of the recovery with lifetimes of 15±5 ps, 110±10 ps, 

and >1 ns.  The air-annealed treatment had similar fast, medium, and slow 
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components of 13±3 ps, 105±10 ps, and >1 ns.  The as-grown sample with hydrogen 

treatment was fit with lifetimes of 15±5 ps, 140±10 ps, and >1 ns with the remaining 

air annealed and hydrogen treated sample being fit with a bi-exponential recovery 

with lifetimes of 13±3 ps and 87±7 ps. 

Figure 7.  Transient bleach recovery time profile dependence monitored at 500 nm 

for annealed ZnO NWs pumped with 360 nm at 560 nJ/pulse. 

 

The percent contribution to the initial intensity along with the lifetime fits for 

the high pump power was reported in Table 2.  The as-grown sample maintained a 

large relative contribution from the medium component of 84 % with the fast and 

slow components contributing 5 and 11% respectively.  Air annealing the NWs 

shifted the fast/medium/slow contribution to 59/40/1.  The hydrogen annealed 

samples maintained a larger medium component of 58% with the remaining 40% due 

to the fast component and a small 1% contribution from the long component.  

Annealing in air followed by hydrogen resulted in a 50:50 split between fast and 
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medium components with the complete absence of the slow component from the 

bleach recovery.   

The reduced amplitude of the slowest component under high pump power in 

the as-grown sample as compared to the low power results is consistent with hole 

acceptor trap state saturation of the DAP recombination channel by deep hole traps.  

The slight increase in contribution from the fast component is attributed to increased 

EHP recombination under the higher pump power while the overall dynamics were 

dominated by acceptor bound recombination.  After air annealing, the large increase 

in the amplitude of the fast component is consistent with improved crystal structure 

and enhanced effects from EHP recombination.  DAP recombination was completely 

saturated as there was very little contribution from the long component.  Interestingly, 

the hydrogen treated sample had more contribution from the medium component as 

compared to the air annealed sample implying that improved crystallinity is critical 

for EHP effects.  Performing both air annealing and hydrogen treatment resulted in a 

50/50 split between fast and medium components with the complete absence of any 

long component.  In addition, the faster medium component could be due to 

decreased VZn density making the medium component take on more donor bound 

recombination characteristics. 
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Table 2.  Fitting results of the ZnO transient recovery at high (560 nJ/pulse) pump 

power (Figure 7) with percent intensity, lifetime (ps), and (errors) of the four sample 

treatments. 

Sample %fast τ(fast) %medium τ(medium) %slow τ(slow) 

ag-ZnO 5 15 (5) 84 110 (10) 11 1000 

aa-ZnO 59 13 (3) 40 105 (10) 1 1000 

Ha-ZnO 40 15 (5) 58 140 (10) 1 1000 

aHa-ZnO 50 13 (3) 50 90 (5) 0 1000 

 

3.4.3 Photoelectrochemical and Transient Absorption Spectroscopy of ZnO NW 

Photoanodes in Aqueous Solution 

The electrochemical properties of the air annealed and combined air/hydrogen 

annealed ZnO samples was investigated  in 0.5M Na2SO4 as supporting electrolyte,  

using a  three electrode electrochemical cell containing a platinum counter electrode 

and Ag/AgCl reference 

electrode. Figure 8 shows 

the current density under 

applied potential, 

obtained in the dark and 

under AM 1.5G simulated 

solar illumination (100 

mW/cm
2
).  The hydrogen 

treated sample (aHa-ZnO) 

Figure 8.  Linear sweep voltammograms collected for 

air (aa-ZnO, blue) and H2 (aHa-ZnO ,red) annealed 

photoanodes ,with Ag/AgCl reference and Pt counter 

electrode in aqueous 0.5 M Na2SO4 electrolyte (pH 7) 

in the dark and under simulated solar illumination. 
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shows increased photocurrent density at biases higher than 0.22 V vs. Ag/AgCl, 

compared to the air annealed (aa-ZnO) sample.  The observed enhancement is 

consistent with previous studies which also recorded improved photocurrent density 

using hydrogen treated TiO2.
44

 

We attribute the improved photoactivity, in part, to passivated VZn trap states 

upon treatment with H2 and an increased donor density from Hi shallow donors or 

also VO.  Mott-Schottky plots were collected for the aa-ZnO and aHa-ZnO at 10,000 

Hz in which the donor density was found to be 1.17x10
21

 and 2.74x10
21

 cm
-3

, 

respectively.  As previously mentioned, the VZn is a deep acceptor state which acts to 

trap photogenerated holes.  Further discussion of this defect and its effects on PEC 

dynamics will be presented below.   

This electrochemical cell configuration was also used to study in situ the 

dynamics of photoexcited charge carriers in the air or H2 annealed photoanodes, aa-

ZnO and aHa-ZnO, using a laser pump power of 250 nJ/pulse (3 mW/cm
2
). These 

experiments were performed under potentiostatic control, with applied potential 

corresponding to 0.0; 0.2 and 0.4 V vs Ag/AgCl, in supporting electrolyte (Na2SO4 

aqueous solution) as well as in the presence of MeOH (1% by volume), which can act 

as hole scavenger. Figure 9 shows the photocurrent registered during the TAS 

measurements (Fig. 9a, 9b and 9c), collected simultaneously.  
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 Considering first the PEC properties in supporting electrolyte (Figs. 9a, c) the 

aa-ZnO and aHa-ZnO photoanodes yielded similar photocurrents of 2.1 and 1.7 µA, 

respectively, under 0.0 V vs. Ag/AgCl. However, considerable differences were 

observed with increasing bias; polarization at 0.2 and 0.4 V resulted in 5.3 and 7.4 µA 

for the aHa-ZnO, and, for aa-ZnO, the values corresponded respectively to 3.7 and 

Figure 9.  Photocurrent (µA) of two ZnO photoanodes: annealead in air (aa-ZnO) 

or in H2 atmosphere after annealing first in air (aHa-ZnO) under potentiostatic 

control (biased at 0.0, 0.2 or 0.4 V) in an electrochemical cell with Ag/AgCl and 

Pt electrodes, in aqueous 0.5 M Na2SO4 as supporting electrolyte (pH 7) or in the 

presence of MeOH (1% by volume) as hole scavenger. The variation of 

photocurrent was recorded with excitation by 360 nm at 250 nJ/pulse (3 

mW/cm
2
).  Photocurrent recorded as a function of the transient absorption 

experiment data collection time.  Dark current was recorded by blocking the pump 

laser as indicated. 
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4.9 µA; this result is consistent with the PEC results previously described. The dark 

current, measured by blocking the pump and probe lasers, was lower than 1 µA for 

polarization in these potential bias (as shown by the instantaneous drop in 

photocurrent as indicated). In the presence of MeOH, which acts as a hole scavenger, 

the aa-ZnO photoanode exhibited higher photocurrent values, 5.1 and 7.2 µA when 

biased at 0.0 V and 0.4 V, respectively. 

Shown in Figure 10 is the collection of in situ TA data displayed as: 1) 3D dA 

spectra for 0.0 and 0.4V vs. Ag/AgCl (top and middle row, respectively) and 2) single 

wavelength time dependence for 0.0, 0.2, 0.4V applied bias (vs. Ag/AgCl).  The two 

samples studied in situ were the air annealed (aa-ZnO), Figure 10 (A, D, G), and 

combined air annealed with H2 treatment (aHa:ZnO), Figure 10 (C, F, I), both on 

FTO glass.     

The 3D dA spectra shows a wavelength dependent amplitude which is 

consistent with the previously described results.  The TA spectra have the largest 

intensity toward 450 nm which decrease rapidly toward 600 nm.  In general, the 

spectra decays faster with increased applied bias with the fastest decay observed in 

the 0.4V ZnO NW sample submerged with MeOH hole scavenger in the electrolyte.  

This is reflected in the single wavelength plots, as well, where it is clear the bias 

dependence has its most prominent effect on the medium length component. 
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Figure 10.  In situ TA dynamics of photoexcited charge carriers in ZnO photoanodes 

(annealed in air or H2 atmosphere) under potentiostatic control (biased at 0.0, 0.2, and 

0.4V) in an electrochemical cell with Ag/AgCl and Pt electrodes, in aqueous 0.5 M 

Na2SO4 as supporting electrolyte (pH 7) or in the presence of MeOH (1% by volume) 

as hole scavenger.   Top two rows: 3D TA spectra of the 0.0 V bias (top row) and 0.4 

V bias (middle row).  Bottom row: transient bleach recovery of the probe pulse 

(dotted lines) monitored at 475 nm for in situ photoanodes with different applied bias 

as well as ex situ (“air”) samples, dry, and in air.  Triple exponential fits of the 

transient bleach recoveries are shown as solid traces. 
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The in situ single wavelength time dependence (at 475 nm) for measurements 

taken at 0.0, 0.2, 0.4V (vs. Ag/AgCl) were presented in Figs. 10G, 10I (aa-ZnO and 

aHa-ZnO in supporting electrolyte) and Fig. 10h for aa-ZnO in the electrolyte 

containing MeOH.  For comparison, the TA data obtained ex situ, for each sample of 

dry glass-FTO|ZnO samples in air ("air") was also included.  

The transient recovery data, represented by dotted lines, were fit to a triple 

exponential (Fig. 10 G, H, I solid lines).  For the aa-ZnO film, the bleach recovery 

profiles show a bias dependence primarily of the medium component that became 

faster with increasing bias.  The dry sample (“air”) was fit with a triple exponential 

with time constants of 20 ps, 115 ps, and >1 ns.  Under 0.0, 0.2, and 0.4V bias, the 

fast and medium components quickened from 10 and 90 ps to 5 and 60 ps, to 3 and 50 

ps, respectively.  In addition, the fast component increased in percent amplitude from 

16% in air to 40, 50, and 53% with increasing bias.  The medium and slow 

components in air were 71 and 13%, respectively; however, they did not show any 

amplitude trend with increasing bias but rather fluctuated around 43 and 7%, 

respectively.  The fit results for this and the remaining samples have been reported in 

Table 3. 

For the aHa-ZnO NW film, similar lifetime effects were observed to those in 

ZnO.  The dry sample (measured ex situ, “air”) could be fit with a double exponential 

with time constants of 15 ps and 170 ps.  In the working cell under 0.0 V applied bias, 

both fast and medium time constants quickened to 10 ps and 110 ps and gained a third 

long component fit to 1 ns.  With 0.2 V bias, the fast component remained the same 
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however the medium component decreased to 90 ps while maintaining the long 

component.  Lastly, with 0.4 V bias, the medium time constant decreased to 75 ps.  

Similar to the aa-ZnO photoanode in situ, the % intensity from all the components 

remained essentially constant with increasing bias. 

One model to explain the observed lifetime changes for the sample in solution 

and under bias is to consider an additional pathway being added to the medium 

component with respect to the dry sample in air.  It is understood that for a 

semiconductor electrode in solution after photon absorption, the electron hole pair 

will relax to form a bound exciton and, in the closed circuit, a space charge layer is 

naturally established which will act as a driving force to facilitate electron-hole 

separation prior to recombination.  For measurements taken in supporting electrolyte, 

we attribute the solution hole acceptor to oxygen as the solution was not purged and 

was at neutral pH.  This pathway is otherwise not as favorable in the dry sample 

(“air”).  As the bias is increased, there is ever more driving force to separate the 

electron-hole pair and we would expect a faster lifetime with increasing bias.  An 

alternative explanation could be due to hole de-trapping from non-conductive deep 

traps.  As both proposals involve a reaction with the hole, we expect the greatest 

effects to be observed in the medium length component.  As we described previously, 

we have attributed the medium component to a bound hole recombination, likely at a 

VZn or other from the many reported in ZnO.
23

  If we take the additional pathway to 

describe the hole reaction time, the additional component lifetime can be calculated 

using Equation 1, where τobs(V) is the bias dependent observed lifetime of the 
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medium component, τair is the medium component lifetime of the dry sample in “air,” 

and τe/h(V) is the bias dependent lifetime of the proposed electron hole separation 

process. 

 

       
 

 

    
 

 

       
     (1) 

For aa-ZnO photoanode in the working electrochemical cell under 0.0, 0.2, 

and 0.4V bias, the hole reaction lifetime was calculated to be 400, 120, and 90 ps, 

respectively.  For the aHa-ZnO electrode we calculate it to be 300 ps at 0.0 V, 190 ps 

at 0.2 V, and 130 ps at 0.4 V.  At this time it is difficult to speculate about the 

differences between the aHa-ZnO and aa- ZnO in situ dynamics.  However, it appears 

that the improved NW conductivity post H2 annealing
43

 may contribute more to the 

improved PEC performance than the proposed VZn hole trap passivation effects 

suggested previously. 

To confirm that the faster lifetime of the medium component under external 

bias was infact due to the hole, in situ dynamics were collected for the ZnO NWs 

with the addition of 1% MeOH to the 0.5 M Na2SO4 to act as a hole scavenger.  

Under 0.0 V bias the bleach recovery was fit with three exponentials with time 

constants of 6 ps, 70 ps, and 1 ns.  With 0.4 V bias the middle component was 

completely absent and the recovery was fit with two exponentials with time constants 

of 6 ps and 1 ns.  The percent intensity of the middle component compared to the 

previous results were again similar with the long component remaining constant.  

Therefore, aleviation of the hole bottle neck  causes a faster time constant with 

MeOH addition.  
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Table 3.  Parameters estimated by fitting TAS data for electrodes of ZnO annealed in 

air (aa-ZnO) or in H2 (aHa-ZnO) acquired at low (250 nJ/pulse) pump power ex situ 

for dry samples (air) or in situ in a working electrochemical cell containing aqueous 

Na2SO4 as supporting electrolyte and in the presence of the hole scavenger MeOH, 

under different applied potential. 

 %fast τ(fast) %medium τ(medium) %slow τ(slow) 

aHa-ZnO in supporting electrolyte 

Air 34 15 (5) 66 170 (20) 0 1000 

0.0 V 30 10 (5) 65 110 (10) 5 1000 

0.2 V 39 10 (5) 55 90 (5) 5 1000 

0.4 V 37 10 (5) 60 75 (5) 3 1000 

aa-ZnO in supporting electrolyte 

Air 16 20 (5) 71 115 (10) 13 1000 

0.0 V 40 10 (2) 49 90 (5) 11 1000 

0.2 V 50 5 (2) 38 60 (5) 12 1000 

0.4 V 53 3 (1) 41 50 (5) 6 1000 

 

aa-ZnO in electrolyte containing MeOH 

0.0 V 47 6 (2) 44 70 (5) 9 1000 

0.4 V 93 6 (2) 0 na 7 1000 

 

3.5 Conclusions 

We have investigated ZnO NWs after several annealing treatments by TA 

pump-probe spectroscopy including as-grown wires, air annealed, pure hydrogen 

atmosphere, and samples first annealed in air followed by hydrogen treatment.  The 

as-grown samples were defect rich attributed to intrinsic defect states were including 

VO and VZn acceptor states.  After air annealing, the TA results suggested improved 

crystal structure and reduced defects.  Hydrogen treatment also reduced defect related 

recombination as proposed by passivating VZn trap states.  The combination of air 

annealing and hydrogen treatments created films with no detectable DAP 

recombination on the ps time scale.  The improved photocurrent density of the aHa-
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ZnO compared to air annealed aa-ZnO was attributed to decreased hole trapping and 

increased conductivity of the films.  In situ TA spectroscopy confirmed the medium 

(100-200 ps) component was due to the hole lifetime.  The bias dependence of this 

component suggested an electron-hole separation rate in the range of 90-400 ps, 

depending on bias and annealing treatments.     
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Chapter 4. Ab-Initio Calculation of Ionization Potential and Electron Affinity of 

Six Common Explosive Compounds 

4.1 Abstract 

The vertical and adiabatic ionization potential (IPV and IPA) and vertical 

electron affinity (EAV) for six explosives: RDX (hexogen), HMX (octogen), TATP 

(triacetone triperoxide), HMTD (hexamethylene triperoxide diamine), TNT (2,4,6-

trinitrotoluene), and PETN (pentaerythritol tetranitrate); have been studied using ab 

initio computational methods.  The IPV was calculated using MP2 and CBS-QB3 and 

Koopmans’ theory, while the IPA was calculated with B3LYP, CAM-B3LYP, 

ωB97XD, B2PLYP, and MP2 using the ΔE method for the ground state B3LYP 

optimized geometries.  IPAs of RDX and TNT were also calculated using CBS-QB3 

using relaxed geometries of the ions.  Of the methods tested, B3LYP and B2PLYPD 

provided superior and more consistent results for calculating the IP compared to 

CBS-QB3 level IPA calculations and experimental data (where available).  CBS-QB3 

was used as a benchmark for calculating the EAV as experimental data has not been 

reported.  For calculations of the EAV, B3LYP performed the worst while MP2 and 

B2PLYPD predicted values closest to those made by CBS-QB3.  Basis set effects 

were evaluated using 6-31+G(d,p), 6-311+G(d,p), and 6-311+G(3df,2p) for both IP 

and EA.  6-31+G(d,p) gave satisfactory results for calculating IP while 6-

311+G(3df,2p) had improved results for calculating the EA.  The four nitro-

containing compounds have exothermic reduction potentials while the peroxides are 

endothermic.  In addition, it was determined that RDX, HMX, TATP and HMTD had 
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unstable geometries in their reduced forms.  The results should be useful in 

developing detection and screening methods including ionization methods for mass 

spectroscopy (MS) and fluorescence quenching methods of detection. 

4.2  Introduction 

Chemical screening and detection of common explosives in environments 

such as automobiles, airports, and mail have become the focus of intense research 

after events such as the 2001 attempt to destroy American Airlines Flight 63 from 

Paris in mid-flight using explosives hidden in his shoe.  There have been many 

successful methods for explosives detection,
1,2

 which include pulse laser ionization 

time of flight,
3,4

 laser induced photofragmentation,
5
 ion mobility spectrometry,

6,7
 

HPLC-diode array detection,
8,9

 electrochemical microfluidic device,
10

 LC/MS-

atmospheric pressure chemical ionization,
11

 and Raman.
12

  Other methods utilizing 

colorimetric
13,14

 detection (when a reagent is exposed to an explosive produces a 

color change) or fluorescence detection have been developed. Fluorescence 

techniques typically offer improved sensitivity.  Fluorescence methods utilize a probe 

whose emission is quenched by the analyte.  While these methods are not as selective 

as mass spectroscopy (MS) techniques, they offer rapid screening for use in the 

field.
15,16

  Several approaches for choosing the fluorescent probe have been studied.  

For instance, conjugated fluorescent polymers have been applied to the detection of 

gas phase TNT
17

 and to a wide range of explosives in solution.
18-21

  Coupling of the 

fluorescent polymer to an orthogonal technique such as thin layer chromatography 

has proven effective in improving selectivity while maintaining low detection 
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limits.
22

  Quantum dot (QD) fluorescent probes have successfully been applied to 

detecting TNT through use of amine capped ZnS:Mn
2+

,
23

 L-cysteine capped CdTe
24

, 

and CdTe/CdS core/shell hybrid Au-nanorod assemblies
25

. Detection limits as low as 

5 ng mm
-2

 have been achieved on manila envelopes.
26

  However, the application of 

QD based techniques to a variety of explosives  is limited.     

Several studies suggest fluorescence quenching by a charge transfer 

mechanism where an excited electron in the conduction band (CB) of the probe (for 

example a conjugated polymer or quantum dot) is transferred to a lower lying 

acceptor state (likely the LUMO level) in the explosive where it can thereafter 

transfer back to the valence band (VB) of the probe.
19,23,24

  To help validate this 

model, a an estimate of the vertical ionization potential (IPV) will help place the 

HOMO level of the explosive with respect to the CB and VB energies.  In addition, 

the electron affinity (EA) for the explosive analytes is needed to place the LUMO 

level with respect to the VB to determine if the reduction reaction is favorable.  

Sanchez et al calculated B3LYP/6-31G* level Kohn Sham HOMO and LUMO 

orbital eigenvalues for a number of explosives to explain quenching trends observed 

in conjugated fluorescent polymers.
19

  This knowledge may in turn aid in a better 

understanding of the fluorescence quenching mechanism and help expand methods to 

include a broader range of common and home-made explosives.   

The calculated adiabatic ionization potential (IPA) can aid in optimization of 

ionization methods and techniques for MS detection and quantification.
4
  Some 

groups have focused on utilization of laser ionization rather than chemical or electron 
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impact to generate analyte ions prior to MS analysis.
3
  The high energy needed to 

ionize these molecules using single photon absorption would necessitate the use of 

100-150 nm laser light.  In order to avoid the complications inherent in working in the 

deep UV, laser ionization is accomplished via non-linear absorption (for example two 

or three photon absorption) of a pulsed excitation laser.  Optical paramagnetic 

amplifiers have provided tunable excitation lasers between 230 nm – 22 µm in some 

cases,
27,28

 allowing for tunable excitation using a wavelength multiple of the 

ionization energy of the target analyte.  As non-linear absorption is sensitive to input 

power density and is typically very inefficient for organic molecules,
29

 knowledge of 

the target ionization potential can allow for careful tuning of the excitation so as to 

optimize analyte ionization while minimizing background.   

Six explosive compounds were studied in this report, including two 

nitroamines: RDX (hexogen) and HMX (octogen); two peroxide explosives: TATP 

(triacetone triperoxide) and 

HMTD (hexamethylene 

triperoxide diamine); as well as 

TNT (2,4,6-trinitrotoluene) and 

PETN (pentaerythritol 

tetranitrate).  The molecular 

structures are provided in 

Figure 1.  These  classes of 

compounds offer an additional 

Figure 1.  Molecular structures of the six 

explosive compounds: RDX, HMX, TNT, PETN, 

TATP, and HMTD. 
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interesting test of current DFT methods as the systems are highly correlated. 

 The accuracy of the calculated IP and EA is expected to vary depending both 

on the level of theory and basis set.  These values were compared between several 

DFT methods including: B3LYP,
30

 CAM-B3LYP,
31

 and ωB97XD;
32

 the double 

hybrid method B2PLYPD,
33

 and the MP2 method.  While B3LYP has been 

successfully applied in a wide range of applications including: the prediction of heats 

of formation for a number of explosives,
34

 the decomposition reaction pathway of 

RDX and HMX
35,36

 as well as TATP;
37

 we wanted to test the success of two long-

range corrected functionals in predicting IP and EA as well.  CAM-B3LYP is the 

long range corrected version of B3LYP which uses 0.19 Hartree Fock (HF) and 0.81 

B88 exchange for short range interactions and 0.65 HF and 0.35 B88 at long range.
31

  

ωB97XD is a long range corrected function which uses 100% HF exchange for long-

range interactions whose cutoff is controlled by the value ω which was optimized by 

Chai et al.
32

  This functional has an adjustable parameter (X) to include short-range 

exact exchange while adding empirical dispersion correction (D).
32

  B2PLYPD is a 

double hybrid semi-empirical method that uses an optimized 0.53 mixing between HF 

and Becke (B) exchange while attempts to improve the correlation energy as obtained 

by (LYP) by applying a second-order correlation to the Kohn-Sham orbitals, like 

MP2, the contribution of which was optimized to 0.27.  This functional was also used 

with added empirical dispersion correction (D).
33,38

  Other mixed WF and DFT 

double hybrid methods have proven successful in predicting IP and EA as compared 

to CBS-Q.
39,40

  Finally, these results were compared to the MP2 values.  The methods 
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were tested with three basis sets including 6-31G+(d,p), 6-311+G(d,p), and 

6311+G(3df,2p).  

To provide a comparison for the above results, complete basis set method 

CBS-QB3
41

 calculations were performed on each of the six compounds, as 

experimental data are unavailable in most cases.  The CBS-QB3 method performs 

five successive calculations starting with geometry optimization and frequency 

calculation using B3LYP followed by three single point calculations using CCSD(T), 

MP4SDQ, and MP2 methods.  The result can produce bond energies to within 1 

kcal/mol (0.043 eV) accuracy.
41

  These calculations are excessively costly for these 

large systems; however, they provided a critical comparison method for the above 

described DFT and MP2 calculations.  Discussion of the HOMO and LUMO 

molecular orbitals has not been addressed as it was not the direct focus of this work; 

however, detailed analysis of these and other orbitals of interest have been conducted 

and will be reported in detail in a separate study.  The combination of DFT and wave 

function methods included in this study should provide a guide to future analytical 

efforts, it has been reported that DFT tends to overestimate the EA while HF methods 

underestimate it.
42

 

4.3 Computational Methods 

All calculations were performed using the Gaussian 09
43

 program on a Sunfire 

X2200 M2 x64 server (2x Opteron quad core).  Calculations were performed on 

geometry optimized structures in the gas phase.  The geometries of the six common 

organic explosive molecules: RDX, β-HMX TATP, TNT, PETN, and HMTD were 
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minimized using B3LYP/6-31+G(d,p) which has been reported to produce accurate 

ground state geometries.
44

  The minimized geometries were verified by calculating 

the vibrational energies to confirm there were no imaginary frequencies. 

Single point energies were calculated on the geometry optimized structures for 

the neutral, cationic, and anionic form of each compound.  The ionization potential 

(IP) and electron affinities (EA) were calculated from the single point energies using 

several methods including: B3LYP, CAM-B3LYP, B97XD, MP2, and B2PLYPD.  

Three basis sets were used for each method which included 6-31+G(d,p), 6-

311+G(d,p), and 6-311+G(3df,2p).  IP and EA were calculated from the absolute 

energies by using Equations 1 and 2, respectively, in which M, M
+
, and M

-
, were the 

neutral, cationic, and anionic, forms of the optimized structures.
45

   

                  (1) 

                  (2) 

CBS-QB3 level calculations were performed for each of the compounds starting with 

the B3LYP/631+G(d,p) geometries described above.  The IP and EA were taken from 

the HOMO and LUMO orbital energies, respectively.  The ionized forms of TNT and 

RDX were calculated using CBS-QB3 by which the IP was calculated with Equation 

1.  These values are taken to be close to what would be measured experimentally for 

the EA and used as the reference comparisons and for calculating mean absolute 

deviation (MAD).  
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4.4 Results and Discussion 

4.4.1 Total Energy 

 The minimized total energy (Eh) for the six explosives (RDX, HMX, PETN, 

HMTD, TATP, and TNT) in the three charge states (neutral, cationic, and anionic) as 

calculated by the six methods tested (B3LYP, CAM-B3LYP, ωB97XD, B2PLYPD, 

MP2, and CBS-QB3) using the 6-311+G(3df,2p) basis set is reported in Table 1.  

With the exception of the peroxides (TATP and HMTD), the remaining four 

explosives consistently has exothermic reduction potentials. As expected from the 

hybrid DFT methods (B3LYP, CAM-B3LYP, ωB97XD, B2PLYPD), the minimized 

energy was well below the CBS-QB3 energy for each of the explosive molecules.  

This result is consistent with previous works that  have concluded that methods like 

B3LYP are not variational.
46

  The double hybrid method, B2PLYPD, also reported a 

lower total energy than CBS-QB3; however, the magnitude of this result was less 

than in the single hybrid methods.     
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Table 1.  Total energy (Hartree) of the six explosives studied by DFT methods: 

B3LYP, CAM-B3LYP, and ωB97XD; the double hybrid method: B2PLYPD; the 

wave function method: MP2; and the complete basis set method: CBS-QB3; for three 

charge states, neutral (0), cationic (1), and anionic (-1) using the 6-311+G(d,p) basis 

set.   

 

Molecule Charge B3LYP CAM-B3LYP WB97XD B2PLYPD MP2 CBS-QB3 

RDX 0 -897.7363731 -897.4104675 -897.4492990 -897.1493959 -895.9971866 -896.311576 

 
1 -897.3440172 -896.9918423 -897.0345343 -896.7580594 -895.6083858 -895.944449 

 
-1 -897.7801896 -897.4402900 -897.4707777 -897.1651901 -896.0219732 

 HMX 0 -1196.988577 -1196.554303 -1196.611459 -1196.216815 -1194.681904 -1195.025756 

 
1 -1196.608644 -1196.154708 -1196.216050 -1195.837660 -1194.308424 

 

 
-1 -1197.037038 -1196.592148 -1196.641206 -1196.250659 -1194.708759 

 PETN 0 -1316.969595 -1316.505568 -1316.543794 -1316.134064 -1314.479010 -1314.511793 

 
1 -1316.564141 -1316.067883 -1316.103971 -1315.709997 -1314.064153 

 

 
-1 -1317.023642 -1316.535193 -1316.562584 -1316.164315 -1314.494719 

 HMTD 0 -796.6869007 -796.3779696 -796.4325716 -796.1280074 -795.0421864 -795.2729270 

 
1 -796.3753051 -796.0497395 -796.1090113 -795.8130225 -794.7156923 

 

 
-1 -796.6576837 -796.3374652 -796.3810768 -796.0902273 -794.9970718 

 TATP 0 -805.1801970 -804.8350192 -804.9224283 -804.5796483 -803.4364440 -803.6523030 

 
1 -804.8644437 -804.5007266 -804.5934464 -804.2653381 -803.1299843 

 

 
-1 -805.1438201 -804.7890122 -804.8615303 -804.5366606 -803.3868315 

 TNT 0 -885.3659690 -885.0109916 -885.0646472 -884.7736948 -883.5995416 -883.9237220 

 
1 -884.9786462 -884.6071939 -884.6637417 -884.3768578 -883.1744860 -883.5310470 

 
-1 -885.4485079 -885.0871265 -885.1360175 -884.8408476 -883.6108086 

  

This effect is further emphasized in Figure 2 where the total energy (Eh) for 

RDX(0), RDX(+), and RDX(-) for all six methods and three basis sets tested.  The 

trend reported in Figure 2 was the same for all the molecules studied.  It is clear from 

this plot that B3LYP has the largest deviation from the CBS-QB3 energy while 

B2PLYPD has the least with CAM-B3LYP and ωB97XD being essentially identical 

and between the B3PLYP and B2PLYPD energies.  Also as expected, the MP2 

energy was higher than the CBS-QB3 energy. 

 

 

 

 



 
 

89 
 

Figure 2.  Plot of the total energy (Eh) in Hartree for three charge states of RDX 

[neutral (blue), ionized (red), and reduced (green)] as a function of method (left to 

right: B3LYP, CAM-B3LYP, ωB97XD, B2PLYPD, MP2, and CBS-QB3) for the 

three basis sets tested: 6-31+G(d,p), 6-311+G(d,p), and 6-311+G(3df,2p).   

 

 

4.4.2 Ionization Potential 

For wave function (WF) based methods, the orbital eigenvalues correspond to 

measurable quantities where the HOMO and LUMO energies are the vertical IP (IPV) 

and EA (EAV), respectively, according to Koopmans’ theory.  This is not necessarily 

the case for DFT methods, as the Kohn-Sham HOMO orbitals are well known to not 

accurately reproduce IP’s without corrections.
45,47,48

  However, comparisons of the 

IPV and EAV to the IP and EA as calculated by taking the difference between the 

cation and neutral molecule or anion and neutral molecule absolute energies, 

respectively, also known as the ΔE method, often results in large differences
49

 with 

experimental data matching more closely the ΔE method.
44

  Therefore, single point 

energies of the neutral, cation, and anion explosives were calculated for each of the 
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explosives.  An additional step may be taken to match experimental data more 

accurately in which a geometry optimization of the cation and anion is performed to 

calculate the adiabatic IP (IPA) and EA (EAA).  This method was also applied to the 

compound set studied for the IP.   

The IP as calculated by the ΔE method (Equation 1) using B2PLYPD with 

three basis sets [6-31+G(d,p), 6-311+G(d,p), and 6-311+G(3df,2p)] was compared to 

the Koopmans’ theory method of calculating the IP by taking the HOMO orbital 

eigenvalue (ε) as calculated by MP2 and CBS-QB3, Figure 3.  The ΔE method more 

closely represents the IPA while the Koopmans’ theory method is equivalent to the 

IPV.    There was a clear difference in the IP values calculated by Koopmans’ theory 

and those calculated by the ΔE method, the IPs were higher (between 0.77 and 3.04 

eV) using Koopmans’ theory.  The MP2 6-311+G(3df,2p) level eigenvalues were 

very similar to those calculated by CBS-QB3 making MP2 a much more cost 

effective approach.  As has been previously mentioned, the ΔE method generates IPs 

that more accurately represent experimentally determined values, which are typically 

equal to the IPA rather than the IPV.  The IPv represents a Franck Condon transition 

from the vibrational ground state to ionization while not changing the nuclear 

coordinates while the IPA represents the energy difference between the vibrational 

ground states of the ion and neutral molecule.  If the geometry of the ion does not 

change much from the neutral molecule, the IP and EA as calculated by the ΔE 

method without optimization of the ion geometry can be quite close to the IPA after 

accounting for relaxation of the ion geometry.
49

  A major focus of this work is in 
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predicting experimental IP; therefore, we concentrated on the ΔE approach.  However 

the IPV is expected to be an important factor in fluorescence quenching experiments 

when determining 

band alignment 

between QD or 

fluorescent polymers 

and acceptor levels in 

the explosives.     

 The IP for the 

six explosives was 

calculated using 

Equation 1 for the 

hybrid DFT methods 

as well as the MP2 

method without geometry optimization of the ionized form.  The IPA was calculated 

for two explosives (RDX and TNT) by CBS-QB3, however, the application of this 

method was strictly limited due to the tremendous cost of the calculations.  The 

results are presented in Figure 4 for the six methods and three basis sets.  The CBS-

QB3 IPs are expected to be the experimental IPs that are applicable in 

electrochemistry studies as well as optimizing ionization methods for mass 

spectroscopy.    

Figure 3.  Ionization potential (IP) of the six explosives: RDX 

(red), HMX (green), TNT (cyan), PETN (gold), TATP (blue), 

and HMTD (black) as calculated by B2PLYPD using the ΔE 

method (Equation 1), and the MP2 and CBS-QB3 orbital 

eigenvalues (ε) using Koopmans’ theory. 

 



 
 

92 
 

In general, CAM-B3LYP and ωB97XD both predicted IPs higher than that 

predicted by B3LYP and B2PLYPD.  It is interesting to note that the IPs had little 

basis set dependence compared to the deviation between methods.  The average 

standard deviation of the IPs within a DFT method between basis sets was 0.037 eV.  

The average standard deviation between methods for the same basis set was 1.25, 

1.23, and 1.22 eV for 6-31+G(d,p), 6-311+G(d,p), and 6-311+G(3df,2p), respectively.  

Therefore, the choice of method is more important than that of the basis set.  The 

smallest basis set used was adequate over the more computational costly ones.   

Figure 4.  Plot of the ionization potential (IP) determined by Equation 1 (ΔE) in eV 

of the six explosives: RDX (red), HMX(green), TNT(cyan), PETN (gold), TATP 

(blue), and HMTD (black); as calculated using (from left to right): B3LYP, CAM-

B3LYP, ωB97XD, B2PLYPD, MP2, and CBS-QB3 for the three basis sets 6-

31+G(d,p), 6-311+G(d,p), and 6-311+G(d,p).  Adiabatic IP using CBS-QB3 was 

reported for RDX and TNT (ΔE method). 
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With the exception of TNT, comparisons of the results  to experimental data 

were not possible as experimental IPs for the explosives are not available, to the best 

of our knowledge.  GC-MS techniques have been applied to approximate the IP for 

TNT by other groups.  Langford et al reported the expected IP of TNT to be between 

10.4 eV and 13.4 eV,
50

 Mullen et al reported a value below 10.49 eV,
4
 while Patapov 

et al reported the IP as 10.59 eV.
51

   For this reason, we calculated the IPA for TNT by 

CBS-QB3 which was found to be 10.685 eV.  In this context, B3LYP (10.54 eV) and 

B2PLYPD (10.80 eV) outperformed CAM-B3LYP (10.99 eV) and ωB97XD (10.91 

eV).  B2PLYPD is, however, much more costly than B3LYP.  MP2 failed as the IP 

was calculated to be 11.57 eV using the ΔE method.  Interestingly, B2PLYPD 

reproduced the adiabatic IP calculated using CBS-QB3 accurately. 

The IPA was calculated as well by performing a geometry optimization on the 

cation with B3LYP and the 6-31+G(d,p) basis set followed by a single point energy 

calculation using B2PLYPD with the 6-31+G(d,p) basis set.  The resulting IP for all 

the explosives was on average 0.25 ± 0.03 eV less (with the exception of RDX that 

was 0.50 eV less) than the calculated IP without including the geometry optimization.  

If we take into account the stabilization energy from optimizing the cation geometry 

of TNT, the B2PLYPD predicted IPA was found to be 10.56 eV.  This result makes 

B2PLYPD level calculations at least consistent with CBS-QB3 at a fraction of the 

cost.   

TATP was reported by Mullen et al  to have an expected IP between 9.4 and 

9.7 eV using pulsed laser ionization mass spectroscopy.
3
  These values were obtained 
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by the assertions that the 9.4 eV IP energy was the six photon energy of their laser 

(795 nm) which they used to cause ionization of TATP and the 9.7 eV IP is that of 

acetone.  B3LYP and B2PLYPD calculations determined the IP to be 8.59 eV and 

8.55 eV, respectively, which is considerably lower than the expected result.  

However, it is not clear if this is due to inaccuracy of our calculations or if a 575 nm 

laser would also produce ionization through a four photon reaction.  Further 

experimental evidence is required to validate our results. 

The experimental IP for RDX could not be found in the literature.  Our results 

from CBS-QB3 calculations found the IPA to be 9.99 eV.  B3LYP and B2PLYPD 

calculated the IP to be 10.68 and 10.65 eV, respectively.  If the geometry optimized 

cation was used, IPA calculated using B2PLYPD is 10.15 eV, which again is 

consistent with CBS-QB3.  These results are consistent with the remaining explosives 

studied herein. 

4.4.3 Electron Affinity (EA) 

 It was the case for RDX, HMX, HMTD, and TATP that their molecular 

geometries were unstable when a geometry optimization was performed on the 

anionic form.  For instance, HMTD in the reduced form was seen to break one of the 

oxygen to oxygen bonds.  As a result, we have focused on the EA from the 

perspective of an equilibrium ground state geometry rather than attempting to make 

the same adiabatic correction which was made to the IP calculations.  The EA for the 

six compounds, as calculated by Equation 2, was reported in Figure 5 for the hybrid 

DFT, double hybrid, and MP2 methods.  The MP2 level calculation yielded orbital 
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eigenvalues for the LUMO level which were inconsistent in magnitude and sign with 

those calculated using the other methods tested herein; however, the ΔE method 

produced consistent and improved results for calculating the EAV.  The vertical EA 

(EAV) was calculated using CBS-QB3 and were taken to be the negative of orbital 

eigenvalues of the LUMO state using Koopmans’ theory.  These values were taken to 

be the expected experimental results and have henceforth been used to compare the 

accuracy of the other methods tested.  A positive value of the EA indicates that the 

reduction reaction is exothermic.  RDX, HMX, TNT, and PETN had positive 

reduction potentials as expected while the peroxides have negative values.  The 

values ranged between 2.5 and 0.4 eV for the former and -0.6 and -2.0 eV for the 

latter compounds.  The EAs were very dependent on the computational method and to 

a lesser extent on the basis set.   

Using CBS-QB3, the EAs for RDX, HMX, PETN, and TNT were found to be 

0.61, 0.70, 0.40, and 0.11 eV, respectively, while the EAs TATP and HMTD were 

both found to be -1.12 eV.  There are no experimentally determined EAs of these 

compounds, with the exception of TNT which has been determined to be between 

0.6-0.7 eV.
52,53

  The difference between the experimental EA for TNT and the one 

calculated herein could be a combination of experimental error (minimum of 0.2 

eV)
53

 as well as an expected difference between the EAV and EAA.  The EAA for TNT 

as approximated by a B3LYP geometry optimization and B2PLYPD 6-311+G(d,p) 

single point calculation of the anionic TNT which resulted in a correction of 0.16 eV 

making the EAA for TNT approximately 0.27 eV.   
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It is clear from Figure 5 that the single and double hybrid DFT methods did 

not perform well on TNT.  The error in the TNT EA was essentially consistent 

between the methods; however, it is not clear as to the source of such a deviation.  

These methods did perform relatively well for the remaining unconjugated systems.  

ωB97XD had a larger deviation from the benchmark CBS-QB3 value for TATP and 

HMTD than the other methods tested though.  

Figure 5. Electron affinities (EA) of the six explosives studied: RDX (red), HMX 

(green), TNT (cyan), PETN (gold), TATP (blue), and HMTD (black); as calculated 

by: B3LYP, CAM-B3LYP, ωB97XD, B2PLYPD, MP2, and CBS-QB3; using the 

basis sets: 6-31+G(d,p), 6-311+G(d,p), and 6-311+G(3df,2p). 

 

 

The mean average deviation (MAD) was calculated with respect to the CBS-

QB3 value and has been reported in Figure 6.  It is clear that while B3LYP 

performed well for predicting the IP, it performed the worst for EAs.  CAM-B3LYP 

and ωB97XD were comparable but marked a large improvement over B3LYP while 

B2PLYPD outperformed the three.  The EA as calculated by MP2 matched most 
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closely with the EA 

predicted by CBS-QB3 

even though the former was 

calculated using the ΔE 

method and the latter was 

from Koopmans’ theory.  As 

B2PLYPD is similar in cost 

to MP2, the next cost 

effective method tested, by 

comparison, was ωB97XD/6-

311+G(3df,2p).  

4.5 Conclusions 

 Three hybrid DFT methods (B3LYP, CAM-B3LYP, and ωB97XD), the 

double hybrid B2PLYPD, and the wave function method MP2 were tested with three 

basis sets (6-31+G(d,p), 6-311+G(d,p), and 6-311+G(d,p)) along with a complete 

basis set method, CBS-QB3, in their application to predicting the IPs and EAs for six 

common explosive molecules.  Calculations were performed on minimized neutral 

ground state geometries optimized by B3LYP as well as the geometry optimized 

ionized forms.  The IP was found using both Koopmans’ theory and the ΔE method 

with the latter being representative of experimental evidence reported in previous 

works which were also consistent with the IPA calculated by CBS-QB3 for two test 

molecules.  The predictive quality of the various methods depended on the property 

Figure 6.  Electron affinity (EA) mean average 

deviation (MAD) from the CBS-QB3 LUMO orbital 

eigenvalue as calculated by the B3LYP, CAM-B3LYP, 

ωB97XD, B2PLYPD, and MP2 methods using the 6-

31+G(d,p), 6-311+G(d,p), and 6-311+G(d,p) basis sets. 
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of interest (IP or EA) with B3LYP and B2PLYPD performing well for IP while MP2 

and B2PLYPD performed the best for EAs.  B2PLYPD consistently outperformed the 

other DFT methods; however, it is substantially more costly.  The long-range 

correlated DFT functionals performed well for EAs but poorly for predicting IPs.  

The results should be useful in guiding further research in the field of explosives 

detection via fluorescence quenching and mass spectroscopy. 
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Chapter 5: Experimental and TD-DFT Study of Optical Absorption of Six 

Explosive Molecules: RDX, HMX, PETN, TNT, TATP, and HMTD 

5.1 Abstract 

Time dependent density function theory (TD-DFT) has been utilized to 

calculate the excitation energies and oscillator strengths of six common explosives: 

RDX (1,3,5-trinitroperhydro-1,3,5-triazine), β-HMX (octahydro-1,3,5,7-tetranitro-

1,3,5,7-tetrazocine), TATP (triacetone triperoxide), HMTD (hexamethylene 

triperoxide diamine), TNT (2,4,6-trinitrotoluene), and PETN (pentaerythritol 

tetranitrate).  The results were compared to experimental  UV-Vis absorption spectra 

collected in acetonitrile.  Four computational methods were tested including: B3LYP, 

CAM-B3LYP, ωB97XD, and PBE0.  PBE0 outperforms the other methods tested.  

Basis set effects on the electronic energies and oscillator strengths were evaluated 

with 6-31G(d), 6-31+G(d), 6-31+G(d,p), and 6-311+G(d,p).  The minimal basis set 

required was 6-31+G(d); however, additional calculations were performed with 6-

311+G(d,p).  For each molecule studied, the natural transition orbitals (NTOs) were 

reported for the most prominent singlet excitations.  The TD-DFT results have been 

combined with the IPv calculated by CBS-QB3 to construct energy level diagrams for 

the six compounds.  The results suggest optimization approaches for fluorescence 

based detection methods for these explosives by guiding materials selections for 

optimal band alignment between fluorescent probe and explosive analyte.  Also, the 

role of the TNT Meisenheimer complex formation and the resulting electronic 
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structure thereof on of the quenching mechanism of II-VI semiconductors is 

discussed. 

5.2  Introduction 

The detection and quantification of explosive molecules continues to be an 

active area of research with various security and military applications.  Many 

laboratory-based approaches have been developed to detect these types of molecules 

including pulse laser ionization time of flight mass spectroscopy,
1-3

 laser induced 

photofragmentation,
4
 ion mobility spectrometry,

5,6
 HPLC-diode array detection,

7,8
 

LC/MS-atmospheric pressure chemical ionization,
9
 and Raman.

10,11
  In addition, 

detection methods based on colorimetry
12,13

 and fluorescence
14,15

  have been 

developed.  While laboratory-based methods offer high sensitivity and specificity, 

colorimetric and fluorescence methods are both lower in cost and easier for field 

deployment.  Colorimetric methods utilize a reagent that produces a color change 

when reacted with the target analyte.  Fluorescence-based approaches typically 

monitor luminescence intensity changes of a probe exposed to an explosive analyte.   

  While there have been several reports utilizing different fluorescent probes, 

quantum dots (QDs) made from CdSe,
16

 CdTe,
17,18

 CdTe/CdS,
19

 CdSe/ZnS,
20

 and 

ZnS:Mn
21

 have received increasing attention due to their size tunable emission 

spectrum, high fluorescence quantum yield, and stability against photobleaching.  A 

recent report using QD as the fluorescence probe reported the detection of TNT on 

manila envelope substrates achieving detection limits of 5 ng mm
-2

.
17

    The 

application of QD based detection methods has been limited to TNT, wherein the 
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binding mechanism to the QD probe has been through the formation of Meisenheimer 

complexes in which QD bound primary amine capping ligands bond with the electron 

deficient TNT molecule at the same ring site as the methyl group.
22

  Conjugated 

fluorescent polymers have proven to be very effective in the detection of TNT in the 

gas phase,
23

 surfaces,
24

 and to a wide range of other explosives,
25-28

 while thin layer 

chromatographic plates containing fluorescent a polymer are effective in increasing 

selectivity while maintaining low detection limits.
29

  For both probe types described 

above, the mechanism of detection is through luminescence quenching.  That is, the 

amount of quenching is directly related to the concentration of the target analyte.   

One possible fluorescence quenching mechanism involves the photoexcitation to an 

excited state of a probe molecule or QD with subsequent excitation transfer to a 

nearby analyte that has an electronic acceptor state energetically below the excited 

state of the probe. The relaxation that follows is non-radiative, and is typically back 

transfer to the ground state of the probe.  Therefore, detailed knowledge of the energy 

levels of the target analyte and its vertical and adiabatic electron affinities (EAV and 

EAA, respectively) is critical to understanding this mechanism further.  

For many of the above described methods, the absorption of light by the target 

analyte plays a critical role in the detection methodology.  For most energetic 

molecules, the absorption of light is in the UV to deep UV region.  Consequently, 

pulsed laser induced photoionization can utilize multiphoton ionization from a low 

energy excitation source.
2,30,31

  Of course, non-linear absorption is very sensitive to 
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pump fluence,
32

 making knowledge of the ionization energy critical to the 

optimization of target ionization while minimizing background interference.   

As a companion to our previous study in which we reported the IP and EA for 

the same six explosives,
33

 we have characterized the singlet transitions by TD-DFT 

and report the natural transition orbitals (NTOs)
34

 associated with the UV to deep UV 

excitations for six explosives: RDX (hexogen), β-HMX (octogen), TATP (triacetone 

triperoxide), HMTD (hexamethylene triperoxide diamine), TNT (2,4,6-

trinitrotoluene), and PETN (pentaerythritol tetranitrate).  Their molecular structures 

are shown in Figure 1.  The excited state orbitals may play an important role in 

understanding fluorescence quenching, as adequate orbital overlap of the acceptor 

state in the analyte is 

critical for efficient 

electron transfer and related 

fluorescence quenching.
35

  

The combination of IP, EA, 

and absorption energies can 

provide a more complete 

picture of these molecules 

fluorescence quenching 

mechanisms. 

Herein, we  report the experimentally determined absorptivity of the six 

molecules and the calculation of the component oscillators from geometry optimized 

Figure 1.  Molecular structure of the six explosives 

studied: RDX, HMX, TNT, PETN, TATP, and HMTD. 
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ground states with the application of B3LYP,
36

 CAM-B3LYP,
37

 ωB97XD,
38

 and 

PBE0.
39

  This class of compounds offers a test of current DFT methods, as the 

systems are highly correlated and involve charge transfer excitations.  Each functional 

was tested against all six explosives with four basis sets to evaluate the effects on 

both the absorption energy and oscillator strength including: 6-31G(d), 6-31+G(d), 6-

31+G(d,p), and 6-311+G(d,p).  Utilization of PBE0 for TD-DFT calculations has 

been shown to be very effective
40

 and was found to have the least mean absolute error 

in a study comparing 500 compounds and 29 functionals.
41

  Long range corrected 

funcitonals like ωB97X and CAM-B3LYP have been reported to improve the 

prediction of charge transfer excitations.
37

  We find good agreement between 

experimental and TD-DFT determined absorption energies. 

5.3 Experimental and Computational Methods 

5.3.1 Chemical Preparation and Optical Absorption 

Solutions (1mg/mL)  of 1,3,5-trinitro-1,3,4-triazinane (RDX), 1,3,5,7-tetranitro-

1,3,5,7-tetrazocane (HMX), 2-methyl-1,3,5-trinitrobenzene (TNT), 3-nitrooxy-2,2-

bis(nitrooxymethyl)propyl nitrate (PETN), 3,3,6,6,9,9-hexamethyl-1,2,4,5,7,8-

hexoxonane (TATP), and 3,4,8,9,12,13-hexaoxa-1,6-diazabicyclo[4.4.4]tetradecane 

(HMTD) were made in acetonitrile (CHROMASOLV HPLC gradient grade).  Further 

1:50 dilutions were prepared for all compounds except TNT which was diluted 1:100 

for UV-Vis analysis.  UV-Vis absorption spectra were collected using a Hewlett 

Packard 8452A diode array UV-Visible spectrometer with a spectral resolution of 2 

nm in a 1cm quartz cuvette.      
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5.3.2 TD-DFT of Singlet Excited States 

All calculations were performed using the Gaussian09
42

 program on a Sunfire X2200 

M2 x64 server (2x Opteron quad core).  Calculations were performed on geometry 

optimized structures in the gas phase.  The geometries of the six organic explosive 

molecules (RDX, β-HMX, TATP, TNT, PETN, and HMTD) were minimized using 

B3LYP/6-31+G(d,p).  The minimized geometries were verified by calculating the 

vibrational energies to confirm there were no imaginary frequencies.  Four TD-DFT 

methods were compared including: B3LYP, CAM-B3LYP, B97XD, and PBE0.  

For each method, four basis sets were tested for each of the six molecules including: 

6-31G(d), 6-31+G(d), 6-31+G(d,p), and 6-311+G(d,p).  Vertical absorption energies 

and oscillator strengths were extracted and fit with a series of Gaussian peaks with a 

half width at half max (HWHM) of 0.333 eV, followed by summation of the Gaussian 

series.  This value proved effective at emulating the experimental data.  This standard 

operation was completed using GaussView5.  Natural transition orbital analysis was 

conducted using PBE0/6-311+G(d,p).   

5.4 Results and Discussion 

5.4.1 Optical Absorption 

 The UV-Vis electronic absorption spectra of six explosives were collected in 

acetonitrile and shown in Figure 2.  RDX, HMX, and TNT all exhibited a strong 

absorption peak near 230 nm.  TNT had an additional shoulder around 260 nm and 

relatively low absorption that extended out to 400 nm.  PETN has an absorption 

maximum at or below 190 nm, while TATP and HMTD had an absorption maximum 
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below 190 nm.  Each spectrum was fit with a series sum of Gaussian peaks to identify 

the absorption maximum of separate absorption components.  The spectral fits were 

reported in Figure S1.  The RDX and HMX spectra exhibited similar absorption 

peaks at 236 and 230 nm with absorptivity of 10,570 and 22,460 M
-1

 cm
-1

, 

respectively.  The two 

compounds have negligible 

absorption at wavelengths longer 

than 300 nm.  PETN exhibited 

absorption below 235 nm and an 

absorption max <190 nm, with 

an absorptivity 10,230 M
-1

 cm
-1

 

at 210 nm.  The TNT spectrum 

was more complex than that of 

the other molecules studied.  To 

model this spectrum, we used a 

series of five Gaussian peaks 

with absorption maxima and 

absorptivity of: 198 nm (14370 

M
-1

 cm
-1

), 229 nm (14020), 254 

nm (10,030), 298 nm (2710), 

326 nm (2670).  It is unlikely the 298 nm fit feature is significant.  The measured 

absorptivity at 254 nm was 12,160 M
-1

 cm
-1

.  The low absorption region of the TNT 

Figure 2.  Experimentally determined UV-Vis 

absorption spectra for six explosives: RDX 

(black), HMX (purple), PETN (cyan), TNT 

(green), TATP (yellow), and HMTD (red) in the 

full (A) and expanded (B) perspectives. 

 
A 

B 
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spectrum at wavelength longer than 300 nm can be more easily examined in the 

expanded absorption spectrum shown in Figure 2(B).  TATP had very little recorded 

absorption, see Figure 2(B), with an absorptivity of 260 M
-1

 cm
-1

 at 200 nm.  The 

spectrum could be fit with two Gaussians with absorption maxima at 194 and 220 nm.  

HMTD exhibited a very similar absorption spectrum to TATP; however, it had 

approximately eight times the absorptivity at 200 nm measured to be 2,040 M
-1

 cm
-1

.  

The spectrum could also be fit with two Gaussians with absorption maxima at 188 

and 226 nm.  

5.4.2 Predicted UV-Vis Spectra 

 Basis set effects were first evaluated using 6-31G(d), 6-31+G(d), 6-

31+G(d,p), and 6-311+G(d,p), in which it was determined a minimal basis set 6-

31+G(d) was sufficient to remove significant errors (see Figure S2 in which PBE0 

results of the absorption energies and oscillator strengths as a function of basis set 

were reported); however, we decided to conduct subsequent calculations with the 

larger 6-311+G(d,p).  For each of the explosives studied, the predicted UV-Vis 

spectra as calculated by TD-DFT methods: B3LYP, CAM-B3LYP, ωB97XD, and 

PBE0 using the 6-311+G(d,p) basis set were plotted against the experimental UV-Vis 

spectra and reported as Figure 3.  The resultant oscillator strength and peak position 

from the TD-DFT calculations were fit with Gaussian functions and summed to 

generate the predicted spectra.     

 B3LYP consistently predicted the lowest transition energies, while CAM-

B3LYP and ωB97XD were consistently higher than the other methods.  The latter 



 
 

111 
 

two methods produced essentially identical results for all the compounds studied, as 

can be seen in the RDX, HMX, TATP, and PETN spectra.  Slight variations between 

CAM-B3LYP and ωB97XD in oscillator strength were seen for TNT and HMTD; 

however, the absorption energies were the same.  All the methods failed to predict the 

240 nm absorption peak position of RDX and HMX accurately.  Instead, this peak 

appears as a shoulder in the RDX spectra at 225 nm.  The oscillator strength of this 

feature was relatively under predicted by ωB97XD and CAM-B3LYP, but was 

predicted well by PBE0 and B3LYP.  ωB97XD and CAM-B3LYP did not duplicate 

the 254 nm peak absorption energy that can be seen in the TNT spectrum, while 

PBE0 was in excellent agreement with the experiment.   

 As PBE0 was in essence an average of the methods tested and performed 

better in calculating the TNT spectra, we have used this method to study the 

molecular orbitals involved in selected transitions for the six explosives by NTO 

analysis.  PBE0 has been previously reported to provide improved results over other 

DFT functionals.
41

  The explosives under study are expected to have solvatochromic 

behavior which is the likely source of error between experimental and predicted 

spectra.  Future studies may improve results through explicitly including the first 

solvation shell by MD simulations as well as including a PCM model in the TD-DFT 

calculations, see Figure S3. 
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Figure 3.  TD-DFT predicted absorption spectra for the six explosives (RDX, HMX, 

TNT, PETN, TATP, and HMTD) as calculated by B3LYP (green), CAM-B3LYP 

(dashed-purple), ωB97XD (cyan), and PBE0 (red) using the 6-311+G(d,p) basis set.  

Spectra were calculated by fitting the predicted oscillators with 0.333 eV HWHM 

Gaussian peaks and summed to give each trace.  Experimentally determined UV-Vis 

spectra were provided in black. 
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5.4.3 Molecular Orbital Analysis Using Natural Transition Orbitals 

5.4.3.1 TNT 

 The experimentally determined absorption spectrum of TNT is presented in 

Figure 4.  As previously mentioned, the spectrum was fit with a series of Gaussian 

functions to deconvolute the component transitions (see supporting information 

Figure S1 for fit).  For TNT, five Gaussian line shapes were needed with λmax at 198, 

229, 254, and 298, and 326 nm.  As previously mentioned, it is not clear from this 

data that the 298 nm peak is a significant feature or if it is an artifact of the data 

fitting procedure, as the intensity is low relative to the other Gaussian functions used.  

The PBE0/6-311+G(d,p) predicted absorption energies and relative oscillator 

strengths were displayed as vertical red lines.  By using a sum of 0.333 eV HWHM 

Gaussian functions (which is a standard fitting protocol in the GaussView software) 

for each of the vertical transition energies, the predicted absorption spectrum was 
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generated (solid red line).  The resulting spectrum agrees very well with the 

experimental absorption spectrum.  Of the many predicted transitions, four have been 

selected which are both relatively large in oscillator amplitude and correlate well with 

the fit peaks.  For these four transitions, natural transition orbitals were calculated and 

plotted in the lower panel of Figure 4.   

 Transition A (194 nm) has a ground state made up of primarily of O (2p) non-

bonding (n) electrons located at the 2,6 positions, while the excited state is of O-N=O 

π* orbitals at the 2,6 and 4 position nitro groups forming a charge transfer (CT) 

excitation.  Transition B (230 nm) has a more complicated ground state of ring 

aromatic π orbitals and O (n) character, while the excited state is of π
*
 states within 

both the NO2 and ring groups.  Transition C (260 nm) has very similar MO structure 

both the ground and excited states at the transition B.  The π
*
 π assignment is 

consistent with previous reports and solvent dependent absorption energy of this 

peak.
43

  The low oscillator strength transition D (329 nm), which causes the 

broadening of the absorption spectrum in that region, is of O (n) orbitals at the 2,6 

nitro groups in the ground state and NO2 π
*
 orbitals of the same 2,6 nitro groups. 
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Figure 4.  Upper: UV-Vis absorption spectra of TNT (black line) as fit by 4 Gaussian 

peaks: 1 (green), 2 (blue), 3 (purple), 4 (orange), and 5 (cyan); and the sum of the fit 

peaks (open grey circles).  Also included is the PBE0/6-311+G(d,p) predicted 

absorption spectra (red), including relative oscillators (vertical lines), see Figure S2 

for actual values,  with markers A-D pointing to transitions with the most significant 

oscillator strength.  Lower: Natural transition orbitals of the hole and electron orbitals 

for the transitions corresponding to markers A-D. 
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5.4.3.2 RDX 

 The experimentally determined UV-Vis absorption spectrum of RDX (black 

trace) is presented in Figure 5.  The spectrum was fit with two Gaussian functions 

(green and blue traces) with λmax at 196 and 237 nm.  The latter transition has been 

described to be due to π* π transition
44

 with the former being attributed to σ, π, σ
*
, 

π
*
, and n states.

10
  Transition A (198 nm) has a ground state made up of a complicated 

mixture of states as predicted.  It is mostly n in character, with the n states on the 

oxygens and nitrogens, which mix to form an extended pseudo-π system across the 
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whole molecule.  The excited state is simply the N-NO2 π
*
 states, the transition of 

which as a result, is clearly C.T. in nature.  Likewise, transition B (214 nm) is an 

interesting π system created by the ring N atoms mixed with C-H and C-C σ bonds 

and some occupation due to O n states.  Once again, the excited state is due to the N-

NO2 π
*
 orbitals; however, it is more equally distributed across the molecule than 

transition A.  Finally, transition C (227 nm) is made up of mostly O n states mixed 

with the ring N n states; however, there is also some N-N and C-H σ bond character 

as well.  The excited state is again the N-NO2 π
*
 orbitals.   
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Figure 5.  Left: UV-Vis absorption spectra of RDX (black line) as fit by 2 Gaussian 

peaks: 1 (green) and 2 (blue); and the sum of the fit peaks (open grey circles).  Also 

included is the PBE0/6-311+G(d,p) predicted absorption spectra (red), including 

relative oscillators (vertical lines), see Figure S2 for actual values, with markers A-C 

pointing to transitions with the most significant oscillator strength.  Right: Natural 

transition orbitals of the hole and electron orbitals for the transitions corresponding to 

markers A-C. 
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5.4.3.3 HMX 

 The UV-Vis spectrum for HMX is presented in Figure 6 (black trace) along 

with a two Gaussian functions fit using λmax at194 nm and 229 nm.  The PBE0/6-

311+G(d,p) predicted absorption energies and relative oscillator strengths are 

reported (red vertical lines) as well as the reconstructed absorption spectrum (red 

trace).  Three absorption energies of interest were selected (A-C).  The molecular 

orbitals relating to each transition are shown in Figure 6 as well.   

 Transition A (209 nm) has a complicated ground state electronic structure 

consisting of O and N non-bonding with a small portion of C-H σ bonding electrons.  

The excited state is from N-NO2 π
*
 orbitals of the nitro groups which were planar to 

the ring structure.  Much of the electron density in the A ground state is ring centered, 

while the electron density of the excited state is localized on the NO2 groups as a C.T. 

type excitation.  The ground state of transition B (221 nm) was made up of O and ring 

N n states, while the excited state was again made up of the N-NO2 π
*
 orbitals of the 

perpendicular nitro groups this time.  Interestingly, there was a σ bond formed 

between the two ring N atoms made by the p orbitals, which with respect to the N-

NO2 group were anti-bonding but to each other formed a bonding interaction.  

Finally, transition C, which was low in oscillator strength in comparison to the others 

discussed, had a ground state made of the planar nitro group n states of O, while the 

excited state was again the planar N-NO2 π
*
 states. 
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Figure 6.  Left: UV-Vis absorption spectra of HMX (black line) as fit by 2 Gaussian 

peaks: 1 (green), and 2 (blue); as well as the sum of the fit peaks (open grey circles).  

Also included is the PBE0/6-311+G(d,p) predicted absorption spectra (red), including 

relative oscillators (vertical lines), see Figure S2 for actual values, with markers A-C 

pointing to transitions with the most significant or relevant oscillator strength.  Right: 

Natural transition orbitals of the hole and electron orbitals for the transitions 

corresponding to markers A-C. 
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5.4.3.4 TATP 

 Figure 7 shows electronic absorption of TATP (black track) .  The molecule 

had negligible absorptivity compared to the other molecules studied.  The 

experimentally determined spectrum was not fit as the result would be meaningless.  

The predicted absorption energy and relative oscillator strength as calculated by 

PBE0/6311+G(d,p) was presented, as well as the reconstructed absorption spectrum 

(red).  MO analysis of the transition labeled A shows a ground state of a mixed π and 

π* character derived from the non-bonding  oxygen orbitals, while the excited state is 

a O-O σ
*
 bond.  The oscillator labeled B was due to a transition between O non-

bonding states and an O-O σ
*
 bond. 
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Figure 7.  Left: UV-Vis absorption spectra of TATP (black line) as well as the 

PBE0/6-311+G(d,p) predicted absorption spectra (red), including relative oscillators 

(vertical lines), see Figure S2 for actual values, with marker A pointing to the 

transition with the most significant oscillator strength and marker B pointing to a 

lower energy transition.  Right: Natural transition orbitals of the hole and electron 

orbitals for the transitions corresponding to marker A and B. 
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5.4.3.5 HMTD 

 Electronic absorption of HMTD (black trace) is shown in Figure 8 and fit 

with two Gaussian functions centered at 188 and 226nm (blue and green traces).  

While this fit is certainly not unique, it did match nicely to the predicted spectrum and 

was left in for Figure 8 as a visual aid.  The PBE0/6-311+G(d,p) predicted absorption 

energies and relative oscillator strengths, as well as the reconstructed absorption 

spectrum, is presented (red) in which two transitions, A and B, have thusly been 

labeled.  The molecular orbitals for these two labeled transitions are also presented.   

 The ground state of transition A (189 nm) has an interesting structure made of 

a relatively small contribution from C-O σ bonds, but a majority contribution from 
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two N atoms n orbitals which point into the center of the molecule.  The excited state 

was the O-O σ
*
 orbital, with a small component due to a localized anti-bonding σ

*
 

configuration between the two N atoms.  Transition B shows contributions from both 

N and O non-bonding orbitals to the O-O σ
*
 states in the excited state. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8.  Left: UV-Vis absorption spectra of HMTD (black line) as fit by 2 Gaussian 

peaks: 1 (blue) and 2 (green); and the sum of the fit peaks (open grey circles).  Also 

included is the PBE0/6-311+G(d,p) predicted absorption spectra (red), including 

relative oscillators (vertical lines), see Figure S2 for actual values, with markers A 
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and B pointing to transitions of interest.  Right: Natural transition orbitals of the hole 

and electron orbitals for the transitions corresponding to markers A and B. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

5.4.3.6 PETN 

 The experimental UV-Vis spectrum of PETN (black trace) is shown in Figure 

9 along with a single Gaussian fit centered at 194 nm.  The absorption in this region 
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has been assigned to a π* π transition with C.T. from the carbon backbone to the 

NO2 groups.
45

  The PBE0 6-311+G(d,p) absorption energies and reconstructed 

absorption spectrum is presented in Figure 9 as well.  It should be noted that previous 

reports
45

 have found a shoulder in the absorption spectrum at 260-290 nm due to a 

π* n transition of the –NO2 groups; however, none of the TD-DFT methods tested 

calculated a non-zero oscillator in this region (though a zero oscillator was calculated 

for a 256 nm transition which did correspond to an π* n transition).  A shoulder 

appearing at ~260 nm was observed in our absorption spectrum at very low relative 

intensity (see Figure 2 expanded view).  The transition labeled A (198 nm) also 

corresponded to a ground state of C-H σ bonding and O non-bonding states, while the 

excited state was O-NO2 π* anti-bonding orbitals in which charge was transferred 

from the carbon backbone to the distal NO2 groups.   

 

 

 

 

 

 

 

Figure 9.  Left: UV-Vis absorption spectra of PETN (black line) as fit by 1 Gaussian 

peak (green).  Also included is the PBE0/6-311+G(d,p) predicted absorption spectra 

(red), including relative oscillators (vertical lines), see Figure S2 for actual values, 

with marker A pointing to the only transition.  Right: Natural transition orbitals of the 

hole and electron orbitals for the transitions corresponding to A. 
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5.4.4 Energy Levels 

 By combining the vertical ionization potentials (IPV) calculated by CBS-QB3 

with Koopmans’ theorem in our previous work
33

 and the absorption energies 

calculated herein, we have constructed an energy level diagram for each of the six 

explosive molecules, as shown in Figure 10.  For ease of comparison, the transitions 

described in Figures 4-9 have been indicated in Figure 10.  For RDX, TATP, 

HMTD, and PETN, the lowest 15 singlet transition energies are shown, while for 

HMX and TNT the first 40 are indicated.  The lowest energy shown is the highest 

occupied molecular orbital (HOMO) and the first vertical transitions with significant 

oscillator strength (see Figure S2) for HMX, TATP, HMTD, and TNT is the lowest 

unoccupied molecular orbital (LUMO).  For RDX and PETN, the LUMO transition is 

dark, having zero oscillator strength.   

 

Figure 10.  Calculated energy level diagrams for the six explosives: RDX, HMX, 

TATP, HMTD, TNT, and PETN.  Ground state energy (HOMO) is considered equal 

to the vertical ionization potential (IPV) taken from Cooper et al.
33

 as calculated by 
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CBS-QB3.  Excited states were calculated herein by TD-DFT with PBE0/6-

311+G(d,p).  Letters labeling transition are the same labels used in Figures 4-9 to 

highlight significant contributions to the absorption spectrum. 

 

 

These results should be useful in the design and optimization of explosives 

detection methods utilizing fluorescence quenching, as the unoccupied energy levels 

can act as acceptor states from the fluorescent probe.  For II-VI QD probes, the CB 

energies for CdTe, CdSe, CdS, ZnTe, ZnSe, and ZnS are all <5 eV vs. vacuum,
46,47

 

making them all likely candidates for fluorescence quenching by the explosive 

analytes, as all the explosives have a manifold of acceptor states in this range; 

however, possible issues in designing such systems are worth mentioning.   

One potential issue could be that RDX, HMX, TNT, and PETN all have 

exothermic electron affinities between 0.1 and 0.75 eV, while TATP and HMTD have 

identical endothermic affinities of -1.12 eV. Additionally,  RDX, HMX, TATP, and 

HMTD were seen to have unstable geometries in their reduced forms.
33

  Therefore, 

the charge transfer step from QD  explosive could cause degradation of RDX and 
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HMX analyte consequently resulting in a different fluorescence quenching 

mechanism than has been previously discussed insofar that the energy level alignment 

for electron transfer and back transfer between QD and explosive may not be 

applicable and thus warrants further investigation.   

A second issue could be band alignment with the VB of the QD, as an injected 

electron from the QD to an acceptor state in the explosive could decay to the LUMO 

level rapidly before back transfer can take place.  To minimize potentially destructive 

reduction of the analyte by the QD and to optimize the QD quenching stability over 

time, the back electron transfer should be favorable.  This would place a restriction on 

materials with VB levels below the LUMO level of the explosive analyte.  PETN has 

a LUMO level of 9.00 eV excluding any II-VI semiconductor.  RDX, HMX, and TNT 

(see section 3.5 about TNT-Meisenheimer complexes) have similar LUMO levels at 

about 8 eV, which leaves ZnO as the only candidate of II-VI semiconductors.  For 

TATP, the LUMO was calculated to be 6.35 eV; II-VI materials with VB edges lower 

than the LUMO are: ZnS, ZnSe, CdS, and CdSe.   HMTD has more flexibility in 

materials choices having a LUMO level of 5.08 eV, which includes the above listed 

materials plus ZnTe and CdTe.  Assuming fluorescence quenching is possible with 

TATP and HMTD and that the CB energy is relevant to the mechanism, one could 

design a fluorescence assay to distinguish between an unknown sample of peroxide 

based explosive.   
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5.4.5 Meisenheimer Complex 

As previously stated, QD based methods targeting TNT have utilized surface 

bound primary amines, which when exposed to TNT form a Meisenheimer complex, 

Scheme 1.
17,18,22

  From our predictions, it does not appear that TNT is capable of 

quenching materials like CdSe, CdS, ZnSe, or ZnS.  Therefore, the formation of this 

complex could be more 

significant to the quenching 

mechanism than previously 

thought.  The rational design of 

using QD surface bound 

primary amines has been proposed as a binding mechanism of the TNT to the QD 

surface so efficient quenching can take place; consequently, it is likely the resulting 

energy levels of the TNT change dramatically to allow for electron transfer to occur.   

To confirm this point we have investigated the Meisenheimer complex formed 

between 2,4,6-trinitrotoluene and propylamine (TNT-M).  Optimization of the 

structure was performed with B3LYP/6-31+G(d,p) and a vibrational spectrum was 

calculated to confirm that the minimized structure was reached.  The reaction 

enthalpy of Scheme 1 where R=(CH2CH2CH3) as calculated with B2PLYPD/6-

311+G(3df,2p) was -20.22 KJ mol
-1

.  Assuming the contribution from entropy to be 

small, the equilibrium constant (Keq) for this reaction would be 3.5x10
3
 in vacuum.  

This value is in good agreement with Sharma et al.
48

 in which the TNT + 

isopropylamine complex Keq was reported to be 2.94x10
4
 in DMSO.  

Scheme 1.  Formation of a Meisenheimer complex 

from the reaction of 2,4,6-trinitrotoluene with a 

primary amine.  
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The ionization energy (IE) was calculated using Koopmans’ theory
33

 by 

MP2/6-311+G(3df,2p) and found to be 8.727 eV and the exothermic electron affinity 

(EA) was 0.093 eV.  The IE energy of the complex represents a 2.74 eV shift 

compared to TNT while the EA of the two were within 0.1 eV of each other.  TD-

DFT calculations were performed using PBE0/6-311+G(d,p) in which the absorption 

energies and oscillator strength, given in parentheses, for the first 4 singlet excitations 

were found to be: 2.64 eV (0.1987), 3.46 eV (0.2069), 3.62 eV (0.0004), and 3.76 eV 

(0.0001).  The predicted UV-Vis spectra of TNT and TNT-M were reported in Figure 

11.  These results place the HOMO and LUMO level at 8.727 and 6.09 eV, 

respectively.  With this shift in the LUMO energy level, quenching of QD systems is 

much more likely.  This observation apparently confirms our conclusions regarding 

semiconductor selections and the role of the Meisenheimer complex in the quenching 

reaction. 

 

 

 

 

 

 

Figure 11.  Predicted UV-Vis spectrum of TNT (black) and a TNT Meisenheimer 

complex with propylamine (blue) with TD-DFT PBE0/6-311+G(d,p).  Solid traces 

correspond to units of absorptivity (left axis) while vertical lines relate to the 

oscillator strength (right axis). 
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 Additional observations of QD fluorescent quenching by 2,4,6-trinitrophenol 

(picric acid) have been reported.  The Meisenheimer complex formed between picric 

acid (PA) and propylamine was examined in which the reaction enthalpy was 

calculated with B2PLYPD/6-311+G(3df,2p) and was -8.86 KJ mol
-1

.  This is 11.36 

KJ mol
-1

 less than the Meisenheimer complex formed with TNT.  Therefore, the 

expected ratio of Meisenheimer formation of TNT to PA is ~10:1.  The IE and EA of 

PA were calculated by MP2/6-311+G(3df,2p) which were 11.214 and 0.583 eV as 

well as the picric acid Meisenheimer complex (PA-M) which were 9.121 and 0.194  

eV, respectively.  The first four singlet excitation absorption energies and (oscillator 

strengths) were calculated with TD-DFT PBE0/6-311+G(d,p) and were: 2.82 eV 

(0.203), 3.61 (0.186), 3.74 (0.003), and 3.824 (0.000).  The predicted UV-Vis spectra 

of both the PA and PA-M complex were reported in Figure 12.   

Figure 12.  Predicted UV-Vis spectrum of picric acid (black) and a picric acid 

Meisenheimer complex formed with propylamine (red) with TD-DFT PBE0/6-

311+G(d,p).  Solid traces correspond to units of absorptivity (left axis) while vertical 

lines relate to the oscillator strength (right axis). 
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 The LUMO level shift of the PA is very similar to that of the TNT-M 

complex.  These results indicate that PA will quench QD PL less effectively than 

TNT which is consistent with some
18,20,25

 and contradictory to other
21

 reports.  The 

energy level diagram of the TNT, TNT-M, PA, and PA-M was presented in Figure 

13. 

 

 

 

 

 

 

Figure 13.  Energy level diagram of TNT, TNT Meisenheimer complex formed 

between TNT and propylamine (TNT-M), picric acid (PA), and picric acid 

Meisenheimer complex with propylamine (PA-M).  The lowest energy level, 

corresponding to the HOMO, was calculated by MP2/6-311+G(3df,2p) and 
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determined using Koopmans’ theory.  Unoccupied energy levels were determined by 

TD-DFT PBE0/6-311+G(d,p). 

 

 

5.5 Conclusions 

We have calculated the singlet excitations of six common explosives: RDX, 

β-HMX, TATP, HMTD, TNT, and PETN by TD-DFT methods including: PBE0, 

ωB97XD, CAM-B3LYP, and B3LYP with several basis sets including: 6-31G(d), 6-

31+G(d), 6-31+G(d,p), and 6-311+G(d,p).  The best agreement between 

experimentally determined absorption energies and those calculated by TD-DFT was 

with the PBE0 functional, with the smallest basis set of 6-31+G(d); however, all 

analysis was performed at the higher 6-311+G(d,p).  In general, the long range 

corrected ωB97XD and CAM-B3LYP functionals performed identically in most 

cases and tended to predict higher absorption energies than PBE0 or B3LYP, while 

B3LYP predicted the lowest energy excitations.  Natural transition orbitals were 

calculated for the major contributing oscillator components to the absorption spectra 

with PBE0/6-311+G(d,p).  The results offer visualization of the hole and electron 

densities associated with UV to deep UV absorption.  By combining IPV at the CBS-
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QB3 level and TD-DFT, energy level diagrams were reported for each of the six 

compounds.  The energy level diagram can be utilized to assist in designing 

fluorescence quenching detection methods that utilize a donor/acceptor model like 

those proposed in QD and fluorescent polymer probe studies.  Analysis of TNT and 

picric acid (PA) Meisenheimer complexes indicate the energetic shift of the HOMO 

level is responsible for the QD PL quenching observed while the uncoordinated TNT 

and PA are not predicted to be efficient quenchers for any II-VI semiconductor 

system except ZnO.   
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5.6 Supporting Info 

Figure S1.  Fits (colored Gaussians and gray open circles) generated for the 

experimentally measured UV-Vis spectra (black) of RDX, HMX, TNT, PETN, 

TATP, and HMTD in acetonitrile and the fit residuals (black dots). 
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Figure S2.  Absorption energies calculated by TDDFT PBE0 for four basis sets (6-

31G(d), 6-31+G(d), 6-31+G(d,p), and 6-311+G(d,p)) for the six explosives (RDX, 

HMX, TATP, HMTD, TNT, and PETN).  The size of the horizontal line is 

proportional to the oscillator strength.  For several absorption energies, the actual 

oscillator strength is provided.  For RDX, HMX, TATP, and TNT the magnitude of 

the first absorption oscillator strength is too small to be clearly visible on the plot so it 

has been accentuated with an arrow head. 
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Figure S3. Calculated UV-Vis spectrum with TDDFT PBE0/6-311+G(d,p) of RDX 

(black), HMX (purple), PETN (cyan), TNT (green), TATP (yellow), and HMTD (red) 

with IEFPCM solvent model with acetonitrile (solid trace) and in the gas phase 

(dotted trace). 
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Chapter 6. Exciton Dynamics of CdS Thin Films Produced by Chemical Bath 

Deposition and DC Pulse Sputtering 

6.1 Abstract 

 Two CdS thin film samples deposited on glass substrates for use as a window 

layer in CdTe and copper indium gallium diselenide (CIGS) solar cells were studied.  

The samples were prepared by direct current pulse sputtering (DCPS) and chemical 

bath deposition (CBD) which were studied by UV-Vis, SEM, XRD, and ultrafast 

transient absorption (TA) spectroscopy.  The exciton and charge carrier dynamics and 

of the two films within the first 1 ns following photoexcitation were studied by a 

white light probe.  Singular value decomposition of the differential absorption 

spectrum was performed, in which the time dependence of the bleach recovery was fit 

globally with a multiexponential function to uncover the spectra of different transient 

species.  The excited electrons of the DCPS sample decays through 1.8, 8, 65, and 

450 ps time constants attributed to donor level electron trapping, valence band (VB) 

 conduction band (CB) recombination, shallow donor recombination, and deep 

donor recombination, respectively.  The CBD sample has time constants of 6, 65, and 

450 ps which were attributed to CBVB recombination, sulfur vacancies (VS ) 

recombination, and VS oxygen interstitial (Oi) donor acceptor pair (DAP) 

recombination, respectively.  It was concluded that the DCPS deposition technique 

produces films of lower defect density and improved carrier dynamics, which are 

desired for use in solar cell applications.   
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6.2 Introduction 

 The CdS/CdTe and CdS/CIGS (copper indium gallium diselenide) thin film 

solar cells have proven promising alternatives to Si for light harvesting.  Currently, 

the world record efficiency for CIGS is 20.4% set by Empa’s Laboratory for Thin 

Film and Photovolatics up from their previous 18.7% efficient cells.
1
  In these 

systems, a p-n junction is formed between the n-type CdS window layer and p-type 

absorber layer.  Fabrication of these layers has been an area of intensive research.  

Common methods of depositing the CdS layer include the use of chemical bath 

deposition (CBD),
2
 sputtering,

3
 electrochemical,

4
 close space sublimation (CSS),

2
 

laser ablation,
5,6

 vapor transport,
7
 spray pyrolysis,

8
 and others.  The intrinsic defect 

density produced by these techniques is an important factor for device performance 

and is the main focus of this work.  

 The native defects of CdS have been extensively studied by low temperature 

photoluminescence (PL)
9
 for a variety of synthesis and treatment methodologies 

including close space sublimation (CSS),
10,11

 laser ablation,
11

 chemical bath 

deposition (CBD),
10-13

 sputtering.
11,14

  As-grown close space sublimation (CSS) films 

have a dominant yellow PL band from 2.07 to 2.18 eV related to donor acceptor pair 

(DAP) recombination between cadmium interstitials (Cdi) or sulfur vacancies (VS) 

donor and an impurity acceptor.
10

  CBD films are reported to have a red PL band 

between 1.59 to 2.00 eV due to surface states and VS.
10

  DAP recombination in CBD 

films have also been reported to be 2.349 eV.
13

   The VS
2+

 has been reported to exist 

2.175 eV above the valence band edge (Ev + 2.175 eV) with Cdi
+
 and sulfur 
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interstitials (Si
-
) found at Ev + 2.012 eV and Ec – 2.275 eV, respectively.

13,15
  CBD 

prepared films are also reported to be dominated by red emission at 1.72 eV related to 

VS while RF-sputtering produced films with increased Cdi identified by PL from 2.10 

to 2.40 eV.
11

  Additionally, positron annihilation spectroscopy (PAS) has identified 

Cd vacancies (VCd) in CBD crystals
16

 as well as clustered neutral defects.
17

   

 Doping of CdS has also been studied in which acceptor dopants are added in 

an effort to produce a p-type material.  Inadvertent doping with oxygen during CBD 

deposition is common and is often not addressed or characterized in the literature but 

can reach values of 12 atom%.
18-20

  CBD films were found to contain an atom% ratio 

of Cd:S:O of 45.7:42.5:11.8 by XPS.
20

  Substitutional oxygen (O@S) was studied by 

density functional theory (DFT) but the oxygen 2p states did not alter the bandgap of 

CdS.
21

  Other studies have found similar results in that substitutional oxygen is 

electrically inactive.
22

  However, oxygen defects have been characterized as acceptor 

states at EV + 116 meV when added to CdS by ion implantation.
23,24

  The presence of 

oxygen can also influence intrinsic defect formation
25

 as well as crystalline grain size 

and optical absorption energy.
26

 In the case of ZnSe oxygen is suggested to dope the 

lattice interstitially, breaking the Zn-Se bond to attach to the Zn thereby causing a Se 

dangling bond.
22

   

 Herein, we have examined two CdS thin film deposition methods, CBD and 

DC pulsed sputtering (DCPS), for the fabrication of CdS window layers for solid state 

solar cell applications.  Characterization of the physical morphology and crystallinity 
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of the as-deposited films was accomplished by SEM and XRD.  The ultrafast exciton 

dynamics of photoexcited charge carriers in the two materials was characterized by 

femtosecond pump probe spectroscopy.  Data analysis using the technique of singular 

value decomposition (SVD) global fitting was employed to obtain the lifetime and 

wavelength dependence of the various recombination mechanisms of the exciton.  

The results are discussed in the context of defect related recombination and 

comparisons are drawn between the two deposition methods.  Insights gained from 

these studies are important for developing improved semiconductor thin films for 

solar energy conversion and other photonics applications. 

6.3 Experimental 

6.3.1 Sample Preparation 

6.3.1.1 DC-Pulse Sputtering 

The sputtered film was prepared by applying direct current pulses to a CdS 

target. The deposition was carried out in an argon atmosphere at 10 mTorr and 500 

W.  The bipolar asymmetric pulsed direct current power was 100 kHz, and the reverse 

time is 3 µs. 

6.3.1.2 Chemical Bath Deposition 

CBD CdS film was deposited through a heterogeneous reaction  on a glass 

substrate.  The reactants were comprised of cadmium acetate, ammonium acetate, 

ammonium hydroxide, and thiourea.  The temperature of the solution was maintained 

at 92 °C, and the reactants were continuously stirred at 400 rpm.  The deposition time 
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was 20 minutes, after which the substrate was rinsed with DI water, dried by 

spinning, and baked on a hot plate for 10 minutes at 110°C.   

6.3.2 Optical and Morphological Characterization 

6.3.2.1 Optical and Morphological Characterization of CdS Thin Films 

Absorption spectra were collected of the CdS thin films with a Hewlett 

Packard 845A diode array UV-Visable spectrometer.  A FEI Quanta 3D FEG 

Dualbeam scanning electron microscope (SEM) was used to image the two films.  

The films were grounded with copper tape and imaged with an accelerating voltage of 

5 kV, a current of 11.8 pA, and a working distance between 9 and 11 mm.  Grazing 

incidence x-ray diffraction was collected of the thin films using a Rigaku SmartLab 

x-ray diffractometer with a Cu-Kα source (0.0100 degrees step, 3.0000 deg min
-1

 scan 

speed).  The sample diffraction spectra were compared to the ICDD PDF-2/Release 

2011 database for peak identification. 

6.3.2.2 Transient Absorption Spectroscopy 

 Ultra-fast transient absorption pump-probe spectroscopy was conducted with a 

Quantronix laser system consisting of a Palitra-FS optical parametric amplifier 

pumped by an Integra-C Ti:Sapphire amplifier system.  This system has been 

described in detail elsewhere.
27

  Briefly, 795 nm, 820 mW, 150 fs pulses from 

Integra-C were split 9:1 between an optical parametric amplifier (OPA) and sapphire 

crystal, respectively.  A white light continuum from 450-800 nm was generated in the 

sapphire crystal.  The OPA was tuned to 460 nm (2.7 eV) and attenuated with neutral 
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density (ND) filters to probe the samples at five different excitation intensities, which 

were: 707, 220, 86, 46, and 24 nJ/pulse for the DCPS sample, and 890, 195, 86, 54, 

and 20 nJ/pulse for the CBD sample.  The differential absorption (dA) spectrum was 

collected over a pump probe delay period of 1,000 ps consisting of an average 

forward (-21000 ps) and reverse (1000  -2 ps) scans where 400 spectra were 

averaged per data point.   

 The TA spectra were analyzed with singular value decomposition (SVD) 

global fitting (GF) procedures written in-house for Matlab, the method of which has 

been previously described.
28

  To confirm and support SVD-GF results, single 

wavelength fitting for the DCPS and CBD samples were done at 510 and 490 nm, 

respectively.  

6.4 Results and Discussion 

6.4.1 Sample Morphology 

 The CdS thin film sample morphology was analyzed with SEM for both the 

DCPS and CBD deposition techniques, representative images were reported in 

Figure 1 (A-C) and (D-F), respectively.  The DCPS CdS film thickness was 100 nm 

and was uniformly spread across the glass surface as a dense smooth coating made up 

of small (20-30 nm) grains roughly spherical in shape, as determined by a 

perpendicular view of the films surface.  The CBD sample was approximately 70 nm 

thick and was made up of more loosely packed globular to spherically shaped grains 
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roughly 60 to 80 nm in size.  Also seen were larger, loosely scattered grains on the 

order of 160 to 250 nm. 

Figure 1:  Sample morphology of CdS films deposited by DC pulse sputtering 

(DCPS), top, and chemical bath deposition (CBD), bottom.  A/D:  SEM image at 74° 

tilt angle, 150k x magnification (A) and 20k x magnification (D); B/E: SEM image 

perpendicular to the substrate, 120k x magnification (B) and 50k x magnification (E); 

C/F photos of CdS coated glass slides collected against a white background and then 

digitally altered to blue to improve contrast. 
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 The crystallinity of the films was characterized using grazing incidence x-ray 

diffraction for the DCPS and CBD thin films, Figure 2.  The DCPS sample was 

hexagonal and the CBS sample was cubic.  In addition, the DCPS had increased 

crystallinity compared to the CBD sample as evidenced by the sharp and intense 

(002) peak.  

Figure 2.  Grazing incidence x-ray diffraction of DCPS (top) and CBD (bottom) 

deposited CdS thin films on glass.  Reference diffraction peaks are shown as short 

vertical lines and Miller indices provided for observed diffraction peaks. 
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6.4.2 UV-Vis Spectroscopy 

 The absorption spectra of the 

CdS thin films deposited by DC-PS and 

CBD were reported in Figure 3.  Both 

samples have a first exciton peak at 486 

nm (2.55 eV) which is consistent with 

the free electron absorption energy of 

bulk CdS.
29

  Also shown in Figure 3 is 

the laser line used to excite the CdS 

samples during the TA measurements. 

6.4.3 Transient Absorption Spectroscopy 

 The transient differential absorption (dA) spectra were recorded using a 460 

nm pump and white light probe (450-800 nm) for the DCPS and CBD samples over 

the interval from 0 to 1,000 ps delay between the pump and probe pulses.  The 

wavelength dependent transient absorption (excited state absorption) and transient 

bleach (ground state depletion) recoveries were visualized by a 3-D plot reported in 

Figure 4 (A/C) for the two samples, respectively, and a 2-D topographical plot 

shown in Figure 4 (B/C).  The DCPS sample has a transient absorption feature at 

450-470 nm, which did not fully recover to zero over the pump probe delay interval 

examined.  There was also an asymmetric Gaussian transient bleach feature with λmax 

= 510 nm, which recovered a majority of its amplitude within the pulse-width limited 

rise and 100 ps, with a fraction of the amplitude persisting through the remainder of 

Figure 3. UV-Vis absorption spectrum of 

CdS thin films coated on glass by DC 

pulse sputtering (DCPS), solid line, and 

chemical bath deposition (CBD), dotted 

line.  Vertical broken line at 460 nm 

indicates the laser line used to excite the 

samples during transient absorption 

experiments. 
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the delays recorded.  The CBD sample has a strong transient absorption feature below 

450 nm, with significant amplitude out to 1000 ps.  The transient bleach in this 

sample was blue shifted with respect to that of the DCPS sample, and was an 

asymmetric Gaussian feature with a λmax = 490 nm.  The pulse-width limited rise of 

the transient bleach recovered a majority of its amplitude before 200 ps delay, the 

remainder of which extended out to 1000 ps.  The bleach feature width was 

broadened in the CBD sample. 

Figure 4. Transient absorption differential absorption spectrum of CdS thin films 

deposed on glass by DCPS (A/B) and CBD (C/D) covering 1000 ps pump probe 

delay for wavelengths between 450-800 nm displayed in ¾ (A/C) and top down (B/D) 

views.  Pump = 460 nm. 
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6.4.3.1 Single Wavelength Fitting 

 Single wavelength time profiles were extracted from the data shown above for 

the λmax of the transient bleach feature and shown normalized in Figure 5 (510 and 

490 nm for DCPS and CBD, respectively).  From this plot, it is seen that the time 

profiles recover with a fast, medium, and slow time constant.  The two samples show 

very similar recoveries and differ primarily in the amplitude of the middle lifetime 

component, with the CBD sample having a larger amplitude in this region.    

 The bleach 

recoveries were fit with a 

triple exponential function, 

Equation 1.  Both time 

profiles could be fit with 

lifetimes of 8, 65, and 980 

ps.  The fit results were also 

shown (red lines) in Figure 

5.  From the single 

wavelength fits, the difference is small between the two samples, especially when 

lifetimes are concerned.  While the CBD sample has a larger amplitude for the 

medium decay, direct assignments regarding exciton dynamics are quite challenging.  

The samples differ in synthesis method, crystalline phase, and oxygen content; a more 

complete analysis technique is required to extract spectroscopic features, which can 

Figure 5.  Normalized time dependence of the 

differential absorption for CdS thin films deposited by 

DCPS (blue) and CBD (green) circles for probe 

wavelengths 510 nm (DCPS) and 490 nm (CBD) 

probe.  Triple exponential fit results are displayed as 

solid red lines.  Fit lifetimes were 8, 65, and 980 ps.  
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help to elucidate the effects of these differences on the exciton recombination 

dynamics.      

                    
  

  
  

       (1) 

6.4.3.2 Singular Value Decomposition 

 For transient absorption utilizing continuum probes, rich time dependent 

spectroscopic information can be obtained so long as one can deconvolute the time 

and wavelength dependence of the data.  The aims of doing so would be to obtain a 

single time constant for a given decay process which will have no significant 

wavelength dependence.  While determining the lifetime of a given process can be a 

valuable tool for understanding recombination processes, semiconductor dynamics 

more complicated than an ideal two-level system, and thus often have 

multiexponential recoveries which can be difficult to assign to a specific transition.  A 

greater depth of understanding can be gained from examining the wavelength 

dependent initial amplitude of each lifetime component.  We have applied this 

analysis technique successfully to ZnSe:Cu,
30

 core/shell/shell CdSe/ZnSe/ZnS,
31

 and 

alloyed CdxZn(1-x)Se/ZnSe/ZnS
32

 systems to deconvolute time resolved fluorescence 

and transient absorption peaks into separate spectral peaks that decay with single 

exponential lifetimes, thereby allowing for a more detailed discussion of the exciton 

recombination pathways associated with each lifetime component.  

 Convoluted data of pump probe time delay, probe wavelength, and signal 

intensity (dA in our case) can be easily addressed with singular value decomposition 
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(SVD).  This is the case for a given vector in three dimensional space in that 

orthogonal x, y, and z components of the vector may be described separately.  Such is 

also the case with a convoluted n x m matrix of TA data.  The SVD deconvolution 

produces a set of three matrices: an orthogonal n x n U matrix which depends only on 

wavelength (in our case), an orthogonal m x m V matrix depending on time, and n x 

m x   diagonal matrix containing eigenvalues.  These eigenvalues are relative 

magnitudes of the respective column vectors contained in the U and V matrices in the 

original data.  The SVD theorem is presented as Equation 2, in which V
*
 is the 

transpose of V.  

            (2) 

 An example of this procedure is shown in Figure 6 for the DCPS CdS thin 

film sample excited with a pump energy of 220 nJ pulse
-1

.  Figure 6 (A) shows the 

first two columns of the U matrix (red and blue), as well as the raw data at ten pump 

probe delay times (black  light gray, decreasing in black density at longer time 

delays).  In this plot, the first column vector contains the majority of the sample 

decay, while the second column vector is primarily due to the rise component of the 

data.  This point is also evident in the V matrix, Figure 6 (B), where the pulse-width 

(150 fs) limited rise is clearly visible as a sharp feature at early times of column 2.  

The column 1 vector contains the time dependence of the sample deconvoluted from 

the chirp and instrument response function (IRF).  Also shown in Figure 6 (C) are the 

eigenvalues of the diagonal   matrix, indicating that the first and second column 
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vectors in the V and U matrices contain the majority of the actual data.  The 

remaining components of the U and V matrices have no time or wavelength 

dependence which indicates they are due to noise in the data.  This is an added 

advantage of SVD, in that the SVD deconvolution filters a vast majority of unwanted 

noise and unwanted column vectors can be discarded. 
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Figure 6. Example of singular value decomposition of convoluted wavelength vs. 

delay vs. dA transient absorption pump probe spectroscopy of CdS DCPS thin film 

data (220 nJ/pulse) into a wavelength dependent U matrix (top), a delay dependent V 

matrix (middle), and   matrix of eigenvalues.  The first two column vectors of (1): 

red and (2): blue contribute to the majority of the data. 
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 An example of data reconstruction of the transient dA spectrum from the first 

three column vectors of the U and V matrices is shown in Figure 7 (A-G) for the 

DCPS sample excited with a pump power of 220 nJ pulse
-1

.  Shown in Figure 7 (B,D, 

and F) is the data reconvolution from the first, first plus second, and first through 

third column vectors along with the respective number of eigenvalues from   using 

Equation 2; while Figure 7 (C, E, and G) are the residuals, respectively.  It is 

evident that the majority of the data is contained within the first column vector; 

however, the residuals show a transient absorption feature which was not described.  

By including the second vector, the data and reconvoluted spectrum match well with 

no remaining signal left in the residuals.  Inclusion of third vector did not improve the 

reconstruction or the residuals, and in fact only added noise, so this data was 

truncated after two vectors. 
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Figure 7. Singular value decomposition reconstruction of CdS DCPS transient 

absorption differential absorption spectrum of the raw data (A).  Reconvolution of the 

data after SVD with one basis vector (B), two basis vectors (D), and three basis 

vectors (F).  Residuals are shown in C, E, and G; respectively. 

  

6.4.3.3 SVD-Global Fitting 

 From the SVD deconvolution procedure, an orthogonal time dependence trace 

was obtained which was fit with a 4 exponential function (Equation 1) for the DCPS 

sample, and a triple exponential function for the CBD sample.  Starting with the 

DCPS sample, the lifetimes were found to be 1.8 ± 0.2 ps, 8 ± 0.5 ps, 65 ± 3 ps, and 

450 ps.  The longest time constant is not an accurate lifetime, as data was collected to 

1 ns, which is not long enough to accurately fit the time dependence of this 

component.  It is worth noting that the 1.8 ps lifetime was not necessary when the 



 
 

164 
 

data was fit for a single wavelength of 510 nm, but turns out to be an important 

component in the recombination (this point with be discussed in more detail later).  

The CBD sample was fit with lifetimes of 6 ± 0.4 ps, 65 ± 3 ps, and 450 ps.  The 

lifetimes were independent of the pump flux.  An example of the fit result for the 

DCPS sample excited with 220 nJ pulse
-1

 is shown in Figure 8 (A) and the CBD 

sample excited with 195 nJ pulse
-1

 in Figure 8 (C), in which the wavelength 

dependent initial amplitude (B spectra) for the lifetimes as well as the sum of four B 

spectra is given.  For comparison, the raw data is also shown at six different pump 

probe time delays from 0.6 to 500 ps (colored as solid traces of decreasing gray 

densities outlined in black, respectively).   

For the DCPS sample, the global fitting uncovered a 484 nm centered 1.8 ps 

component, which was missed in the single wavelength fitting as its amplitude at 510 

nm is relatively low.  This feature is more easily seen in the 2D topographical plot, 

Figure 8 (B) in which the 1.8 ps component is mixed with the chirp (substrate 

response) and appears to have a time dependent red shift.  The 8 ps time constant 

(λmax = 507 nm) is blue shifted of the 65 ps component (λmax = 509 nm), which decays 

monochromatically to the 450 ps component.   

The CBD sample has a 6 ps (λmax = 470 nm) feature, which in the 

topographical plot has less spectral red shift than the DCPS sample over the same 0 to 

3 ps time interval.  This can also be seen in the topography plot Figure 8 (D).  The 65 

ps component (λmax = 484 nm) decays to a 450 ps component (λmax = 493 nm).  All 
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CBD sample components were blue shifted relative to the DCPS sample, but had 

similar lifetimes.  The discussion regarding the origin of these signals is continued 

below. 

Figure 8. Example of SVD fit results for DCPS (A), 220 nJ/pulse, and CBD (C), 195 

nJ pulse
-1

, B spectra showing the wavelength dependence of initial amplitude of the 

various time constants. Also shown is the sum total of the B spectra (green).  The raw 

data at a number of different time delays is also shown as solid traces of decreasing 

fill density from early to long delays.  The raw topographical plots of the dA recovery 

over the first 30 ps are shown in B/D, respectively, for reference.     
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 Further analysis of the B spectra was performed in an attempt to divide the 

broad asymmetric features of the B spectra by fitting each with a series of Gaussian 

peaks.  The fit results for the DCPS (220 nJ pulse
-1

) and CBD samples (195 nJ pulse
-

1
) were presented in Figure 9 (A) and (B), respectively, in which the B spectra for the 

various time constants are shown as solid traces decreasing in black density from fast 

to slow and outlined in solid black.  The Gaussian peaks used to fit the 1.8, 8, 65, and 

450 ps B spectra are shown as red, orange, green, and blue traces, respectively.   

Figure 9. Singular value decomposition global fit of CdS DCPS (left) and CBD 

(right) thin film dA spectrum of various time constants (solid traces of decreasing 

black density from fast to slow).  Multi peak Gaussian fit of each B spectra are shown 

as solid lines, colored: red, orange, green, and blue.   
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For the DCPS sample, the B spectra have three major bleach components at 

484, 507, and 539 nm.  The 484 nm peak has a lifetime of 1.8 ps which decays to the 

two 507 and 539 nm peaks.  The 507 nm peak has a lifetime of 8 ps and red shifts to a 

509 nm peak, which decays monochromatically via two lifetimes of 65 and 450 ps 

without a spectral shift.  The 539 nm peak decays triple exponentially with lifetimes 

of 8, 65, and 450 ps.  There were also several excited state absorption features seen in 

the DCPS sample.  The broad positive 1.8 ps feature starting at 530 nm and extending 

to the red is due to the chirp (substrate response) feature, which is partially mixed 

with this component towards the red wavelengths.  The blue transients are seen in the 

8, 65, and 450 ps lifetimes, but their λmax could not be determined.  

There were four significant CBD B spectra Gaussian fit peaks, the first of 

which was at 473 nm and has a lifetime of 6 ps.  The following dominant feature at 

486 nm decayed with a lifetime of 65 ps to a red-shifted peak at 494 nm with a 450 ps 

lifetime.  Two smaller contributions to the B spectra were found at 530 nm which 

have lifetimes of 65 and 450 ps .  There was a remaining peak at 570 nm which 

decayed with time constants of 65 and 450 ps.  Excited state absorption was also seen 

in this sample which extended blue of 465 nm with time constants of 65 and 450 ps.   

The blue positive transients in both samples are assigned to a photoexcited 

electron trapped in a shallow or deep donor state being excited again by the probe to 

higher levels in the VB.  This assignment is made because the recovery of these 
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features mirrors the recovery of the donor related recovery, as discussed in more 

detail later.   

 Each of the major Gaussian bleach features were plotted against the steady 

state UV-Vis absorption spectrum for the DCPS and CBD samples, Figure 10, 

respectively.  From this plot, it is clear “peak 1” for the DCPS sample is the first 

exciton absorption for CdS.  The following peaks 2 and 3 describe the exponential 

decay of the absorption spectra, the Urbach tail.  

 The CBD sample “peak 1” is blue shifted compared to Eg while “peak 2” is 

due to the first exciton absorption.  The origin of the blue shifted “peak 1” is 

discussed below.  The Urbach tail for this sample, described by peaks 3 and 4, is 

much broader than in the DCPS sample.  The broad absorption tail is consistent with 

an amorphous material rich defect level absorption,
33

 herein ascribed to Oi and VS 

states.  We attribute “peak 3” to absorption from CB to acceptor levels, while “peak 

4” is attributed to absorption from associated centers of Oi acceptor to VS donor 

states.    
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Figure 10.  UV-Vis spectrum (solid black) of the DCPS (top) and CBD (bottom) with 

the multi Gaussian fit peaks of the B-spectrum for the 220 nJ pulse
-1

 and 195 nJ pulse 
-1

, respectively.  Multipliers applied to peak 3 and 4 are shown to improve 

comparisons.   

 

 

 

 It should be made clear that a transient bleach feature found in the dA 

spectrum is related to depopulation of the ground state.  For CdS, the Eg is 2.55 eV as 

seen in Figure 10.  The DCPS sample 1.8 ps lifetime component with a spectral peak 

at 484 nm (2.56 eV) is assigned the trapping rate of photoelectrons from CB to 

shallow and deep donor levels.  The peak found at 507 nm (2.45 eV) which decays 

with an 8 ps lifetime represents a ~100 meV energy difference between the Eg energy.  
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The peak at 539 nm (2.30 eV) is 240 meV less than the Eg.  Because both of these 

peaks are transient bleach features, reduced absorption to or from these transitions 

was caused by stimulation of the sample by the pump.  We suggest the 2.45 eV peak 

is due to a excitation from the CB to a shallow donor state and the 2.30 eV peak to be 

due to a excitation from the CB to a deep donor.  Increased electron density in donor 

states caused by excitation of VB electrons to the CB and subsequent decay to these 

donor states would cause increased state filling and decreased absorption to these 

states from VBdonor excitation.  Therefore, the CB  donor, CB  VB, shallow 

donor  VB, and deep donor  VB translations are governed by lifetimes of 1.8, 8, 

65, and 450 ps, respectively.   

 The CBD sample peak at 473 nm (2.62 eV) represents absorption from the VB 

 CB, which at early delay times is blue shifted with respect to the expected Eg (2.55 

eV).  This is caused from a high donor density in the sample, which in turn 

overpopulates the CB to be overpopulated with electrons upon photoexcitation by the 

pump resulting in state filling and a shift in the apparent forbidden gap.  The 

following peak at 486 nm (2.55 eV) is related to the decreased VB  CB absorption 

after the overpopulated CB empties into donor states below the CB.  The peak at 530 

nm (2.34 eV) is Eg – 210 meV and is attributed to the CBacceptor excitation.  The 

remaining 570 nm peak (2.17 eV) is Eg – 380 meV which is due to acceptor to donor 

transitions. The acceptor level is associated with Oi and the donor levels are due to 

VS.  We attribute the increased VS to be caused by O doping. 
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 The above described transitions and recombination processes have been 

summarized in Figure 11 and refer specifically to the CBD dynamics.  The 

unpumped sample has a partially depopulated CB due to Oi acceptor states while the 

VS donor states are partially filled at room temperature.  Upon excitation by the pump 

pulse, electrons are depopulated from both Oi and VS states as well as the VB to fill 

the CB.  For early time delays, the CBVB transitions are blue shifted due to state 

filling.  After 1-2 ps electrons repopulate the VS states causing a red shift of the 

VBCB transition.  The remaining signals observed in the TA spectrum are due to 

depopulated acceptor state transitions to either donor levels or CB.  A number of 

recombination channels are possible involving the VS electrons.  We assign the first 8 

ps decay to recombination from CB  VB.  The 65 ps recombination can be 

attributed to VS to CB decay with the remaining 450 ps component due to VS to Oi
 

recombination. 
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Figure 11.  Mechanism of electron relaxation investigated by ultrafast pump probe 

spectroscopy stimulated by 460 nm pump and probed with white light (450-800 nm) 

continuum for the CBD sample.  Electrons in the unpumped ground state (GS) 

occupy the VB and partially both Oi acceptor and VS donor states.  Excitation with 

the pump laser depopulates the electrons, which decay back to the ground state via 

three lifetimes: 8, 65, and 450 ps.  The vertical transitions detail the origin of the 

observed features in the dA spectrum for this sample.  Labels 1-4 refer to the peak 

assignments made in Figure 8.  The relative occupation density of the CB and VS and 

depopulation of VB electrons (solid pink and black, respectively) are used as a visual  
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6.4.3.4 Power Dependence 

 The TA dA spectrum was recorded for each sample under five different pump 

fluences ranging from 24, 48, 86, 220, and 707 nJ pulse
-1

 for the DCPS sample; and, 

20, 35, 54, 195, and 890 nJ pulse
-1

 for the CBD sample.  The TA spectra were 

analyzed with the above described SVD-global fitting methodology, and the resulting 

B spectra were reported in Supplemental Figure S1.  Considering the optical density 

of the substrate and the laser spot area (1 mm
2
), the electron hole density created upon 

photo excitation ( ) ranged from 2.5x10
12

 to 1.1x10
14

 cm
-3

.  These densities are well 

below the Mott criterion (    
  ), where    is the bohr exciton radius, for 

significant exchange correlation effects and subsequent bandgap renormalization 

effects.
34

 

 The power dependence of the λmax of the B spectra Gaussian fit peaks for the 

two samples is shown in Figure 12.  The following “peak” labels refer to Figure 10 

labels, and have been colored respectively.   

Beginning with the DCPS sample, 1.8 ps B spectrum Gaussian fit “peak 1” 

had no amplitude at 24 nJ pulse
-1 

pump fluence, but increased with an inverse square 

root dependence from 2.52 eV to 2.56 eV from 48 to 707 nJ pulse
-1

, respectively.  

The observed Eg in the dA spectrum crossed the expected first exciton absorption 

energy slightly above the 86 nJ pulse
-1

 pump energy (1.1x10
13 

cm
-3

 photoelectron 

density).  The 8 ps time constant B spectra had two Gaussian fit peaks.  The first 

“peak 2” had an absorption energy of 2.41 eV at 24 nJ pulse
-1

 and increased with an 
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inverse square root dependence to 2.45 eV at 707 nJ pulse
-1

.  The Eg offset of this 

peak at 220 nJ pulse
-1

 was 110 meV.  The second peak in the 8 ps B spectrum, “peak 

3” was pump power independent, which has an absorption energy of 2.3 eV.  The Eg 

offset of this last peak was 250 meV.  Low donor density and fast recombination 

lifetime of the CB  VB transition can explain the reduced Burstein Moss shift in the 

DCPS sample.  Due to the Eg offset and that it is a bleach feature, “Peak 2” and “Peak 

3” are assigned to a VBdonor level absorption.  There are a number of donor states 

in CdS in this energy range, and little can be said about the identity of the states 

involved in the transitions.
10

  “Peak 2” was seen to have the same power dependent 

energy shift as “Peak 1”.  This indicates that a trapping process, lower in energy than 

“Peak 2,” which becomes saturated at higher powers allows for state filling in both 

Peak 1 and Peak 2 bands.   

For the CBD sample, the 6 ps B spectrum Gaussian fit has an absorption 

energy (“peak 1”) at the lowest excitation energy of 2.46 eV, which blue shifted with 

an inverse square root dependence to 2.66 eV at 890 nJ pulse
-1

.  In the 65 ps B 

spectrum, there were three Gaussian features of majority contribution.  The first peak, 

“peak 2”, started at 2.46 eV at the lowest pump power and blue shifted to 2.56 eV at 

the highest pump power with inverse square root dependence as well.  The second 

(“peak 3”) and third (“peak 4”) peak positions are power independent at 2.34 eV (530 

nm) and 2.18 eV (570 nm), respectively.  The lack of any power dependence of the 

latter two peaks is consistent with the assignment of these features due to CBVS 

and OiVS absorption as seen in the dA spectrum, respectively.  Also, the significant 
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shift of the apparent gap in the “peak 1” data suggests the donor density in the CBD 

sample was higher than the DCPS sample.  Due to the expected donor level of the VS 

states, “peak 4” is consistent with a VBVS transition.  The remaining “peak 4” is 

assigned to DAP absorption between OiVS. 

Figure 12. Plot of the laser pump induced photoelectron density vs. λmax of the DCPS 

(left) and CBD (right) B spectra Gaussian fit features.  Peak labels are with respect to 

Figure 9 assignments. Data fits are shown as solid lines. 

 

6.5 Conclusions 

 The excited state recombination of photoexcited charge carriers in CdS thin 

films prepared by DC pulse sputtering (DCPS) and chemical bath deposition (CBD) 

have been studied by ultrafast transient absorption pump probe spectroscopy.  The 

DCPS film of 100 nm thickness consists of the wurtzite crystalline phase, while the 

CBD sample of 70 nm thickness of zinc blende phase of lower crystallinity than the 

DCPS sample.  The oxygen content in the CBD sample was taken to be 

approximately 10%.  The differential absorption (dA) was monitored by a while light 

probe for the first 1 ns after photoexcitation by a 460 nm pump at five different 

excitation fluence.  SVD global fitting was applied to the dA spectra to obtain 
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wavelength independent lifetimes and time independent initial amplitudes (B spectra).  

The lifetimes of the DCPS sample were 1.8, 8, 65, and 450 ps which were related to 

carrier trapping in donor states, CBVB recombination, shallow donor 

recombination, and deep trap recombination, respectively.  The CBD sample has 

lifetimes of 6, 65, and 450 ps which were assigned to CBVB recombination, donor 

 VB recombination related to VS states, and donor acceptor pair (DAP) 

recombination due to VS  Oi, respectively.  Detailed analysis of the B spectra 

supports the above assignments and were compared for a range of pump fluence used.  

The results suggest that DCPS deposited CdS should provide improved performance 

in applications such as window layers in solid state solar cells.  This study also 

demonstrates the power of ultrafast laser spectroscopy in unraveling detailed 

information about exciton and charge carrier dynamics in semiconductors. 
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Figure S1. Singular value decomposition global fit B spectra of CdS DCPS thin film 

(A/B/C/D) for the 1.5 ps (A), 8 ps (B), 65 ps (C), and 450 ps (D) lifetimes for all 5 

pump powers: 707 (red), 220 (gold), 86 (green), 48 (blue), and 24 (purple) nJ/pulse.  

CdS CBD thin film B spectra (E/F/G) for the 6 ps (E), 65 ps (F), and 450 ps (G) 

lifetimes for all 5 pump powers: 890 (red), 195 (gold), 54 (blue), 35 (green), and 20 

(purple) nJ/pulse. 
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