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Abstract

Data-driven Applications and Decision Making Models in Natural Resources

by

Cristobal Andres Pais Martinez

Doctor of Philosophy in Engineering - Industrial Engineering and Operations Research

University of California, Berkeley

Professor Zuo-Jun Max Shen, Chair

The destructive potential of wildfires has been exacerbated by climate change, causing their
frequencies and intensities to continuously increase globally. In this context, increasing
wildfire activity across the globe has become an urgent issue with enormous ecological and
social impacts [61, 176]. Wildfires have consumed important areas and forest resources, as a
result, fire management expenditures have increased and thousands of homes and many lives
have been lost [56, 83, 189, 272]. Moreover, they have significantly impacted biodiversity
and greenhouse gas emissions at a global scale [24, 205, 237].

The current incidents across the globe highlight the need for preemptive policy measures
to reduce the risk of fire occurrence [102], managing the land in an effective way to protect
natural forests, agricultural areas, and human lives [73]. These concepts are included in what
is known as FireSmart Forest Management (FSFM) [340]. This paradigm considers oppor-
tunities in three dimensions: i) decrease of the fire behavior potential of the landscape, ii)
reduction of the potential for fire ignitions, and iii) increase in the fire suppression capability.

This dissertation aims at advancing the theory, practice, and large-scale implementation of
complex data-driven decision making and machine learning models in the context of land-
scape management under wildfire risk, integrating Operations Research, Computer Science,
and Data Science techniques. We focus our efforts on the understanding, evaluation, and
development of effective prevention and mitigation policies, with the potential of being im-
plemented practice, as well as exploring and developing new FSFM techniques.

We divided our study into three main aspects: Simulation, Decision-Making, and Machine
Learning. In Chapter 1, we focus on the development and evaluation of an accurate, flexible,
and efficient wildfire simulation model that can be integrated with data-driven decision-
making models. Empirical results on thousands of simulations show the high performance of
the model compared to existing solutions, highlighting its accuracy with real-life instances.
We then focus our efforts on its generalization in Chapter 2, seeking to adjust its main
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parameters to mimic the fire spread behavior observed in different regions of the world
where no empirical models are available. This, exploiting historical information for training
purposes using derivative-free optimization techniques to adjust the parameters of the model,
allowing us to capture current wildfire dynamics. Experiments performed on datasets located
in different regions of the world show the potential of the proposed method.

Second, in Chapters 3 and 4, we explore the integration of this model with landscape planning
decision-making models to derive robust fuel treatment policies to mitigate expected losses
due to future wildfire events, generating fire resilient landscapes. We study and compare
complex network algorithms to develop a mathematical model denoted Downstream Pro-
tection Value, capturing the importance of the different components of the land to provide
a natural prioritization of where mitigation actions should be implemented. An optimiza-
tion framework incorporating multiple variables to analyze the inherent trade-offs involved
in the planning process is developed, providing practitioners and researchers with an open-
source decision support system implementation involving multiple and potentially, opposing
objectives. We evaluate the performance of the proposed mathematical model compared
to existing solutions, highlighting its superior performance with thousands of experiments
involving uncertainty for landscapes located in North America. Several extensions are dis-
cussed providing future research directions in the field. We further expand this framework
in Chapter 5, incorporating wildfire suppression strategies derived from a novel multi-agent
decision-making model. In this application, a group of agents is deployed to the field once an
ignition or active fire is detected with the aim of containing or stopping it as soon as possible.
The sequential and temporal dimensions of the problem become a challenge to apply tra-
ditional modeling techniques. We develop a deep reinforcement learning algorithm focused
on exploiting the collaboration and coordination between independent agents. Extensive
computational results demonstrate the impact of including local rewards and the concept
of sub-groups of agents in the context of centralized training and decentralized execution
algorithms, leading to more complex and effective collaboration strategies between agents
belonging to the same group and the environment in general.

As part of our decision support system expansion, we build end-to-end machine learning
models to understand the wildfire phenomenon from a large-scale perspective. For this, in
Chapter 6, we explore the impact of different landscape compositions on the risk of wildfire ig-
nition using remote sensing data to support challenging landscape planning decisions. Using
a custom convolutional neural network model integrated with state-of-the-art visualization
techniques, we highlight the main areas of interest for the deep learning model, focusing our
efforts on the interpretation of the results. This, to open the artificial intelligence black-box
to fully understand the rationale behind the results and the different risk levels associated
with characteristic spatial patterns observed in the land. We validate our results with pre-
vious studies using similar datasets, noting how the proposed model significantly surpasses
their predictive performance.

Finally, in Chapter 7, we develop a global study of the main characteristics and drivers of
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wildfire regimes consolidating observations for almost two decades of wildfires. We classify
and delineate regions of the world sharing similar fire activity as well as identifying their
driving factors to support national or regional wildfire prevention/mitigation policies using
a variety of machine learning techniques. To the best of our knowledge, this represents the
first study that defines fire regimes spatially at a global scale bridging existing knowledge
gaps between global and regional fire studies.

Our results represent an attempt at improving the integration of multiple disciplines in the
context of effective data-driven decision making under natural hazards uncertainty. We hope
that this research can serve as a motivation to expand the field’s perspective with high-impact
applied projects involving mathematical, ecological, economic, data, and social sciences.
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A rectangular land-cover image centered at the ignition coordinates is extracted.
The total number of wildfires experienced (numbers on the right side of the panel),
their main characteristics (e.g., duration, size, and perimeters), and auxiliary
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6.5 Zonal statistics at different layers of the network (0, 8, and 19). Statistics are
calculated by filtering the original landscapes with the attention maps/masks
generated from the GradCAM algorithm, focusing the analysis on relevant regions
of the landscape. Warmer areas indicate higher levels of attention to predict the
probability of ignition. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142

6.6 End-to-end classification of an example HR landscape. GradCAM, guided Grad-
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terms of fire-related characteristics such as size, perimeter, duration, and average
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spatial datasets. (3) Statistical methods to analyze multidimensional data are
combined with unsupervised learning in order to discover similar groups of cells
sharing fire-related characteristics. No explicit spatial components are included.
(4) Climatic and socio-economic layers are introduced for each cell in the grid.
(5) Spatial density plots are generated for each pyrome, detecting the regions of
the world with more observations, assumed to spacially frame a specific regime.
Detected fire pyromes and regimes are characterized by climatic and demographic
data. An evaluation of the influencing factors is performed for the most relevant
areas. A temporal analysis to determine trends and seasonality patterns of fire
activity is also carried out. (6) All results and generated datasets are deployed on
cloud services and a public-access repository, along with the scripts to reproduce
all steps of the study. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152

7.2 Discovering pyromes. Self-organizing maps are useful for summarizing multidi-
mensional fire data and for determining potential groups of similar characteristics.
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image processing algorithms (see Section 7.3), we detect significant potential py-
romes/clusters (red circles). The number of observations belonging to each section
of the map can be presented in a matrix known as hit-map (B). As an example,
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the observations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160



xiv

7.3 Pyromes’ hierarchy. Dendrogram summarizing the hierarchy of the determined
fifteen pyromes and similarities between them. As observed, the pyromes can be
collapsed into six macro groups sharing fire behavior characteristics, consistent
with our statistical results (see Appendix E), where, for example, the pyrome of
observations representing extreme and rare events (R10) is clearly independent
of other clusters. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
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groups determined in the dendrogram (different colors) composed by the deter-
mined pyromes based on historical averages of fire characteristics including av-
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perimeter to area ratio values. The white and light brown backgrounds represent
sections of the world where no fire events were registered for the studied period.
From the results, certain pyromes cover multiple regions of the globe that do not
seem to be related by climatic or demographic conditions. In order to understand
their composition, we need to determine and characterize those areas where the
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Chapter 1

Modeling and simulating wildfires

1.1 Introduction
The effects of global warming on temperature, precipitation levels, soil moisture, and other
forest and wildland fire regime drivers have increased, and are expected to continue to in-
crease both the number of and area burned by wildfires around the globe [359]. Wildfires
have burned large areas and important infrastructure, thousands of homes and forest re-
sources have been destroyed, and many lives have been lost in recent years. Recent examples
include catastrophic incidents in the United States, Canada, Chile, Portugal, and south-
western Australia in the last years [56, 189, 272]. Wildfire occurrences have also resulted
in increases in expenditures by forest and wildland fire management agencies (see e.g., [320,
340]). Despite concerted efforts, wildfire growth remains a complex and difficult to model
process.

Two of the most important characteristics of a wildfire are its rate of spread (ROS) and
intensity, which are influenced by fuel type, fuel moisture, wind velocity, and slope. The
Canadian Forest Fire Behavior Prediction (FBP) System includes empirical fire spread rate
models that can be used to predict the ROS and the intensity of wildfires based on weather,
fuel moisture, time of year, and topographical variables for specified fuel types; e.g., for
individual grid cells that contain homogeneous fuel types [125]. However, the FBP System
alone cannot be used to predict how a fire will grow across a heterogeneous landscape/grid
over time. Spatial fire growth models like Prometheus, a deterministic fire growth simulator,
are designed to use FBP spread rate functions to do so [338]. Prometheus is a vector-based
fire growth model that is based on an adaptation of Huygens’ principle of wave propagation,
i.e., the propagation of the fire front is modeled similar to a wave, shifting and moving
forward continuously in time and space. It uses spatially explicit fire environment input
data concerning topography (slope, aspect, and elevation) and FBP fuel types along with
a weather stream and corresponding fire danger rating codes and indices to model wildfire
growth [345]. FARSITE is another widely used fire growth simulator [113]. It is based on the
U.S. Forest Service’s BEHAVE fire behavior prediction system and it is also a vector-based
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Huygens’ type model. A review of twenty-three simulators that can be used to predict forest
fire growth can be found in [255] and a review of new modeling techniques are analyzed in
[37]. The two models found to best model the growth of historical fires were FARSITE in
the United States and Prometheus in Canada.

Recent years have witnessed a growing interest in the development of detailed cell-based
deterministic/stochastic fire simulators. Some of the modeling assumptions that have been
adopted include, for example, the use of memoryless probability distributions (Markovian
processes) to model the fire spread dynamics [62], homogeneous forests (cells’ characteristics
are identical), reductions in the number of adjacent cells to which a fire can spread (e.g.,
from 8 to 6 or 4), and no spotting.

In [2], the authors demonstrated the importance of integrating fuel management with
strategic forest management planning models to develop and evaluate FireSmart forest man-
agement plans. Such planning calls for integrated forest and fuel/landscape management
planning models linked with fire growth models that have well-structured interfaces to fa-
cilitate the exchange of data between them. Such models support the iterative re-planning
required when strategic plans are modified in response to fires that might occur and the
areas that may burn over long planning horizons. In contrast to the previously mentioned
tools like Prometheus and FARSITE that are not easily linked to decision-making models
chung2015optimizing,rytwinski2010simulation, our simulation model, Cell2Fire, is designed
specifically for such use. It is designed primarily to be embedded in a landscape management
framework to evaluate fuel-management strategies. Moreover, it can be easily linked with
custom optimization models and heuristics to develop good landscape-level fuel management
strategies over long planning horizons.

The primary objective of our research and the primary contribution of this project is to
develop an efficient and realistic fire growth simulator (Cell2Fire1) that seamlessly integrates
planning models providing a framework that integrates simulation and data-driven decision-
making model in the context of landscape management. This is implemented as a high
computational performance, open-source tool that exploits parallelism when simulating large-
scale fire instances to provide valuable insight to inform both fire and forest management.
Ultimately, the research goal is to find ways to inform and support landscape managers
in FireSmart forest management activities, allowing decision-makers to efficiently compare,
evaluate, and improve their management plans by discovering relevant managerial insights,
as we will cover in Chapters 3 and 4. In addition, we aim to provide a tractable methodology
that can be used to generate realistic fire scar scenarios to support research concerning fuel
management and harvest planning models and algorithms. We use both historical and
realistic hypothetical fire instances to validate our simulator and assess its computational
performance. We illustrate its use as a decision support tool by applying and evaluating
the impact of multiple management plans (e.g., the impact of harvesting a region of the
landscape in future wildfire events) on a real landscape.

This Chapter is organized as follows. In Section 2 we introduce the material and methods
1https://github.com/cell2fire/Cell2Fire
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of our research and describe the fire growth simulation background, the simulation model,
and its integration with our wildfire management decision-making framework. A review of
state-of-the-art simulators and details of the computational implementation of Cell2Fire are
included. Section 3 presents the results of a case study based on a real forest landscape in
Canada and several test instances that were used to validate the simulator output, compare
its computational performance with a state-of-the-art simulator, and to illustrate a step-by-
step analysis of the integration of the simulation model in landscape management decisions.
Section 4 contains our conclusions and thoughts concerning future research needs. Appendix
A provides details concerning the case study instances, the computational implementation,
and the fire growth model.

1.2 Background
The two methods that have most often been used to simulate fire growth across heterogeneous
landscapes are the wave propagation and the cellular-automata approaches. We therefore
begin by providing a brief overview of those two approaches.

Wave-propagation model: Huygens

Huygens considered every point on a wave front of light as a source of individual wavelets and
described the new wave front as the surface tangential to the circumferences of the secondary
waves. The use of Huygens’ Principle to simulate fire growth is based on the assumption that
the shape of a fire can be represented by a polygon, a plane figure composed of a sequence of
straight-line segments forming a closed path whose vertices are a tangential envelope of the
elliptical “firelets”. Huygens’ principle was first applied to the model of fire growth by [298].
Anderson (1982) [25] later developed a simple elliptical model based on Huygens’ principle of
wave propagation to simulate the growth of grass fires. Richards (1990) [280] then extended
this model by deriving a set of partial differential equations to model the growth of fires
across a heterogeneous landscape.

Both FARSITE and Prometheus use Richards partial differential equations to propagate
each vertex on a fire’s perimeter [112, 338]. However, these models differ with respect to the
fire danger rating systems and the fuel models used to model fire spread rates. FARSITE
uses the fire behavior prediction fuel models developed by [286] and extended by [26] and
[306], whereas Prometheus uses the Canadian Forest Fire Danger Rating System and Fire
Behavior Prediction System [125].

Cell-based fire growth models

Cellular-automata models that employ a raster-grid of square or hexagonal cells are widely
used to model wildfire growth. Fuel and terrain conditions are usually assumed to be ho-
mogeneous within each cell in order to simplify basic fire spread rate calculations. The fire
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propagates through the grid-cells, typically from a cell’s center to the center of an adjacent
cell. Each ignited cell behaves as an ignition source that is independent of any adjacent
burning cells. To spread the fire from one cell to another, a search mechanism based on an
adjacency or spread template is required.

Authors in [186] developed the first computer simulation model to spatially simulate the
growth of a small fire. Their model was based on a heterogeneous and discontinuous fuel-
type grid but did not account for the effects of terrain and wind. Their deterministic model
predicted how long it would take a fire to burn through one square area or cell within a fuel
grid when the location of the fire, the starting time, and the grid resolution were known.
Travel times were calculated using fixed rates of spread (based on the fuel type and the
spread index for the day) and fixed spread directions from the burning cell. Later, O’Regan
et. al (1973) [246] developed a method for using directional rates of spread to predict fire
growth. They also rewrote the original model for use on what was then a large computer,
to simulate the growth fires of up to 15,000 ha in size.

In [245], the authors developed a model for average directional rates of spread and [187]
modified that model to accommodate variation in hourly wind conditions. Todd (1999)
[334] adapted the model presented in [187] to create an eight-point symmetric fire growth
model called Wildfire, which incorporates FBP System spread rates. The features and
functionalities of the wildfire model were assessed and considered during the design of the
Prometheus model [338]. The authors in [62] developed a stochastic model of fire spread using
a lattice Markov chain model in which they associated probabilistic transition functions with
each cell. Each of these cells interacts with its four nearest neighbors and a cell transitions
from unburned to burning depending on the state of its neighboring cells. The use of a
simplified cellular-automata model describing the dynamics of fire spread on a heterogeneous
landscape accounting for weather factors (wind speed and direction) as well as the type and
density of vegetation was used to successfully model the Spetses Island fire (Greece) after
tuning the main parameters of the simulator [15].

Recently, [28] released a fire growth simulator designed to assist civil protection and fire
management agencies with a case study in the island of Sardinia, Italy. Their model uses the
level set technique (see [135]) and the [286] fire behavior model. Such models are designed
to be used in near real-time to inform the on-going management of specific fires that are
subject to active suppression action.

One alternative to the cell-based approach calls for probabilistic spatially explicit fire
scenarios in the form of burn scar maps that describe what portions of the forest might burn
in the future and the probability that each of those scenarios might be realized using, for
example, methodologies like the one described by [193]. Such scenarios could be provided to
planners engaged in traditional scenario planning exercises (e.g., [228]) and incorporated in
stochastic programming models (e.g., [171]) designed to support such planning.
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Fire behavior models: The Canadian Fuel Behavior Prediction
System (FBP)

The Canadian FBP System is a set of empirical models that can be used to predict fire
spread rate, fuel consumption, and fire intensity within homogeneous spatial units (i.e.,
cells) as functions of fuel type, slope, fuel moisture, and current weather expressed in terms
of the Canadian Forest Fire Weather Index System (FWI) codes and indices [125] (Figure
1.1). It includes fuel models that are used to classify vegetation into 17 fuel types that
collectively represent most of the major forest cover types in Canada. In the context of
landscape management, outputs generated from the FBP system can be used to inform
the development of landscape management plans. This allows the planner to incorporate
fire behavior outputs like the average ROS, expected flame length, and fire intensity, among
other features, to evaluate the impact of proposed plans to mitigate potential effects of future
wildfires in the area of interest.

Figure 1.1: A conceptual diagram of the Canadian Forest Fire Behaviour Prediction (FBP)
System.

1.3 Cell2Fire growth simulator
Cell2Fire is an open-source cell-based fire growth simulator developed using Python and
C++ for laptop or desktop computers as well as on High-Performance Computer systems.
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It allows a user to simulate fire growth across a grid that represents a real forest landscape
using fire environment variables such as the fuel type, topographic features of each cell, fire
ignition points, and weather scenarios (Figure 1.2).

A forest landscape is divided into a rectangular region comprised of rows and columns
partitioned into a series of square cells, all of which are the same size. This generates a grid in
which the cell size depends on the desired spatial resolution and the granularity of available
data. Each cell represents a specific portion of the landscape and has two information layers
that pertain to its topographic and fuel characteristics. Those layers define the characteristics
of each cell, allowing the simulator to treat them as individual objects that can interact to
model fire growth in highly-scalable parallel implementation. Algorithmically, Cell2Fire
simulates the growth of fire by tracking the state of all cells as the model progresses through
discrete equally-spaced time steps (e.g., seconds, minutes). The status of the fire and all the
cells on the landscape are updated (see Section 1.5 and Appendix A for more details) at the
end of every time step. Once an ignition point has been specified, the fire is ignited. During
each time step, the fire may spread along the axes emanating from the center of each burning
cell to its neighboring cells. The predicted FBP system Head Rate of Spread (HROS), Flank
Rate of Spread (FROS), and Back Rate of Spread (BROS) are used to model elliptical fire
growth within each cell with the focus of the ellipse at the center of the cell (see details in
Appendix A). The geometry of the ellipse for every burning cell is computed and used to
predict the fire spread rates along the axes emanating from the center of each cell (Figure
1.3).

A signal/message is transmitted and received instantaneously by any adjacent cells whose
center is reached by the fire. In the present implementation, it is assumed that each cell has at
most 8 adjacent cells (rectangular grid). These are the only neighbors considered because the
simulation time step is set small enough to ensure that the fire cannot spread beyond adjacent
cells in one time step. Shorter simulation time steps result in longer running times but more
accurate spatial (and thus, with incidence in temporal evolution) simulations. We note that
there is also a simplifying assumption because when fire enters a cell from one of its neighbors,
that neighbor’s cell characteristics are used to model fire spread within the destination cell
until the fire reaches its center. At that point, the characteristics of the destination cell
are used to model further fire spread within the destination. This approximation results in
computational efficiencies because a cell does not have to recognize multiple fuel types.

When the fire reaches the center of a cell, it receives a message. It then initiates the
calculation of the ROS towards its eight neighboring cells based on its characteristics and
the current weather (i.e., fire danger rating indices, wind velocity, and slope). If the calcu-
lated ROS (for each of the eight axes) is greater than a user-specified threshold parameter
(representing the minimum ROS at which the fire effectively propagates within and between
cells), its state is updated. In our experiments, that threshold was set to zero; however, the
software provides the ability for fire behavior experts to set a non-zero threshold for partic-
ular simulations. This could be used, e.g., to simulate wildfires where suppression actions
were applied, in an attempt to represent their effect in the fire growth model. If the ROS
exceeds the threshold, the main ROS values are calculated by the FBP System module and
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Figure 1.2: Simulation framework. (1) Raw fuel, topography and fire weather data is pre-
processed into Cell2Fire’s format. (2) Cell2Fire calls an independent fire spread model
(e.g., FBP), running multiple simulations including proposed treatment or harvesting plans
provided by the user to modify the landscape (i.e., cell fuel types). These plans are then
evaluated and results are given to provide managerial insights to decision-makers. (3) Finally,
outputs are generated and returned to the user.

fire progress is predicted along the available axes.
Then, the fire’s progress is updated at the end of each fire time period by examining the

state of all active burning cells. Once no adjacent cells are available or a burn-out criterion
(See assumption (A5) in Section 1.3) has been satisfied, the cell becomes inactive and is
excluded from further simulation steps. This process is repeated until a fire-ending event
state is reached, i.e., the total number of fire burning periods (e.g., hours) have passed or
there are no more cells available to burn.

The full simulation is presented in Figure 1.4 which illustrates a forest with 9 cells where
no harvesting has taken place (HPeriod1). A fire is ignited in cell 4 and it can spread to
other cells during the following fire spread periods. If no messages are sent to neighboring
cells based on the current environmental conditions (burned-out conditions) or the maximum
simulation time for the current fire has been exceeded, the simulation advances to the time
the next fire is ignited on the landscape (randomly generated or user-provided) or stop the
simulation. A general pseudo-code of the simulation steps is provided in Supplementary
Material, Algorithm S1.
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Figure 1.3: The elliptical fire spread distribution scheme using the ellipses defined by the
Canadian FBP System. At any time t, the backfire will be BROS × t behind the point
of ignition and the head fire will be HROS × t ahead of the point of ignition of the fire,
expanding the ellipse. Then, if the fire spreading cell i reaches the center of an adjacent cell
j (e.g., cell j = i5 at time t(j), a new ellipse is generated at time t′ > t(j), which triggers a
new set of calculations. The wind direction is assumed to be East (i.e., to the right of the
main horizontal axis) on the scheme for simplicity of the exposition. In practice, ellipses are
oriented in the main wind direction.

Modeling assumptions

We can summarize the main simplifying assumptions upon which Cell2Fire is based as fol-
lows:

A1) The growth of the fire depends on the ROS from burning cells towards their neighboring
cells. We assume that a cell is ignited when the fire reaches its center and conditions
for burning are met (see A5). Each cell has at most eight neighbors.

A2) The ROS along the eight principal orthogonal axes of each burning cell are calculated
using the Canadian FBP System as functions of the weather, slope, and fuel charac-
teristics of each cell. The major axis of each ellipse is aligned in the HROS direction
and the BROS is the opposite direction. The FROS is perpendicular to the the HROS
and BROS axis. We note that alternative fire spread models could be used in lieu of
the Canadian FBP system, as discussed in our Conclusions section.

A3) Each cell that burns serves as a new source of fire. Fire spread occurs at the cellular
level and cell size depends on the spatial resolution and corresponding availability of
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Figure 1.4: Simulation scheme. The send/Receive messages structure facilitates natural
parallelization by processing each cell independently. Messages are sent from burning cells
(grey squares) to adjacent available cells (white squares). Harvesting periods (HPeriods)
and Fire periods (FPeriods) time scales may differ, with harvesting actions applied every
N years while fire activity could be registered in minutes/hours.

fuel and topography data.

A4) The effect of fire suppression action is not modeled as it is beyond the scope of this
research.

A5) There are two sets of conditions for modeling the termination of fire growth in Cell2Fire:
the cellular level and general fire evolution conditions. At a cellular level, each cell
becomes unavailable (i.e., burned and can no longer serve as a source of fire) if (i) the
ROS along the HROS axis is less than some empirical threshold δ > 0; (ii) the cell does
not have any adjacent cells that are available to burn; (iii) the residual fuel available
in a cell is not sufficient to support fire spread (implicit in the FBP system), or (iv) a
user-defined head fire intensity (HFI) threshold is provided and the HFI is below that
threshold. Regarding the general fire dynamics, the total duration of the simulated
wildfire event is determined by (1) the maximum number of hours of burning per day
– a season-dependent constant [261], or drawn from a probability distribution – and
(2) the total fuel remaining (available cells) in the forest (i.e., when it burns out).

Main Inputs and Outputs

As is the case with other state-of-the-art fire growth simulators, the Cell2Fire model requires
a number of inputs including a minimum set of data layers that define an instance/forest.
The relevant inputs needed to simulate the growth of a fire using Cell2Fire are as follows:
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i) Forest raster data: gridded forest attribute files that specify the number of cells in the
forest, their geographical coordinates, and information concerning each cell including
its fuel type, elevation, slope (% and azimuth), and the degree of curing of grass
(optional).

ii) Fuel type dictionary: Fuel type codes and descriptions that match the Canadian FBP
System fuel types. Custom dictionary files including user-defined fuel types matching
an alternative fire spread model can be provided.

iii) Ignition points: An optional file that that specifies the cell(s) in which fires are to be
ignited during the simulation, paired with their corresponding ignition time periods.

iv) Weather stream: Hourly weather records from one or more fire weather stations located
near the area of interest. Weather scenarios using the FBP system include the date-
time, precipitation, temperature, wind speed/direction, relative humidity, scenario ID,
as well as the hourly fire danger rating codes and indices (FFMC, DMC, DC, ISI, BUI,
and FWI) of the Canadian Forest Fire Danger Rating System [329] (see Appendix A).

Once a simulation run has been completed, the following outputs are available:

i) Burn-Grids: Files in which 1s indicate burned cells and 0s indicate those cells that
have not burned. That data can be used to compare our fire growth predictions
with predictions produced by other fire growth simulators as well as to generate burn
probability maps, or to generate confidence intervals for cell-specific burn probability
estimates.

ii) Plots: Initial forest state, fire scar evolution, and message sending/receiving can be
visualized by a series of plots generated after the simulation run has been completed.

iii) Statistics: Final status of the forest with relevant information. This includes shortest
propagation paths, fire behavior data by time step (e.g., average ROS values, fire
length), expected fire scar perimeter/size/location, and a series of statistics across all
tested scenarios (e.g., including multiple ignition points, weather streams).

1.4 Comparison Methodology: Fire growth validation
In this study, we compare predicted burn scars/perimeters by measuring the difference be-
tween fire perimeters generated by Prometheus (baseline) and Cell2Fire simulations using
three metrics. The simplest and most widely used full-reference quality metric is the mean
squared error (MSE), which objectively quantifies the deviation from a known pattern. How-
ever, two distorted images with the same MSE may have very different types of errors, some
of which are much more visible than others. Thus, as we are interested not only in the differ-
ence of the MSE but also in structural information, we use a measure of similarity suggested
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in [373] and denoted by SSIM (structural similarity index). Finally, we also include the
Frobenius norm of the difference between two perimeters X, Y , δnorm = ||X − Y ||, focusing
on the spatial comparison between fire perimeters.

We compare the evolution of Cell2Fire and Prometheus fire perimeters on a period-to-
period basis (where a period represents one hour) in order to measure the differences in fire
propagation rates. We denote by PromGridt a 0-1 Matrix at time t, which represents the fire
scar obtained with Prometheus, where PromGridtij is equal to 1 if the cell (i, j) was burned
at time t and 0 otherwise. Analogously, we define the fire scar obtained by Cell2Fire as
Cell2Gridt. We note that Prometheus fire perimeters are used as references to validate our
fire growth simulation model comparing it to an acknowledged state-of-the-art simulation
model. However, its outputs do not necessarily match historical fire perimeters due to a
series of approximations/limitations (e.g., land cover data availability, not incorporating
suppression efforts applied during the wildfire, etc.).

Below, µXt , µY t , σXt , σY t and σXtY t represent the means, standard deviations, and cross-
covariance for fire scars X t and Y t respectively, and C1, C2, and C3, are internal parameters
of the metric [373]. The methodology is as follows:

1. Choose an ignition point for each instance and run Prometheus for T time periods
(e.g., hours). Thus, we obtain X t = PromGridt, t = 1, ..., T .

2. Choose the same ignition point as above and run Cell2Fire for T time periods obtaining
Y t = Cell2Gridt, t = 1, ..., T.

3. Calculate, for all t:

a) Mean Squared Error:

MSE
(
X t, Y t

)
=

1

nm

n∑
i=1

m∑
j=1

∣∣X t
ij − Y t

ij

∣∣2 ,
to measure average of the squares of the pixel differences of the fire scars (with
X t
ij the (i, j) component of the matrix X t).

b) Structural similarity Measure:

SSIM
(
X t, Y t

)
=

(2µXtµY t + C1) (2σXtY t + C2)(
µ2
Xt + µ2

Y t + C1

) (
µ2
Xt + µ2

Y t + C2

) ,
to measure the change in structural information between the fire scars obtained
from the two simulators: Cell2Fire and Prometheus.

4. Measures analysis: MSE and SSIM over times t, and δnorm for the final scar.
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1.5 Wildfire Management
One way to mitigate the impact of fire and protect our communities and natural resources
is through Forest Fuel Management (FFM). Activities such as harvesting, prescribed burns,
allocation of firebreaks, commercial harvesting, and thinning can reduce the detrimental
impact of fire [3, 209, 240, 252]. In addition, these actions could also benefit the diversity of
species [312] and improve the health of the forest ecosystem, among many other benefits [116,
157, 230]. Land planners face difficult questions concerning what, where, when, and how
to manage fuels. Moreover, there are few computational tools that address this challenging
problem [87].

In general, for a given planning horizon, planners must decide where to locate a treatment
depending on the state of the forest. The condition of the forest depends on the previous
efforts of the land managers (e.g., the actions taken during previous years) and possible
modifications of the vegetation due to wildfires. Now, where and when the fires will occur
and what will be their severity are stochastic events. Therefore, the question we propose
to answer is: What fuel management activities might best minimize expected future losses?
However, regardless of who or how we make the decisions, we require an efficient modeling
framework and computational tool to test the effectiveness of alternative plans.

In the next subsections, we show how Cell2Fire can be used to support the development
and evaluation of FireSmart forest management plans, focusing on fuel treatment decision-
making. We first indicate how the system works to perform multiple stochastic simulations
on the study area, with the purpose of calculating relevant outputs such as Burn Probability
maps. Then, we show how the integrated decision-making model is capable of modifying
the state of the treated cells (with some predefined policy) and measure the impact on
cells affected by fires in multiple replications, allowing the evaluation of the effectiveness of
different policies in a quantitative framework. Following this line, we will discuss in the next
Chapters how the system can be used to generate inputs for Stochastic Programming (SP),
Reinforcement Learning (RL), or Simulation Optimization (SO).

Burn Probability Maps

Burn probability maps (BP-maps) are commonly used to assess the likelihood of burning [5,
7, 120, 239, 257]. Software such as Burn-P3, FSPro, and FlamMap [120, 257, 260] can calcu-
late these values using fire growth algorithms to produce high-resolution spatial estimates.
Although not the most effective technique in the context of fuel treatment to mitigate future
fire losses, potentially leading to treatments that rarely intersect with wildfire occurrences
[44], its simplicity and easy interpretation become an advantage for a first assessment and
to obtain a baseline to compare with more complex approaches such as network-based pri-
oritization metrics and simulation-optimization techniques [2, 240, 252, 291]. The system
proposed in this study includes this capacity and in what follows we describe how it works.

The general procedure for calculating a BP-map consists of generating multiple simula-
tions on a landscape, in which a cell/area is selected at random on each replication, and from
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that point, a simulated fire is generated following given or randomly selected meteorological
conditions. For example, Burn-P3 (Probability, Prediction, and Planning) [261] combines
a deterministic fire growth model (Prometheus) and spatial data for forest fuels and to-
pography with probabilistic fire ignitions and spread events derived from historical fire and
weather data. The components of the model include the location and frequency of ignitions,
the rate at which fires escape the initial attack and become large wildfires, the number of
days on which each fire achieves a significant spread rate, the weather conditions associated
with these spread event days, and the deterministic fire spread evolution. Other tools with
similar features include FlamMap [114] and Fire Spread Probability (FSPro) [119].

Figure 1.5: Burn probability maps generated after 100 independent wildfire replications in
a 40 × 40 cells landscape located in the Alberta province. Maps generated using random
weather scenarios and ignition points (RW-RI, left) and a deterministic ignition (RW-DI,
right) illustrate the impact of the stochasticity in the fire growth dynamic. Darker areas
indicate higher burn probabilities.

In order to produce the BP-maps with our system shown in Figure 1.5), we use methods
similar way to the systems just described. The three different sources of uncertainty included
are: (1) Ignition point(s) selected via a user-defined probability distribution or a simple
uniform approach for each period of the planning horizon. (2) A coefficient of variation
(cvROS) capturing the stochastic aspects of the ROS predicted by the fire spread model and
accounting for its inherent approximation error, allowing the user to obtain different fire scars
by including uncertainty in the fire dynamic. (3) A set of user-generated weather stream files
(scenarios) with specific probabilities that can be provided to Cell2Fire, obtaining simulations
with different weather conditions such as wind direction/speed, precipitation, among others
(Figure 1.6).
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The general scheme is shown in Figure 1.6. First, we use the ignition locations as a
user-defined parameter, giving control over the pattern of ignitions on the landscape. These
points can be selected randomly or deterministically before the simulation begins. The latter
can model, for example, the lightning strikes over the forest. When lightning strikes a cell
i at time t, there is a “ignition probability” (defined by the user) that the fire will start or
not. On the other hand, Cell2Fire incorporates a stochastic weather module that draws a
weather scenario ω from a set provided by the user, Ω. At this point, the user must previ-
ously construct the scenarios using, for example, historical data to produce representative
and different variations of the weather, where the latter has the same format as those of
Prometheus simulator and Burn-P3 (see Appendix A). In addition, users can assign a prob-
ability to each scenario in order to generate relevant statistical outputs while providing more
flexibility when analyzing the impact of potentially extreme but rare (with low probability)
events.

Figure 1.6: Framework of the inclusion of the different sources of uncertainty in the new
system for multiple replications R. The ignition cell j can be specified by the user or
generated using a spatial probability distribution. A set of ω ∈ Ω weather scenarios is
provided by the user to simulate scenarios for the study area.

Although the methodologies differ somewhat, all tools incorporate the main components
included in our study: random selection of ignition points, selection of weather scenarios,
recording of burned cells, and repeating the process a number of times (Figure 1.6). The
main difference with our approach is that they do not consider uncertainty in the ROS,
therefore, in the event of randomly selecting the same ignition point and the same weather
scenario, their systems produce the same fire scar. In addition, our system can record the
cells burned in previous iterations/simulations, since cells have states, unlike Burn-P3 where
this information is not recorded as the fire moves on a continuum over the landscape.
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Integration with fuel management decision making

The intended users of Cell2Fire are researchers working to develop methods to support
decision-making, but in the interest of cleaner exposition we write this section to refer di-
rectly to decision-makers. Decision-makers can implement, analyze, and evaluate the im-
pact of different landscape management plans under wildfire uncertainty using our proposed
framework. Cell2Fire was designed so that spatial simulation of fires can be easily inte-
grated with data-driven (i.e., with dynamic data representing the state of the vegetation
and weather conditions) fuel management decision-making models. It can be used as a
pure simulation tool or embedded in a landscape management framework. The latter al-
lows decision-makers to evaluate and observe the potential outcomes and impact of their
fuel management strategies or link the tool with optimization models to develop efficient
landscape-level fuel management strategies over long planning horizons (to be covered in
future extensions). These characteristics can make Cell2Fire a crucial evaluation tool during
the planning process.

Let S be the set of states of the cells in the landscape. The state represents the landscape
condition that could be modified by actions taken by decision-makers and stochastic wildfire
events (Figure 1.7). A cell can be in one of four states: “Available”, “Burned”, “Treated”,
or “Non-Fuel”. The label “Available” indicates that the cell contains a flammable fuel type;
“Burned” indicates that the fire has consumed the fuel available and passed through the
cell (in this first study we assume that 100% of the fuel is burned); and “Non-Fuel” is a
non-flammable fuel type such as rivers, lakes, or rocks. The “Treated” state is provided so
that the system changes the state of the cell when the planner locates a fuel treatment in
it. A cell can be assigned more than one treatment, depending on the characteristics of the
type of forest fuel (some cells may not be available for all treatments) and the compatibility
between the treatments. We define S0 ∈ S as the starting state of the landscape.

A landscape management plan (denoted π, a function of the state St) consists of a series
of cells to be managed (e.g., harvested) at a specific period of time within the simulation
horizon. Depending on the type of managerial action modeled, the original land-cover of the
selected cells is modified to represent the treated landscape. For example, management plans
involving harvesting a set of cells will transform these flammable areas into non-flammable
ones, which can act as firebreaks. Thus, decision-makers will be able to evaluate, for ex-
ample, which areas to harvest in order to minimize the expected impact of future wildfires,
supported by thousands of simulations in practical running times. This, while satisfying
operational and budgetary constraints in a flexible but realistic simulation environment. On
the other hand, intermediate treatments such as thinning or pruning can be modeled by
feeding the simulator with an alternative land-cover layer to represent the treated landscape
or an auxiliary table indicating the impact of different actions for each type of fuel cover
and the cells to treat/manage. We use A(S) to represent the set of actions allowed in state
S ∈ S. In this first version, we consider only harvest actions or firebreaks. Firebreaks are
designed to stop outright or impede a fire’s progress. We will assume that once a cell is
treated or affected by fire, it does not recover, that is, it does not re-grow its vegetation at a
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Figure 1.7: FFM problem. Planners perform fuel treatment actions on the landscape over
time. They receive the landscape in an initial state (S0) and execute an action (A0) following
a landscape management policy (π) as a function of the state. This action modifies the
landscape in the place where the management is carried out. The objective of this action
is to prevent or reduce the spread of fire (F0), integrated to other managerial objectives
like harvesting timber. This action leads to a reward R1. In the next period (normally, a
year), the landscape begins in a state, given the previous actions and events. This process
is repeated until the end of the planning horizon N .

later time-step. This assumption can be relaxed by integrating Cell2Fire with forest growth
simulators or by updating the state of the previously harvested cells after specific time-steps
(representing their growing period) to certain fuel types, leading to new ROS calculations.
This topic can be explored in future studies.

Users have multiple options to model both harvesting and treatment plans, including
(1) directly providing the set of cells to treat every simulated period; (2) selecting one of
the heuristics provided by our simulation-optimization model; or (3) implementing their
own algorithm. Using the first and third approaches, managers can easily evaluate the
performance of their management plans under wildfire uncertainty. Given a fixed plan or
custom logic, they can simulate multiple wildfires using historical data from the region of
interest to evaluate the potential impact of future wildfires in the area, observing the pre
and post-treatment results. Alternatively, Cell2Fire incorporates a series of out-of-the-box
planning heuristics to provide quick evaluation baselines to the decision makers as well as a
guide for users to implement their own logic within the decision-making module. Starting
from one of the simplest and most studied methods [257], Cell2Fire can generate automatic
treatment plans selecting those cells with highest wildfire susceptibility (burn probability
maps, Figure 1.5) based on multiple wildfire replications under the given conditions. It
can also select those cells that experience the highest ROS during the simulations, in an
attempt to minimize the average ROS within the landscape to decrease the out-of-control
wildfire propagation risk. Given an input layer representing the economic value of each cell,
e.g., the value of the timber after harvesting a cell, Cell2Fire can generate harvesting plans
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that select those cells that maximize the total expected revenue. This revenue model can
explicitly incorporate wildfire uncertainty by weighting it with a wildfire behavior metric
(e.g., burn probability) or it can completely ignore its potential impact (a myopic approach).
Alternatively, managers can provide custom metrics as input layers to generate optimal
harvesting plans following this same logic. In this context, R(S,A, S ′) denotes the immediate
reward earned in state S when action A is selected in it and, as a result, the system transitions
to state S ′. For example, a reward can quantify the available surface or the volume of
harvested timber after taking action A and experiencing the next wildfire F .

In addition, our decision module is integrated with a powerful network flow package [149],
allowing us to generate a series of management plans based on network/centrality metrics and
combine them with user-provided layers to establish landscape utility functions (heatmaps)
to be optimized during the simulations. These metrics, that aim to identify the most relevant
nodes within a network, could play a crucial role in the development of effective management
plans by detecting those nodes where the fire tends to propagate faster, more frequently, with
the higher intensity, or that maximize the propagation of the fire to multiple areas of the
network, among many other relevant measurements. In addition, Cell2Fire provides access
to node influence metrics aiming to assess the influence of each node in the network and the
potential impact of removing/treating them, sharing concepts of previous works such as [2,
335]. Examples of mathematical models to identify and optimize fuel treatment locations,
incorporate the role land-owners in fuel treatment activities via a cost-share approach, and
maximize the effectiveness of the initial attack in the context of wildfire suppression can be
found in [46, 274, 275]. Finally, a random treatment heuristic is included where available cells
are selected at random in the landscape, establishing a baseline for comparison purposes.
These management plans are flexible, meaning that decision makers can easily modify their
main input parameters and add specific constraints to obtain realistic plans, as we will cover
in the following Chapters. This includes budgetary or maximum area treated constraints,
satisfy adjacency/connectivity constraints (selecting a set of continuous or fragmented set
of cells to treat), prioritize specific areas (e.g., protected habitats), as well as custom ones
provided by the landscape manager (see [240, 252] for an application of this framework)

1.6 Experimental Instances
We used three sets of fire instances to compare the Cell2Fire simulations with those generated
by Prometheus. We wanted avoid introducing comparison bias with respect to real fire scars
where the intensity of suppression efforts could be uncertain. The instances are: (1) Dogrib
fire landscape in Alberta province, (2) Dogrib fire sub-instances set, and (3) real landscapes
in province of British Columbia with hypothetical wildfires. The largest instance from the
second set is also used to illustrate the applications of the proposed management module.
For the experiments, we used a simulation time step of one minute.
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Dogrib fire instance

We chose to model this particular September-October 2001 fire in the province of Alberta
due to the vast amount of documentation and observed data available (e.g., weather con-
ditions recorded from The Yaha Tinda Automatic station, and demographic/topographic
data collected from the area). It also contained a representative set of different fuel-types
documented in the Canadian FBP system (see Figure 1.8). We divided the landscape into
79,611 100 × 100 [m2] cells, used the Dogrib fire’s ignition point located at (51.652876◦,
-115.477908◦) and started growing the fire at 13:00 hrs on October 16, 2001 so as to cap-
ture the major fire run (ninety percent of the total 10,216 ha of area burned). The original
ignition point is translated into an ignition area (cell) in Cell2Fire at its coordinates. This
instance is provided with Prometheus2.

Spruce-Lichen Woodland (C1)

Boreal Spruce (C2)

Mature Jack (C3)

Immature Jack (C4)

Ponderosa Pine (C7)

Leafless Aspen (D1)

Matted Grass (O1a)

Boreal Mixedwood-leafless (M1)

Non Fuel

Fuel type legend

Dogrib instance

Figure 1.8: Map of the Dogrib instance. The legend indicates the color of the different fuel
behavior models (fuel types) characterizing the terrain of the area. A hillshade effect has
been applied to depict the elevation of the terrain.

Dogrib sub-instances

In order to have moderate sized examples available for repetitive testing, we used subsets
of the Dogrib landscape data. We generated two sub-instances that we labeled Sub-1 and

2http://www.firegrowthmodel.ca/prometheus/downloads/Dogrib_v624.zip
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Sub-2 with a cell resolution of 100× 100 meters. The first one represents a sub-forest from
the Dogrib landscape that is 20 × 20 cells (400 ha) and the second a 40 × 40 cell (1,600
ha) instance. Both consist of heterogeneous landscapes that include different fuel types and
non-flammable cells (e.g., mountains or rivers).

An ignition point was selected for each instance as a starting point for the fire growth
validation experiments. Three weather stream files: Weather-1, Weather-2, and Weather-3
of 6, 14, and 22 hours respectively, were used as inputs. The first file contains data for the
6 hours during which the real Dogrib fire made a run (extreme weather conditions). The
second and third files contain additional meteorological measurements from the same day
of the fire, before and after that spread event. After the ignition point was fixed for both
instances, we proceeded to run the simulation in Prometheus and the deterministic version of
Cell2Fire, generated the hourly fire perimeters, and calculated the similarity metrics (1-MSE
and SSIM).

British Columbia

The British Columbia instances set contains fuel data for five different areas – ArrowHead
(265,536 ha), Revelstoke (391,314 ha), Mica Creek (348,404 ha), Glacier Natural Park
(559,746 ha), and Central Kootenay (494,665 ha) – of the province. In order to validate
our fire growth model, we defined two fires with random ignition points and 24-hour weather
stream based on the historical weather dataset from the Climate Information Section of the
Agriculture and Forestry site for each area and random weather streams generated for com-
parison purposes. These instances are provided with BurnP33. We generated subsets of the
large forests and simulated fire growth using Prometheus and Cell2Fire.

1.7 Computational Implementation
Analysis of the running times reveals that the initial ignition stage is negligible. The sending-
messages stage updates the fire progress in every burning cell. Because a large number of
cells can be burning at the same time and there are no direct dependencies on neighboring
cells, updating the fire progress for each burning cell is easily parallelizable because the
calculations for each cell can be done independently. Each cell, in addition to updating
its current status, can also “send a burning message” to an adjacent cell. In the receiving
messages stage, we analyze the “burn messages” sent to non-burning cells and mark them as
burning if the fire start conditions are met. This part is also potentially parallelizable, but
because the number of newly burned cells at a single time-step is dwarfed by the number of
currently burning cells, we found that a speedup here is of lower priority.

Due to the easily parallelizable structure of our algorithm, the most suitable approach
for parallelizing its execution consists of a shared-memory approach using the well-known

3http://www.firegrowthmodel.ca/burnp3/software_e.php
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OpenMP API [103]. Using OpenMP is advantageous because the code is also optimized for
execution on personal computers (see Appendix A for details).

1.8 Results and Discussion

We begin by describing experiments to validate the model. This is followed by illustration
of the management capabilities and research issues.

Propagation Validation

In this section we compare the predicted burn perimeters produced by Cell2Fire and Prometheus
for several hypothetical instances (described in Section 1.6) created for this purpose. We did
not compare either simulator with the realized fire scars in our study because it is difficult
to determine the extent to which the final shapes were influenced by suppression actions.

Sub-Instances

Figure 1.9: Fire growth visualization for sub-instance 2 using Prometheus and Cell2Fire
across a heterogeneous landscape with non-flammable cells (mountains, gray cells) and dif-
ferent fuel-types (green and yellow cells).

Based on the results shown in Table 1.1 and Figure 1.9 we can see that Cell2Fire produced
results that are similar to scars produced by Prometheus with respect to the hourly fire
growth and final fire perimeter. When testing the 6 critical hours of the Dogrib fire, the level
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of difference (MSE) is less than 5% for the first sub-instance and less than 6% for the second
sub-instance. For the full day simulation, the differences are slightly larger, reaching average
MSE levels values close to 6% and 7 % for the Sub-2 and the Dogrib instance, respectively.

On the other hand, we do sometimes observe a decrease in the structural similarity
measurement (Table 1.1). The differences are more pronounced when using the 22 hour
fire weather stream. These deviations indicate that the fire growth predicted by Cell2Fire
differs from the one predicted by Prometheus due to: (1) the approximation of the elliptical
model using a cellular-automata approach implies a different fire dynamic, increasing the
differences in every time step compared to the wave front model and (2) differences in the
calculations/approximations of the effective ROS values.

Sub-1 Sub-2
Hour 1 - MSE [%] SSIM [%] 1 - MSE [%] SSIM [%]
1 99.75 93.59 99.98 95.44
2 96.75 77.40 99.94 95.01
3 97.75 74.03 95.56 85.53
4 97.50 78.70 95.38 84.41
5 96.75 79.61 96.50 82.25
6 96.00 73.96 94.03 75.01

AVG [%] 97.42 79.55 96.90 86.25

Table 1.1: Accuracy measured by the complement of the mean squared error (MSE) and
structural similarity index measure (SSIM) values per hour (6 hours evolution) for the sub-
instances. Lower values in SSIM highlight the differences between the cellular-automata and
wave propagation approaches as well as the definition of a burned cell between Cell2Fire and
Prometheus.

The wave-propagation model based on the Huygens’ principle implemented in Prometheus
performs a series of approximations with respect to the burning area. Therefore, a cell is
classified as a Burned cell in the Burn Grid output (0-1 Matrix) only if more than 50% of
its area has been covered by fire (i.e., belongs to the interior of the approximated ellipse)
whereas in Cell2Fire a cell is always either completely available or burned. In addition, an
ignition point represents a complete cell in Cell2Fire (an area) while it is just a vertex/point
for Prometheus, defining two different (but consistent) starting points for the fire spread
evolution. This approximation based on discrete cells improves as the cell size decreases
(i.e., data with higher resolution is available).

The hypothetical British Columbia wildfires

The final fire scars and similarity metrics, focusing on the affected area of the instance for
easier visualization, obtained for the 10 simulated wildfires using both Prometheus (columns
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Figure 1.10: British Columbia wildfire instances. From the final scars and statistics (left
side Prometheus, right side Cell2Fire), we see how the Cell2Fire scars compared to scars
produced by Prometheus, reaching MSE = 0.0995, SSIM = 0.6863, δnorm = 16.347.
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1 and 3) and Cell2Fire (columns 2 and 4) can be seen in Figure 1.10. Those results ex-
hibit a high similarity between the scars across the main three metrics for all forests, as
demonstrated in Table 1.2. From the results, we note an average MSE of 9%, with a maxi-
mum MSE and minimum SSIM of only 18% and 46%, respectively (Revelstoke 1 instance).
High-performance average SSIM and δnorm values of 68% and 27.4% are obtained across all
forests, respectively, reflected in very similar final perimeters in all landscapes. The best
results are obtained in the MicaCreek 1 instance, with a 3.3% MSE and an 85% of SSIM,
translated in almost identical wildfires. We note that, in general, Cell2Fire tends to burn
more cells than Prometheus. As previously noted, this pattern was expected due to the
different approximations used by both approaches to defining a burned cell as well as the
ignition point/area.

MSE SSIM δnorm

Mean 0.09 0.68 27.36
Std 0.04 0.09 8.88
Max 0.18 0.85 42.64
Min 0.03 0.46 10.10

Table 1.2: British Columbia simulations summary statistics obtained by comparing the
simulated final fire perimeters from Prometheus and Cell2Fire. Mean squared error (MSE)
and structural similarity index (SSIM) are reported across all instances. We observe low
δnorm = ||X − Y || where X and Y are the binary BurnGrids matrices produced by both
simulators, indicating the high similarity between the results of both simulation approaches.

These results indicate that Cell2Fire approximates the results of a state-of-the-art simu-
lator like Prometheus for different fuel types, landscapes, and weather scenarios. Different
ignition points and weather scenarios were tested on these landscapes, obtaining similar re-
sults in terms of the main similarity metrics. A similar pattern was observed with respect
to the hourly evolution of the fire perimeters.

Dogrib fire instance

The comparison of the similarity metrics after 22 hours of fire growth is shown in Figure S2
and Table S2, where both (1−MSE) and SSIM values can be seen for each simulated hour.
We observe that Cell2Fire predicted a very similar growth with respect to the Prometheus
wave-front approach, obtaining good performance when compared with Prometheus, not
exceeding a 12% and 18% of difference in both measurements. An average of 87.91% of
structural similarity and a global average of 91.82% of accuracy (1-MSE) were obtained
during the 22 hours of active fire growth. A clear pattern can be seen where both similarity
metrics start high and remain stable during the first 4 hours, then they show a significant
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negative slope between hours 4 to 11, and finally reach a steady state for the rest of the
simulation. The explanation behind these results is clear: during the initial 4 hours of the fire,
similar fire growth occurs due to weather conditions that are not extreme; however, weather
factors between hours 4 to 11 exhibit the most extreme conditions (strong wind speed, high
temperatures, etc.) magnifying the fire growth differences/approximations between both
approaches in terms of the number of burning cells per hour (fire scar). After hour 11,
differences between fire scars tend to be stable due to the lack of new extreme weather
episodes. However, the structural differences remain in the fire perimeters obtained in the
previous hours.

In addition, some of the structural differences between the generated fire scars can be
explained in part by modeling features included in Prometheus but not in Cell2Fire such as
Breaching, where non-fuel grid cells or linear fuel breaks fail to stop an advancing fire front,
a feature that is not currently included in Cell2Fire. We conclude that Cell2Fire produces
results that are similar to the ones produced by Prometheus. The final fire scars are also
similar as seen in Figure 1.11, where the simulated fires (left and right) and the real satellite
(center) images are shown.

Figure 1.11: a) Prometheus fire scar obtained for the region of Dogrib fire area, contrasted
with the b) real fire projected into grid format in 2002 and c) Cell2Fire final output.

Managing the landscape

To illustrate use of the management module we focus on the evaluation of harvesting plans
in the 1,600 ha landscape (sub-instance 2) located in the province of Alberta (see Figure
1.12). This area is characterized by a fragmented land cover distribution, including the
same fuel types as in the Dogrib instance (grass, conifers, and non-flammable fuels). For
evaluation purposes, we set the ignition cell at random at each replication and simulate
multiple wildfires using representative weather scenarios obtained from the closest weather
stations for a total of 12 hours. A second set of experiments using a fixed ignition point
is also included for comparison purposes. We compare the outputs and wildfire behavior
variables obtained before and after applying three different harvesting schedules to 10% of
the available cells: (1) baseline approach harvesting cells completely at random; (2) focus
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the harvesting on cells with higher burn probability estimated from 100 simulations on the
original landscape; and (3) a myopic plan focusing its attention on those cells with higher
economic value. We explicitly incorporate wildfire uncertainty running 100 independent
replications for the pre and post-treatment landscapes.

Spruce-Lichen Woodland (C1)

Boreal Spruce (C2)

Mature Jack (C3)

Matted Grass (O1a)

Non Fuel

Fuel type legend

Alberta Sub-Instance 1,600 ha

Figure 1.12: Map of the Alberta Sub-instance. The legend indicates the color of the different
fuel behavior models (fuel types) characterizing the terrain of the area. A hillshade effect
has been applied to depict the elevation of the terrain.

Multiple outputs are generated after the simulations in order to evaluate the performance
of the management plans (Figures 1.13 and 1.14). These outputs include burn probability
maps representing the wildfire susceptibility of each cell under the ignition and weather con-
ditions used; ROS heatmaps indicating the average rate of spread over the simulated period
as well as highlighting areas of the landscape experiencing high/low propagation rates; a
consolidated shortest-path tree (directed network flow graph representing the fire spread
dynamics where nodes are the cells of the landscape and edges indicate fire propagation
statistics between them) representing the critical, fastest, and most frequent propagation
paths of the wildfire in the landscape; and multiple plots and statistics comparing the per-
formance of pre-treatment and post-treatment landscapes given a performance metric such
as expected area burned.

From the outputs of the simulations with random weather (RW) on the original pre-
management landscape using random (RI) and deterministic ignition (DI) points (Figure
1.13), we observe areas with higher burn probability values on the top right section of the
landscape according to the historical wind direction distribution (northeast). This pattern
is exacerbated in the fixed ignition experiments. In this case, we observe that wildfires are
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Figure 1.13: Pre-treatment analysis. Burn probability maps (left), average ROS heatmaps
(center), and consolidated shortest-tree paths (right) are generated for the random weather-
random ignition (RW-RI) and random weather-deterministic ignition (RW-DI) experiments.
Darker areas indicate higher values (normalized). Fixing the ignition point (RW-DI) is
translated into a very focused wildfire dynamic on the eastern side of the landscape, with
no fires escaping to the western region of the instance. This results in higher ROS average
values in several cells on the east given the dominant land cover in the area and a denser
shortest-path tree than the one observed in the random ignition (RW-RI) experiments since
all fires are condensed in a unique side of the land.

not able to reach the western side of the landscape, focusing the spread on the eastern and
north-eastern areas. In addition, we note the non-flammable section of the landscape at the
top center area of the instance characterized by a chain of mountains, preventing the spread
of the fire. Observing the ROS heatmaps, we notice that wildfires reach their maximum
ROS on the areas covered by conifers (Boreal Spruce) obtaining average ROS values close to
5 [m/min] and 30 [m/min]; and peak values of 34 [m/min] and 118 [m/min] for the RW-RI
and RW-DI experiments, respectively. Finally, the consolidated shortest-path trees highlight
the areas where fire tends to propagate (darker zones) observing how the area covered by
conifers tends to be actively involved in spreading fire to adjacent regions.

Focusing on the most interesting RW-RI experiments (Figure 1.14), we observe how
these outputs are perturbed after applying different harvesting plans. In the case of the
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Figure 1.14: Post-treatment RW-RI experiments. Management plans (left) are generated
using different policies to select which cells to harvest (blue dots). Non-flammable cells are
represented by white cells for visualization purposes. Burn probability maps (center) and
average ROS heatmaps (right) are generated from 100 independent replications to evaluate
and compare different metrics for the selected treatment plans.

random management approach (top row), the uncorrelated fragmentation introduced in the
landscape is not an effective measure to reduce fire spread. This is reflected in the expected
area burned, which is reduced by only 22.3% compared to the non-treated landscape. In
addition, the average ROS is reduced by 17.5% but reaches significant peaks (32.9 [m/min])



CHAPTER 1. MODELING AND SIMULATING WILDFIRES 28

in the northeast areas. Moreover, it is not practical (e.g., to move the harvesting equipment
across the whole landscape “at random”) and clearly not profitable for the landscape manager.
The BP-based plan (center row) improves the impact on the expected area burned, decreasing
it by 40%. In addition, it effectively reduces the average ROS by a 37% compared to the
non-managed land (with peaks up to 24.5 [m/min]). Still, it may not produce a feasible plan
from an economic perspective as it does not consider the revenue layer when selecting the
cells to harvest. Finally, we observe how the myopic approach (bottom row) that focuses
the harvesting plan on the areas where the most profitable cells are located. However, this
may become a limitation of the plan as it does not incorporate wildfire behavior features
when selecting the treated areas. Although it decreases the expected area burned by 31%,
its limitations are reflected in the limited impact on the peak ROS (30.1 [m/min]) only
decreasing it by 10% compared to the pre-treatment state. On the other hand, it has a
significant impact on the average ROS 3.1 [m/min], decreasing it by a 38%. This is explained
because, in this instance, the most profitable cells match the land covers experiencing higher
ROS during the simulations, thus allowing the treatment to be effective in reducing the
average ROS values. However, this management plan results in larger variance than the
BP-based treatment, exposing the landscape to higher risk levels. Using this framework,
planners can easily compare some of the most relevant outputs and evaluate alternative
treatment plans in an effective and efficient way (less than one minute) to develop robust
and objective management plans.

In addition, given the graph structure of the wildfire propagation patterns generated by
the simulator, we can apply a series of complex network algorithms on top of the generated
outputs (shortest-path trees) to evaluate the wildfire behavior in the original landscape and
the impact of the management plan. As an example, decision makers could calculate metrics
such as the average betweenness centrality (BC) [63] of each cell in the landscape across all
replications to identify which nodes have a more active role in the propagation of wildfire
to other parts of the land (Figure 1.15). Alternatively, a degree heatmap indicating the
average outgoing degree of each node can be generated, among several others useful metrics.
Using this information, managers could decide to modify their initial plans to focus on those
critical areas where wildfire tends to propagate faster and more frequently.

Observing the BC-based treatments for the RW-RI and RW-DI experiments (Figure
1.15), we notice how nodes located in the northeast section of the landscape are selected.
They tend to be frequently involved in the fire propagation dynamics, potentially playing a
fundamental role to mitigate future expected losses due to large wildfire events in the area.
Comparing the pre- and post-treatment simulation results, we observe how the distribution
of both heatmaps is impacted: shifting the areas with highest/lowest weights across the
landscape; reducing average ROS values by 42% (RW-RI) and 46% (RW-DI); and decreasing
the expected area burned by 36% (RW-RI) and 93% (RW-DI). This information could play a
crucial role in selecting which areas to allocate future wildfire suppression resources, focusing
the efforts on those unprotected or fire-prone areas detected from the generated outputs.

Therefore, we observe how Cell2Fire can be a valuable tool to assist decision-makers when
defining management plans. It helps them understand and generates relevant managerial
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Figure 1.15: Post-treatment BC plans. Management plans (left) for the RW-RI and RW-DI
experiments are generated using BC as the main metric to select which cells to harvest (rep-
resented with blue dots). Non-flammable cells are represented by white cells for visualization
purposes. Burn probability maps (center) and average ROS heatmaps (right) are generated
from 100 independent replications to evaluate and compare different metrics for the selected
treatment plans.

insights regarding which areas of the landscape are more/less prone to future wildfires, the
most likely areas to which the fire can propagate after ignition in the treated-landscape,
the expected rate of spread/burned area across the available cells, among other relevant
information.

Perhaps more important, is the support that Cell2Fire can provide to researchers study-
ing methods for forest management planning (practical examples for the interested reader
can be found in [240, 252]). All this, to support and improve the whole decision-making pro-
cess, providing the opportunity to analyze the complex and significant trade-offs involved in
landscape management under wildfire uncertainty.
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1.9 Conclusions
Cell2Fire provides numerous opportunities for researchers interested in incorporating fire
growth in their models for strategic harvest planning and fuel management planning. Re-
searchers can easily test and adjust their decision-making models to enhance their manage-
ment plans and identify relevant metrics to capture and actions to mitigate the impact of
wildfire uncertainty. In addition, it incorporates a series of out-of-the-box planning heuristics
that provide baselines to the decision-makers and a series of complex network algorithms to
evaluate the wildfire behavior in the original landscape and the impact of the management
plan. This information could play a crucial role in selecting which areas to allocate future
wildfire suppression resources, focusing the efforts on those unprotected or fire-prone areas
detected from the generated outputs. We will expand on the decision-making aspects in
Chapters 3-5, where we will formalize the landscape planning problem as an explicit opti-
mization problem.

Using the FBP fire spread model, we have compared the simulated fire perimeters with
perimeters produced by a state-of-the-art simulator for validation purposes. Other fire spread
models can be employed instead, which extends the range of environments where Cell2Fire
can be used as we will cover in Chapters 2 and 4. In addition to supporting stochastic
ignition and weather, the simulator also supports random sampling of the ROS. Stochastics
are a major area of further research. We also plan to initiate research concerning slow fire
growth at night as well as spotting which allows fires to jump across unburnable barriers.

Because the software is open-source and modular, it lends itself to customization as
needed. The simulator is fast and it scales well in parallel computing environments, so it
is well-suited for use with large, flammable landscapes and in studies that require many
simulations. By adding a highly parallelizable, open-source fire growth simulator to the tool
set available, we hope to provide transparent support for ongoing research.
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Chapter 2

Learning from historical data: a general
fire spread model using derivative-free
optimization

2.1 Introduction
In Chapter 1, we have studied the problem of simulating wildfires accurately and efficiently
while integrating decision-making models for landscape planning under wildfire uncertainty.
We note that an independent fire behavior spread model (e.g., the Canadian FBP or BE-
HAVE in the U.S.) is required to accurately simulate wildfires in a determined region. These
models, traditionally developed via long-term experimental efforts performed in controlled
environments (inside laboratories and/or on the field) are needed to approximate the ROS
of the wildfire. This computation allows us to simulate fire growth for specific time windows
and conditions.

However, such models are not generally available to use in alternative regions. This,
due to modeling assumptions leading to inaccurate results when implemented in different
conditions to the ones for which the model was developed, or due to limited resources and
data access in the region of interest. Therefore, one of the main limitations of these models
is that they cannot be easily applied to regions with different characteristics, as several
assumptions need to be satisfied: land covers must match the ones incorporated in the
original model, all inputs must be available in the same format as in the region of origin,
among several other restrictions, thus, limiting fire behavior models to specific territories.
Moreover, these models are mainly static, in the sense that they were developed under
specific environmental conditions that could be significantly different from the current ones
(e.g., due to climate change), potentially leading to inaccurate results if no adjustments are
performed.

To address this limitation, in this Chapter, we explore the creation of a general fire
spread model with the capacity of exploiting historical data to automatically adjust the
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main parameters of the fire spread model using a derivative-free optimization approach.
This, to obtain more accurate, flexible, and transferable fire spread models allowing us to
effectively simulate wildfires in any region of the world where historical data is available.

Considerable efforts have been made in recent decades to understand the dynamics of
forest fires on landscapes in different parts of the world due to their increase and their
significant effects on our ecological and human systems [290]. A series of relevant research
studies focused on understanding fire behavior have determined that fire is mainly influenced
and directed at the landscape level by four main factors: i) weather, ii) topography, iii)
humidity of fine vegetable fuels, and iv) type of forest fuel [10, 156, 267]. In this context, it
is known that high temperatures and strong wind gusts can produce fires of great magnitude
and that are difficult to control [359], with the potential of affecting multiple components
of the ecosystem. On the other hand, terrain slopes affect the rate of spread of the fire,
increasing and decreasing it with uphill and downhill slopes, respectively. The elevation of
the terrain could influence the humidity of the leaf of the trees and shrubs, and certain bands
of elevation can sustain climatic and environmental conditions that are more/less fire-prone
such as dry and windy flammable areas, or wet and cold rocky regions. Finally, the type
of forest fuel (land cover) that goes into combustion may have different flammability and
therefore, release different levels of energy. This could lead to multiple damage levels to
ecosystems and become a significant menace to our human communities.

It is because of the aforementioned, that scientists in different countries have developed
or adapted complex systems to understand this phenomenon. Fire behavior models have
been under development since [287] and [353] works, with actual applications in wildfire
control, risk assessment, prescription development, long-term planning, and in first and
second-order fire effect models at different spatial and temporal scales [277]. However, the
basics for any fire behavior model application are the accurate prediction of the burned area
and fire intensity of a simulated wildfire. A precise prediction of these two characteristics of
a wildfire needs complete knowledge of the relationship between fuel and the atmospheric
conditions as well as its interaction with the topography in local landscapes. For decades, a
few countries have invested in the science needed for this kind of knowledge, mainly restricted
to the U.S., Australia, Canada, Spain, and Portugal [69, 156, 322]. For example, in Canada,
the Fire Behavior Prediction (FBP) System [156] is the system dedicated to modeling fire
behavior for static conditions, mainly based on controlled experiments in laboratories to
measure and relate the different variables mentioned that influence the multiple aspects of
fire [13, 156], as discussed in the previous Chapter. Its analog in the United States is the
Fire Behavior Prediction and Fuel Modeling (BEHAVE) System [69]. Another local fire
behavior system and fire growth simulator that models the behavior of fire at the surface
level is Kitral, developed in Chile in 1995 [170]. Although being a simpler system than the
ones implemented in the northern hemisphere and Australia, it has shown to fit quite well
with the reality of local fires [265]. A complete review of the main fire behavior modeling
systems can be found in [130].

Despite these efforts, even in those countries with state-of-the-art systems, inaccuracies
presented in fire behavior models are still an open research problem because of the high
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degree of uncertainty in the classification of fuel types, the estimation of the actual fuel
moisture, the quality, and accessibility to local atmospheric data, or even the specific fire
behavior model parameters used depending on the observed conditions [177]. Challenges such
as i) scaling-up existing fire behavior models from point-scale to hundreds of kilometers of
wildfires without underestimating the local effects of landscape spatial patterns, ii) integrate
and take advantage of the data revolution into fire behavior models, iii) obtain a better and
comprehensive understanding of the fuel-fire-atmospheric relationship in real landscapes, and
iv) explicitly incorporate the human interaction with fires in management and control [222]
are some of the most relevant research opportunities in the field that should be addressed
by the scientific community to be able to tackle the current complex global scenario.

In the same line, a wide set of fire growth simulators are available from multiple regions,
which utilize a range of different modeling approaches and underlying fire behavior prediction
systems to simulate the fire spread dynamics based on demographics, topographic, and
environmental conditions [256]. To our knowledge, the most used simulators are based
on rate of spread models derived from the fire behavior systems mentioned above, which
were predominantly developed using observations of experimental fires [322]. However, the
conditions under which wildfires occur are not easily replicated experimentally because of
the costs and dangers that this entails. The latter could lead to significant differences in
the behavior of the observed fires and the simulated ones. Moreover, existing systems may
not take advantage of historical data in automated (e.g., online learning) ways due to the
complexity of incorporating data-driven learning models in the simulation framework to
adjust the original parameters of the system or due to the high investment of resources
(time, experiments, etc.) and the need of experts’ knowledge to adapt the existing models
according to the current data. Therefore, this challenging setting could be translated into
a significant development barrier to adapt existing fire behavior models to other regions as
well as the presence of more static systems, with difficulties to account for new and evolving
uncertain climatic scenarios and complex propagation patterns observed in real events. Thus,
the applicability of the models and potentially, their accuracy, could be impacted if no
significant resources are invested to maintain and adjust state-of-the-art fire spread models
in the long-term.

The systems mentioned were the results of innumerable research studies across many
years, supporting their performance with verifiable evidence through historical events analy-
sis. This fact, highly positive on the one hand, represents a serious obstacle for less developed
countries that lack or present scarce basic information for the correct transfer of the sys-
tems to their present reality and, even less, the ability to properly adjust them to their own
environmental and geographical conditions. The adaptation of existing fire behavior mod-
els or the development of new and flexible ones to face these challenges arises as a global
issue for emerging countries: the technical and scientific knowledge needed for the regular
use of fire behavior models for multiple applications and the number of required resources,
act as a barrier to their adaptation and potential implementation in different regions, being
even more acute in less developed countries. All this, exacerbated with increasingly extreme
weather conditions resulting from climate change where wildfire occurrence is likely to con-
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tinue to extend well beyond those conditions under which existing fire behavior models were
developed [290, 359, 360].

As we have discussed in the previous Chapter, capturing and accurately predict fire
propagation patterns could play a crucial role to support decision-makers. In the context of
landscape management under wildfire uncertainty, it is urgent to derive effective prevention
and mitigation policies to address the impact of wildfires on human well-being, the conser-
vation of biodiversity, and their effects on greenhouse gas emission, among many others [61,
176]. Therefore, the development of a flexible and adjustable fire spread system, with the
ability to learn and extract propagation patterns from historical data remains a relevant and
open research problem, being the main motivation of our research.

In this Chapter, we focus on the development of such a model, adjusting it for different
regions and testing its integration with a fire growth simulator. The objectives of this study
are four: i) propose a general fire propagation model that considers the main aspects of the
most specialized fire behavior systems currently developed; ii) introduce a methodology based
on derivative-free optimization algorithms integrated into a fire growth simulator to adjust
relevant parameters of the fuel models automatically through historical fires in different
areas of the world; iii) decrease the gap between theory and practical applications in the
context of wildfire simulation; and iv) discuss the scope, limitations, and future challenges
of this methodology to develop fire behavior systems in countries where no spread models
are available for wildfire simulation.

This Chapter is organized as follows. In Section 2 we introduce the theoretical background
and fundamental components of our proposed general fire spread model that will be adjusted
with historical data to mimic observed fire events. Section 3 presents our proposed data
pipeline and processing algorithms allowing an automated extraction of historical wildfire
perimeters for training the spread model. Section 4 introduces the mathematical models and
describe the derivative-free algorithms applied to solve them to adjust the main parameters of
the general fire spread model. Section 5 presents the computational results of our experiments
in three regions illustrating the potential of the proposed methodology. Section 6, contains
our conclusions and thoughts concerning future research needs. Appendix B provides details
concerning extensions of the fire spread model and its computational implementation.

2.2 A General Fire Spread Model
In order to develop a general fire spread model, we require to capture the main characteristics
of a forest fire: i) define a surface propagation model that reflects the way fire spreads through
a landscape, ii) calculate the rate of spread (ROS) in multiple spread directions to predict
its potential evolution, and iii) the inclusion of variability under multiple climatic conditions
to obtain robust estimates. As a starting point, we use the relations included in the most
complete fire behavior systems to date, which to our knowledge are the American [69],
Canadian [156], and Australian [322] systems. Current systems model the main dynamics of
fire behavior under certain homogeneity assumptions: fuels and topography are uniform and
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continuous and the wind direction is constant and unidirectional. This step is replicated for
all land-cover categories included in the fire spread model, obtaining independent parameters
for each fuel type that best mimic the experimental data. Then, these dynamics (i.e., the
parameters of the models) are adjusted by factors accounting for heterogeneity such as slope
variations, wind fields, and moisture levels. In this section, we only refer to the key aspects
to model the dynamics of fire, as a function of time through a heterogeneous land. Details
of secondary components of the spread model are presented in Appendix B.

Surface propagation model

Similar to the fire behavior model discussed in the previous Chapter, all the mentioned
systems consider an elliptical propagation model over a two-dimensional lattice to model
wildfire spread. In these models, each cell represents a homogeneous land cover unit and is
characterized by specific topographic/demographic characteristics features such as elevation
or slope (Figure 2.1). The dimensions and shape of the ellipse are estimated as a function
of the land-cover and environmental conditions, being the wind speed (WS) one of the main
disturbance factors. This perturbation is calculated and reflected in the fire propagation
dynamics using the length-to-breadth ratio (LB) of the ellipse, defined as the simple quotient
between the major and minor axes of the ellipse. Therefore, ellipses with large LB values
tend to be associated with higher WS values, i.e., faster propagation patterns in the main
axis of the ellipse (long-shaped ellipses) while lower LB values represent slower propagation
patterns where the fire tends to spread in all directions with the same ROS, e.g., , in the
extreme case of LB = 1 where fire propagates following a circular pattern (Figure 2.2).

In this setting, the fire expansion is calculated for different directions from the focus of
the ellipse, located at or near the ignition point [14, 156]. A propagation template, defining
which cells will be considered adjacent cells for keeping track of the fire progress (e.g., eight
cells as in Fig. 2.1), is included as part of the fire growth model. These templates can differ
in two main dimensions depending on the system: 1) they can be symmetric or asymmetric,
meaning that cells in all directions with respect to the burning one are considered, or specific
orientations are given more weight during the propagation dynamics; and (2) the number
of cells considered. Then, the fire progress is updated between adjacent cells by using the
outputs obtained from an independent fire spread model (e.g., FBP). However, different
systems have found different equations that best fit the conditions of their own regions. For
example, the FARSITE simulator in the U.S. uses the following equation to calculate LB:

LB (WS) = 0.936e0.9238×WS + 0.461e−0.5573×WS − 0.397 (2.1)

while the BEHAVE system considers

LB (WS) =
(
0.936e0.9238×WS + 0.461e−0.5573×WS − 0.397

)0.46 (2.2)

On the other hand, in Canada, the Prometheus simulator and FBP System consider Eq.
(2.3) for the majority of forest fuels based on empirical data, except for grass fuel types
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Figure 2.1: Surface propagation model elliptical expansion. An example of the elliptical
propagation model is shown when the main wind direction aims to the east (WD = 0◦) and
the focus of the ellipse is located at the center of the middle cell. r(φ) is the estimated rate
of spread (ROS) in the φ direction with respect to the main wind direction WD.

Figure 2.2: Length-to-breath ratio and ellipses. Examples of ellipses with different LB values
are shown, visualizing different potential propagation patterns depending on the shape of
the ellipse.
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denoted by O-1 where Eq. (2.4) is applied.

LB (WS) = 1 + 8.729 [1− exp(−0.03×WS)]2.155 (2.3)

LB (WS) =

{
1.1 +WS0.464, WS ≥ 1.0,

1.0, WS < 1.0.
(2.4)

It should be noted that this last equation (Eq. (2.4)) was taken from McArthur’s experi-
mental studies of forest fires in Australia [219], which reveals that it is a common practice for
different fire behavior systems to exchange useful knowledge and adapt it to their regions.

From all the equations, we observe that, as expected, higher values of WS are translated
into long-shaped ellipses (i.e., larger LB) while less windy conditions are reflected in wider
ellipses, representing slower fire propagation dynamics. Moreover, the expressions reflect
how the proportions of the ellipses are only disturbed (usually as an exponential factor) by
WS in these systems, being a fundamental input. These proportions are then applied for the
different fuel types included in the fire spread model, modifying the dimensions of the ellipses
according to their characteristics (e.g., flammability) while satisfying the LB equations.

Different is the case of the Kitral system, developed in Chile [170]. It does not explicitly
rely on elliptical propagation. Rather, it is based on what the authors call “propagation
factors due to wind speed” for directions other than the main direction (WD).

For this reason, based on the experimental data reported by Julio (1993) in [170], we
propose the following general expression for the LB, as a function of wind speed (WS) in
[Km/h] and two main adjustable shape parameters l1 and l2::

LB (WS) = 1.0 + [l1(1− exp(−l2 ·WS))]2 (2.5)

These two shape parameters (l1 and l2) provide us with enough flexibility to represent all
previous LB equations by simply adjusting their values, allowing us to reproduce the results
of these validated fire spread models. For this, the optimal ~lb = (l1, l2) values minimizing the
approximation error and maximizing the coefficient of determination (R2) compared to the
original models, are calculated with the MATLAB r2018a Curve Fitting Toolbox using the
nonlinear least squares (NLS) method [214]. These values are fitted using the outputs from
the mentioned systems, where multiple LB values are calculated for different WS levels up
to 60 [km/h] to obtain data points for the fitting procedure. Using the parameters found by
the fitting method, we can determine, for each system, the corresponding l1 and l2 values
that best represent the LB curves modeled in each system, as shown in Table 2.1 and Figure
2.3.

The importance of the previous equation is twofold, thinking that we need a general
model for the LB. First, our results show that it has high flexibility to adapt to the four
studied models, reflected in the high R2 coefficients obtained with an average value of 0.99
(Table 2.1). Thus, we can obtain almost identical LB values to the ones used in these
models. Second, these values will be relevant to be used as starting points for the automatic
adjustment procedure. They provide us with low-error initial values, thus, improving the
convergence of the proposed data-driven optimization framework.
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Table 2.1: Elliptical length-to-breadth fitted shape parameters l1 and l2 for the proposed
general LB expression. Optimal values are obtained for FARSITE, FBP, Kitral, and Be-
havePlus systems using a non-linear fitting procedure. The coefficient of determination (R2)
is used as the main performance metric for the fitting.

System \Param. l1 l2 R2

FBP System (Others) 3.053 0.02667 0.999
FBP System (Grass) 2.454 0.07154 0.969

Anderson (1983) - dense forest stand 1.411 0.01745 0.993
Anderson (1983) - open forest stand 2.587 0.01142 0.995

Anderson (1983) - grass/slash 5.578 0.006023 0.996
Anderson (1983) - heavy slash 37.49 0.0009885 0.997

Alexander (1985) 3.063 -0.01165 0.997
KITRAL System 2.233 -0.01031 0.984

Estimating the rate of spread

In general, the elliptical propagation model can be summarized using the ROS aligned with
the main axes of the ellipse. The head rate of spread (HROS) represents the fire speed
in the wind direction (Figure 2.1, HROS = r(0◦)). Similarly, the back rate of spread
(BROS) and the focal flank rate of spread (FFROS) are defined as BROS = r(180◦) and
FFROS = r(90◦), respectively. It should be noted that in the literature, FROS is reserved
for the “Flank rate of spread”, that represents the speed of the flank fires through the center
of the ellipse, instead of its focus. ROS values for other φ angles can be computed directly
by parameterizing the ellipse with respect to its focus or using approximated distribution
schemes exploiting the values of the ROS in the main four axes.

Given the elliptical propagation model, these components satisfy a series of relationships
(see Figure 2.4) summarized in multiple equations. As an example, the BROS can be
calculated as a function of HROS, LB, and the expected WS, using the following equation
in the previously mentioned systems:

BROS (WS) =
HROS (WS)

HB (WS)
(2.6)

where HB, known as the head-to-back ratio, is obtained from the LB as follows:

HB (WS) =
LB (WS) +

(
LB (WS)2 − 1

)0.5

LB (WS)−
(
LB (WS)2 − 1

)0.5 . (2.7)

where we explicitly indicate the dependency of HROS, BROS, LB, and HB to the wind
speed WS. In the same line, we note that we can calculate the FROS by:



CHAPTER 2. LEARNING FROM HISTORICAL DATA: A GENERAL FIRE SPREAD
MODEL USING DERIVATIVE-FREE OPTIMIZATION 39

Figure 2.3: Fitted curves for different LB values (y-axis) as a function of the wind speed
WS (x-axis) for the four fire spread models (Kitral, BEHAVE, FARSITE, and FBP). Data
points are obtained from each fire spread model, given a set of predefined WS points to
use during the curve fitting procedure. The optimal l1 and l2 parameters are estimated to
maximize the coefficient of determination R2.

Then, FROS is calculated by:

FROS (WS) =
HROS (WS) +BROS (WS)

2LB
(2.8)

as can be clearly observed in the diagram presented in Figure 2.4.
Therefore, we can exploit the elliptical relationships of the propagation model to estimate

some relevant components. As discussed by VanWagner (1969) in [351] and Alexander (1985)
in [14] the main elliptical components can be calculated in terms of the magnitudes defined
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Figure 2.4: Elliptical propagation model components. The diagram illustrates the relation-
ships between the elements of the model and the dimensions of the ellipse including the
semi-major axis (a), the semi-minor axis (b), the distance from one focus to the center (c),
and the semi-latus rectum (half the length of the chord through one focus, perpendicular to
the major axis).

above and the elapsed time t since ignition, as follows:

a (WS, t) =
HROS (WS) +BROS (WS)

2
· t (2.9)

b (WS, t) = FROS(WS) · t (2.10)

c (WS, t) =
HROS (WS)−BROS (WS)

2
· t (2.11)

e (WS, t) =
c (WS, t)

a (WS, t)
(2.12)

where a and b represent the length of the semi-major and semi-minor axes of the ellipse,
respectively; c equals the distance from one focus to the center of the ellipse; and e is the
eccentricity of the ellipse. We note that all these values are a function of the wind speed
WS and the elapsed time since ignition, as the ellipse starts to expand/grow as a function
of time t, simulating the dynamism of the fire propagation patterns.

With all these components, we have a comprehensive characterization of the ellipse rep-
resenting the expected fire spread patterns at a surface level. Thus, we can easily obtain
ROS(φ), the rate of spread for each angle φ, to use it in our fire growth model during the
simulations.
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Moisture scenarios

In practice, the effective ROS experience at a surface level mainly depends on the type of
forest fuel that goes into combustion and the wind speed. However, another influencing
factor is the moisture content of dead and live vegetation in the forest. This variable is
crucial for estimating the surface ROS as certain land covers (e.g., grass types) tend to
significantly modify their propagation patterns depending on their humidity levels. thus,
perturbing the dimensions of the estimated ellipse to calculate the ROS. With this in mind,
multiple thresholds for the moisture values have been empirically studied and determined, to
capture and simulate interesting situations for the practitioners and researchers. According
to Scott & Burgan [307], interesting humidity levels can be represented by four main scenarios
denoted D1L1, D2L2, D3L3, and D4L4. These are ordered from the driest (D1L1), where
the fire tends to propagate faster, to the wettest (D4L4), with the opposite effect. This is
translated into fires reaching higher HROS values for similar WS as we move from wet to
dry scenarios (Figure 2.5).

Figure 2.5: Example of fitted scenario curves for differentHROS values (y-axis) as a function
of WS (x-axis). We use the a non-linear fitting method to adjust HROS curves to the
moisture scenarios. Data points for the fitting procedure are obtained from empirical results
introduced in [307].

Based on the systems studied and the results obtained from the fitting procedure, the
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following flexible head rate of spread (HROS) formula is proposed:

HROS (WS) =
1

p1exp (−p2WS) + p3

(2.13)

where we estimate the HROS as a function of the wind speedWS [km/h] and no slope effect
is explicitly included. The ~p = (p1, p2, p3) parameters are associated with each fuel type, i.e.,
each fuel type could have a different ~p controlling the perturbation of the ellipse in the main
wind direction to account for different propagation patterns depending on the land-cover.
As an extension, a similar formulation replacing the ~p vector by a ~q = (q1, q2, q3) set of
parameters could be used to model the effects of the crown fire phenomenon. In this case,
the fire reaches the crown of the tree and starts to propagate towards adjacent trees, from
crown to crown. This normally entails a faster rate of spread, leading to significantly more
dangerous and severe wildfires. Studying and modeling this phenomenon requires training
samples that recorded the exact moment when the fire reaches the crown to avoid bias.
However, access to such information is complex and its quality varies significantly depending
on the region of study, thus being out of the scope of this study.

Table 2.2: Example of HROS fitted parameters for all moisture scenarios, considering a
land cover dominated by shrubs.

Scen.\Param. p1 p2 p3 R-square
D1L1 0.08987 0.07819 0.003927 0.99
D2L2 0.1554 0.08058 0.006821 0.99
D3L3 0.3075 0.09702 0.01307 0.99
D4L4 4.902 0.2927 0.1805 0.99

Similar to the fitting procedure introduced in Section ??, we generate a series of data
points representing the HROS for multiple WS levels and scenarios using the existing fire
spread models. Using the BehavePlus fire behavior system andrews2014current, which in-
corporates the definition of the four moisture scenarios and its expected HROS values for
multiple wind speeds (0, 5, 10, 20, 30, 40, 50, and 60 km/h), we adjust the ~p parameters
introduced in eq. (13) using the NLS method described in Section ?? for each combination of
land-cover and moisture scenario for all fuel types included in the FBP, Behave, and Kitral
systems (a total of 316 independent fits).

Connecting all the previous modeling steps and structural components, we obtain a
general fire spread model that i) can be adjusted by modifying its main parameters ~lb ∈ R2

and ~p ∈ R3 to reproduce multiple existing fire spread models, and ii) potentially trained to
mimic propagation patterns observed in regions without existing spread models or previous
studies. In this first work, we focus on the proposed methodology and development of the
general fire spread model and tuning framework, leaving its large-scale training (with massive
datasets of historical data) as a future project in our research.
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2.3 Data Mining: Historical Fire Scars
In order to deal with cases where no regional publicly access datasets are available, we
propose the following framework. Taking advantage of recent computational advances with
global scale analysis capacity and the availability of planetary and historical satellite imagery
in Google Earth Engine (GEE) catalog, we are able to generate historical fire scars from
different regions. GEE is an open cloud-computing platform for geospatial analysis that
contains a public catalog of satellite images, topography, land cover, and other environmental
datasets [144]. GEE is an opportunity to generate a high-resolution database of wildfires.
Taking advantage of the GEE big-data analysis platform, we develop a flexible workflow
to reconstruct individual burned areas, topographic, and previous land cover data. This
framework could be replicated by the international community with historical fire occurrence
data or could be used in the reconstruction of recent global fires scars with free and public
fire datasets including information about ignition coordinates, date, and duration, as in [24].

To obtain historical fire scars to train our spread model, we developed a semi-automated
fire scar generator in GEE using a custom JavaScript: FireScar generator. This script
automatizes the process of generating historical wildfire scars using the satellite (Landsat)
imagery in the Google Earth Engine catalog. The workflow includes the following general
steps/tools (Figure 2.6): i) input data selection and codification, ii) previous and post-fire
satellite image mosaic generation, iii) preliminary burned area identification, iv) vectorization
and spatial filtering, and v) output data generation of wildfire. It is important to note that
the script can be used for any region in the world as long as its data are available.

The input data is a point pattern with geographical coordinates representing a (near)
fire ignition point or a section within the burned area, indicating fire starting and extinction
dates. Input data selection and codification are performed, gathering all the required data for
the spatial location and temporal window of interest. The images searching engine includes
two months of data before the fire starting date and two months after its extinction. We
then compile both sets considering all images in that period and a 5 km. buffer around each
ignition point.

Previous and post-fire satellite image mosaics are generated and processed by defining
five functions to filter elements that degrade the quality of the image such snow, shadow, and
clouds for each collection. In order to reduce burned area detection error caused by shadows,
water bodies, agricultural or tree harvesting, we use the Normalized Burned Ratio (NBR,
Eq. (2.14)) [178], the most common burned area index for burned area discrimination, and
its multi-temporal form known as Delta Normalized Burn Ratio (dNBR) [88, 211]. Different
burned area indexes are available. In this work, we use the Relative Delta Normalized Burn
Ratio (RdNBR, Eq. (2.15)) because it has shown better results in our study areas [224].

NBR =
(NIR− SWIR)

(NIR + SWIR)
(2.14)

RdNBR =
(PreF ireNBR− PostF ireNBR)√

|PreF ireNBR/1000|
(2.15)
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where NIR is the near-infrared and the SWIR is the shortwave infrared wavelengths in
Landsat satellite images. The preliminary burned area is identified, clipping the original
mosaic.

Figure 2.6: FireGenerator workflow. The main five steps of the script are depicted.

We select the best RdNBR index value for each wildfire that contains the burned area by
visual interpretation. The raster mask in a binary form of the burned and not-burned pixel
is converted to a vector format for spatial filtering. The individualization of the initially
identified burned patches allows us to add spatial and spectral information to each one and
discriminate between burned or available patches with new criteria, to diminish errors. The
mosaic is then filtered by calculating the difference of pre and post indexes calculated from
spectral bands, detecting those areas where the variation is higher, approximating the final
fire scar

Layers of information are assigned to each individual burned patch: its size, the distance
to the bigger patch, the distance to the ignition point, the maximum, minimum and mean
value RdNBR, and the normalized difference vegetation index NDVI [211]. Finally, we export
the fire scar perimeter for each wildfire including the land cover before the wildfire, elevation,
slope, and most likely ignition area at a pixel level (30× 30 m. resolution .tif files) and the
weather conditions from the closes weather station available for the fire duration. This data
is derived from the NASA Shuttle Radar Topographic Mission (SRTM), available in the GEE
data catalog.

Additional data Sources

Land cover data for the Chilean instances were obtained from the most extensive and com-
plete land covers dataset of Chile and publicly available by [372] in a 30 m. spatial resolution.
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We obtain the hourly weather data from the nearest to wildfire meteorological station avail-
able from Red Agroclimatica Nacional (AGROMET1). As input dataset, we used public
databases of wildfires provided by multiple regional services (e.g., the Chilean Forest Service
- CONAF2) that gives the spatial coordinates of ignition points and the ignition and fire
control date. Similarly, input databases including ignition coordinates and fire spread dates
were obtained from the Canadian Forest Service repository3, and directly from the Forest
Science and Technology Centre of Catalunya4.

2.4 Learning Propagation Patterns

We formulate the learning propagation pattern model considering a vector ~x = (~p, ~lb,~r)
containing the adjustable parameters of the general fire spread model. The model is for-
mulated for |G| independent fuel types, with ~p ∈ R3×|G| the surface rate of spread factors,
~lb ∈ R2 the length-to-breadth ratio shape parameters of the elliptical model, and an extra
set of adjustable weights ~r ∈ R3 to fine-tune the elliptical ROS components (HROS, BROS,
and FFROS) allowing the model to slightly deviate from elliptical propagation patterns,
if needed. We define t ∈ T the discrete set of time-steps from the ignition until burnt-out
of a fire and St(~x, F i

z) : R3×|G|+5 → {0, 1}m×n the simulator function that maps the vector
of adjustable parameters ~x applied to the i-th instance (landscape) of region z, F i

z , into an
m×n binary matrix (where 1 equals burned and 0 otherwise) representing the status of the
landscape by time step t. We denote Π i

t,z, the binary matrix associated with the real fire
scar (training data) at time t from the i ∈ Nz fire at region z.

For each region z ∈ Z with Nz fires, we minimize the total fire growth evolution error
defined as the difference between the set of simulated fires {St(~x, F i

z)}
Nz
i=1 and the real scars

{Π i
t,z}

Nz

i=1
, by obtaining ~x∗, the vector of optimal parameters that minimizes the deviation

between both scars. A set of initial values ~x0,z are obtained from the elliptical adaptation
of existing regional spread models, following the procedure described in Section ??. We
formalize the optimization model as follows.

Definition 1 Let εiz,T (~x, F i
z , ~µ) be the error function for the i-th fire at zone z with duration

T iz, St(~x, F i
z) the simulator function at time-step t, ~x the adjustable parameters vector, and

F i
z the i-th forest instance from region z. Let Π i

t,z be the real-fire binary matrix (training
instance) at period t, for the i-th fire of region z, ||.|| a matrix norm function (e.g., Frobenius
norm), and ~µi = (µ1, ..., µT iz), an optional vector of weights associated with each time-step t
of the fire propagation such that

∑Tzi

t=1 µt = 1 . We define the z-Derivative-Free Optimization
1https://www.agromet.cl/datos-historicos
2http://www.conaf.cl/conaf/seccion-stadisticas-historicas.html
3http://FireGrowthModel.ca
4http://www.ctfc.cat/en/
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problem (DFOPz) for an individual fire i ∈ Nz as:

(DFOPz) min
~x∈R3×|G|+5

εiz,T
(
~x, F i

z , ~µi
)

:=

T iz∑
t=1

µt
∥∥St (~x, F i

z

)
−Π i

t,z

∥∥ (2.16)

where ‖St (~x, Fzi)−Πt‖ measures the error between the simulated and real scars at
time-step t when using the parameters ~x. Notice that

∑
r,c st1,r,c(~x) ≤

∑
r,c st2,r,c(~x) and∑

r,c πt1,r,c ≤
∑

r,c πt2,r,c, if t1 ≤ t2 since the burned area of a fire is proportional to the
elapsed time. Weight vectors ~µi are included to provide flexibility for different goals like
minimizing the global hourly error or focus the adjustment on the final scar by setting
µTzi = 1. The optimal solution of DFOPz for the i-th fire of the region z, ~x∗,iz , provides the
optimal parameters to reproduce the Π i

z fire scar with minimum error.
To adjust the fire spread model to a region z, a set of Nz fires is used for training the

main parameters of our model until convergence. Using the introduced DFOPz formulation,
we define the Regional DFO problem at zone z (RDFOPz) as follows.

Definition 2 Let Ez(~x, ~µ) be the z-regional error function with parameters ~x, the vector of
individual weight vectors ~µ = {~µi}|Nz |i=1 to prioritize certain time-steps of the different regional
fires, and ~ω ∈ R|Nz | the vector of weights representing the individual contribution to the z-
regional error by the i-th fire registered in the region, i ∈ Nz. Then, the RDFOPz is defined
as:

(RDFOPz) min
~x∈R3×|G|+5

Ez (~x, ~µ) :=

|Nz |∑
i=1

ωizε
i
z,T

(
~x, F i

z , ~µi
)

(2.17)

In RDFOPz, we seek to minimize the total (additive) error of the individual fires in
the region given a vector of fire spread parameters ~x and the set of user-defined ~µ and ~ω
weights. This last vector allows the fire scientist to provide specific weights to certain fires
i ∈ Nz, in an attempt to capture the dynamics of – potentially – more relevant/useful events
depending on the aims of the research study (e.g., large fires with crown fire, fires impacting
native forest/population). After solving the RDFOPz, we obtain the optimal set of regional
parameters ~x∗z

These optimization problem cannot be solved with conventional methods because we
do not have information about the derivatives or the algebraic structure of the objective
function. In order to solve this problem, we apply Derivative-Free optimization algorithms
following the techniques and recommendations from [95] as discussed in Section 2.5.

Alternative error functions

In order to provide a flexible framework for researcher and practitioners, different error
functions ε(.) are implemented to cover multiple objectives. Thus, researchers are provided
with seven error functions including Frobenius norm (default), absolute difference between
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scars, weighted norm, mean squared error, and structural similarity index [354]. In addition,
we include extensions adding extra regularization terms (L1-norm and L2-norm) penalizing
parameters with large values to obtain more stable fire spread models:

Norm = ||∆|| (2.18)

W −Norm = ||∆||/
∑
r,c

Πr,c (2.19)

Absolute = SUM(|∆|) (2.20)

W − Absolute = SUM(|∆|)/
∑
r,c

Πr,c (2.21)

LFires = 0.5SUM+(∆)− SUM−(∆) (2.22)
SFires = SUM+(∆)− 0.5SUM−(∆) (2.23)
Burned = |SUM+(Π)− SUM+(S(~x))| (2.24)

where ∆ = S(~x, F )−Π, the difference between the simulated and the historical fire scar
(binary matrices); m and n the dimensions of the landscape, and SUM()+,− an auxiliary
function to sum all elements of the matrix (SUM(A) =

∑
i,j ai,j, A ∈ RI×J), where +

and − indicate that the summation is restricted to only positive or negative components,
respectively. We also include the structural similarity index (SSIM) and mean square error
(MSE) as alternative error functions.

As previously mentioned, a regularization term can be included in all previous functions.
For this, we provide a λ parameter (penalty term) and the type of regularization (L1-norm
or L2-norm) to be added in as part of the objective function:

λ||(~p, ~q, ~lb)||L, L ∈ L1, L2 (2.25)

Users may design their own custom error functions by simply modifying the open-source
code provided in the project’s repository.

2.5 Derivative-free optimization
Derivative-free optimization (DFO) is an area of nonlinear optimization that deals with
problems where the derivatives of the objective function (and potentially, constraints) are
not available. Due to a growing number of applications in science and engineering, the
development of DFO algorithms has increased and given greater attention in recent decades.
Some applications using DFO algorithms can be found in [8, 16, 42, 153].

There are different situations where this methodology is appropriate: i) the functions
defining the problem are provided through a computer simulation that cannot be easily
subjected to automatic differentiation; ii) the optimization problem involves conducting a
laboratory experiment, with no explicit mathematical expressions; iii) the objective function
is noisy and the gradient estimation may be completely useless; iv) when the evaluation of
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the functions require a significant amount of computational power, it may be prohibitive to
perform the necessary number of function evaluations – normally no less than the number
of variables plus one – to provide a single gradient estimation.

The diversity of applications includes problems in engineering, mathematics, physics,
chemistry, economics, finance, medicine, transportation, computer science, business, and
operations research (see e.g., [33, 95]). Some examples of them are: tuning of algorithmic
parameters [34, 42]; engineering design [53, 54]; molecular geometry [9]; medical image
registration [247]; and dynamic pricing [201].

In our research, we follow the ideas of parameter fit presented in [16] and [34]. Most
numerical codes (for simulation, optimization, estimation, etc) depend on a number of in-
ternal parameters. Researchers implementing numerical algorithms know how critical the
choices of these parameters are and how much they influence the performance of solvers.
Typically, these parameters are set to values that either have some mathematical justifica-
tion or satisfactory empirical results. One way to automate the choice of the parameters
– in order to find possibly optimal values – is to consider an optimization problem whose
variables are the parameters and whose objective function measures the performance of the
solver for a given set of parameters, measured by CPU time or by some other indicator such
as the number of iterations taken by the solver (see [95]). However, in our study, the main
performance measurement is not CPU time or the number of iterations that Cell2Fire makes
to get a more accurate fire scar. Since Cell2Fire simulated scars depend dynamically – in
simulation time – on the fuel type (ROS obtained from the spread model), our parameters
to adjust/re-scale the fire spread model will be such that they change the magnitude of the
ROS among the main propagation axes. This way, our main performance measurement will
be the adjustment error with respect to a real/historical fire scar observed, a real-time fire
scar provided to predict the most likely evolution of an on-going fire, or a scar simulated by
an already calibrated software.

In order to solve the optimization problem to adjust the parameters of the model, we
apply a series of powerful and easy-to-implement DFO algorithms following the techniques
and recommendations from [33] and [95]. Based on the characteristics of our problem and
the expected performance of the different algorithms (convergence to the global optimum is
not guaranteed), we implement, test, and compare the following algorithms in order to find
the optimal parameters:

• DFO: This algorithm is based on approximating the objective function by a quadratic
polynomial using predefined set points called “interpolation set” [94, 96]. Every n-
dimensional quadratic model has 1 + n + n(n + 1)/2 = (n + 1)(n + 2)/2 parameters,
the DFO algorithm uses this number of interpolation points to determine them solving
a system of linear equations. Then, assuming that the quadratic model approximates
the objective function well within a certain region of a given radius, a new point is
computed - within of a Trust-Region framework - to obtain a better objective function
value. Later, a test measures how much has been achieved in reducing the objective
function, compared to how much we reduced the quadratic model. Finally, an update of
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the interpolation set occurs if necessary to improve the approximation of the objective
function or a reduction of radius is effected.

• Nelder-Mead: an algorithm introduced in [243], it starts with a set of points that
form a simplex – a generalization of the notion of a triangle or tetrahedron to arbitrary
dimensions. On each iteration, the objective function values at the corner points of the
simplex determine the worst corner point. The algorithm attempts to replace the worst
point by introducing a new vertex in a way that results in a new simplex. Candidate
replacement points are obtained by transforming the worst vertex through a number
of operations around the centroid of the current simplex: reflection, expansion, inside,
and outside contractions.

• COBYLA: this algorithm was developed to solve non-linearly constrained optimiza-
tion problems [269]. This algorithm follows an approach similar to the DFO method
[94, 96], but it uses a linear model approximation for the objective function and con-
straints, interpolating at the vertices that form a simplex and where a trust-region
bound restricts the variables perturbation. Thus, a new vector of variables is calcu-
lated which may replace one of the current vertices, either to improve the shape of the
simplex or because it is the best vector that has been found so far according to a merit
function that gives attention to the greatest constraint violation. The trust-region ra-
dius is never increased, and it is reduced when the approximations of a well-conditioned
simplex fail to yield improvement to the variables until the radius reaches a prescribed
tolerance value that controls the final accuracy.

• NEWUOA: is an unconstrained optimization method using a quadratic interpolation
approximation. Like the DFO method, it seeks to calculate the least value of an objec-
tive function by applying the trust-region iteration for adjusting the variables. Now,
as we mentioned above, all n-dimensional quadratic models have (n+ 1) (n+ 2) /2
parameters. This means that, unless other conditions are imposed, we require this
number of interpolation points to build them. However, in NEWUOA this is an input
parameter denoted by m. In [271], the author proposed to use a quadratic model re-
lying on fewer than (n + 1)(n + 2)/2 interpolation points. The remaining degrees of
freedom in the interpolation are determined by minimizing the change to the Hessian
of the surrogate model between two consecutive iterations. The latter is an advantage
since a DFO algorithm aims to use fewer evaluations of the objective function.

• BOBYQA: is an iterative algorithm for finding a minimum of an n − dimensional
function subject to box-constraint. BOBYQA is a extension of NEWUOA, based on
a quadratic interpolation approximation (see [270]).

The development of derivative-free algorithms dates back to the works of [243] and [317]
with their simplex-based algorithms. An excellent review and numerical comparisons of
state-of-the-art algorithms can be found in [95].



CHAPTER 2. LEARNING FROM HISTORICAL DATA: A GENERAL FIRE SPREAD
MODEL USING DERIVATIVE-FREE OPTIMIZATION 50

Table 2.3: Summary of the instances considered including total area in hectares, topographic
characteristics (mean and range of the elevation in meters), fire duration in hours, dominant
land-covers, and the total number of fuel types per instance.

Instance Area [ha.] Mean elev. [m] Elev. range [m] Duration [hr.] Dominant Fuel # Fuel types

CAN - Arrowhead 159,963 1329 [430,2894] 12 Red/White Pine 11
CAN - Central Kootenay 399,401 1811 [300,3000] 12 Boreal Spruce 11
CAN - Mica Creek 304,781 1523 [516,2895] 12 Red/White Pine 11
CAN - Revelstoke 350,956 1494 [429,2997] 12 Red/White Pine 11
CHI - Valparaiso 152 210 [14, 411] 27 Dense shrubs 8
CHI - Angol 182 156 [62,600] 71 Old Conifers 8
CHI - Carahue 337 439 [63,765] 54 Native forest 7
CHI - Lota 182 97 [0,463] 21 Dense shrubs 8
SPA - NautAran 219 1640 [969, 2532] 13 Grass and shrubs 27
SPA - Poblamontornes 186 194 [58, 334] 20 Grass and shrubs 22
SPA - Valbona 212 537 [0,720] 13 Grass and shrubs 24
SPA - Jonquera 1530 187 [0,947] 117 Woody shrubs 32

2.6 Experiments

Data Description

Historical scars. Three main set of instances consisting of four fires from different zones
including forest land cover, topography, and hourly wind stream files are tested: (i) Canadian
forests from the British Columbia region, (ii) Spanish landscapes located in Catalunya, and
(iii) South of Chile. These fires were collected and processed from the Canadian Forest
Service repository5, the Forest Science and Technology Centre of Catalunya (Spain), the
National Forest Corporation (Chile), the public Fire Atlas dataset (2019) [24], and using our
proposed data mining framework.

Homogeneous forests. Two sets of 10,000 ha. homogeneous landscapes covering all fuel
types available in state-of-the-art simulators for Canada (Prometheus, 18 types) and Spain
(Farsite, 32 types) are generated – a total of 50 forest. This set is used to show how
our proposed general spread model is able to mimic the propagation patterns of currently
validated simulation models by individually tuning our model for each fuel type, being able
to obtain comparable results to these systems with a significant computational performance
advantage.

All data is available in the public repository of this project6. Historic instances were
affected by suppression activities (e.g., firefighters interventions). A detailed description of
all instances can be found in Table 2.3.

5http://FireGrowthModel.ca
6https://github.com/cpaismz89/GlobalCell2Fire
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Algorithms

Following the previous Chapter, we integrate our Cell2Fire fire-growth simulator (see Chap-
ter 1) with the derivative-free optimization automatic adjustment algorithms via an op-
timization module that aims to minimize the differences between the simulated wildfires
and the expected ones, solving a series of optimization problems and processing all relevant
inputs/outputs.

We implement the derivative-free algorithms described in Section 2.5 directly in Python
using the NLOPT [167] package to solve the optimization problems. Best results were ob-
tained using the following strategy: (0) p, q, and lb initial values are set using the fitting
scheme described in Section 2. (1) Starting points ~x0,z for the optimization problems are
obtained after a simple grid-search procedure to minimize the global error (RDFOPz) mod-
ifying the first (head ROS) and last (eccentricity) factors of the elliptical dimensions r inside
the [0, 3] interval using a step of 0.2 units. (2) After selecting the starting point ~x0,z, we
first solve the RDFOPz problem for r (with fixed p, q, and lb) obtaining ~̃x0,z. (3) Then,
we solve the original RDFOPz problem allowing the algorithms to modify any parameter.
(4) As ending criteria, we set an absolute tolerance on the variation of the current solution
at iteration n, |∆xn| < xtol_abs = 1e−26, a maximum number of N = 5000 evaluations,
or 5 hours of running time. If supported by the algorithm (e.g., BOBYQA), the following
box constraints are provided for each set of parameters: r ∈ [0, 10], p, q ∈ [−1, 12], and
lb ∈ [−1, 5].

All experiments have been conducted in a laptop with a 4th generation I7 CPU (1.9 GHz,
2 cores), 8 GB of RAM, and Ubuntu 14.0 OS.

Evaluation

We focus on a tactical landscape planning perspective (prevention models). Therefore, we
minimize the z-regional error with respect to the final scars of the Nz fires, not accounting
for deviations in their temporal evolution. We set µt = 0 ∀t < Tz and µTz = 1, ∀z ∈ Z
obtaining εiz,T (~x, F i

z) = ||ST (~x, F i
z) − Π i

T,z|| ∀i ∈ Nz. We set ωiz = 1/Aiz ∀i ∈ Nz with
Aiz :=

∑
r,c π

i
T,z,(r,c), the total number of ones inside the final scar binary matrix to normalize

the contribution of each individual error function εiz,T , accounting for different dimensions
of the fire scar and land. This setting allows us to avoid bias when optimizing ~x, penalizing
the objective function proportionally to the error incurred on each instance with respect to
the historical fire scar.

We measure the performance of the learning framework by reporting the optimal value
of RDFOPz and providing an individual analysis of the Nz fires indicating the best mean
squared error (MSE), structural similarity index (SSIM), and the norm of the difference
between the simulated and real scars δiNormz = ||Π i

T,z − ST (~x∗,iz , F
i
z)||. Best results for all

instances converging to optimal ~x∗ values starting from 100 random variations of the original
point ~x0 using a normal perturbation ξ ~N(0, 4) are reported.
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2.7 Fire spread: learning & adjustments
Based on the experiments, best results in convergence and number of evaluations during
training are obtained with the BOBYQA algorithm using the configuration described in the
previous section. Thus, we focus our discussion on the results obtained from its application.

Historical Scars

As discussed in the Introduction, we aim to provide the research community with an effective
and efficient fire spread learning framework, flexible enough to mimic the general propagation
patterns observed in real life to obtain relevant insights for tactical decision-making process
such as fuel-treatment plans, resource allocation priorities, among other potential actions to
mitigate the expected losses due to wildfire risk.
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Reproducing historical wildfires is a challenging task. Multiple approximations of relevant
inputs such as land cover classification and weather streams as well as lack of information
about the presence of suppression activities during the evolution of the event introduce
several sources of error that play against the accuracy of simulators. Besides these major
challenges, our adjusted fire spread model is able to accurately reproduce historical wildfire
scars in all the three regions tested. From the experiments, the adjustment to Chilean wild-
fires tends to be faster (less iterations and evaluations), more accurate, and starting from



CHAPTER 2. LEARNING FROM HISTORICAL DATA: A GENERAL FIRE SPREAD
MODEL USING DERIVATIVE-FREE OPTIMIZATION 53

0 20 40 60 80 10
0

12
0

14
0

16
0

18
0

20
0

22
0

24
0

26
0

28
0

30
0

32
0

0
20
40
60
80

100
120
140
160
180
200
220
240
260
280
300
320

Original Scar

0 20 40 60 80 10
0

12
0

14
0

16
0

18
0

20
0

22
0

24
0

26
0

28
0

30
0

32
0

Cell2Fire Tuned

0 20 40 60 80 10
0

12
0

14
0

16
0

18
0

20
0

22
0

24
0

26
0

28
0

30
0

32
0

Cell2Fire No Tuned
Spain Fire Valbona | MSE: 0.102 from 0.492, SSIM: 0.783 from 0.27, Norm diff: 103.82 from 228.25

Figure 2.7: Samples of Canada, Chile, and Spain original fire scars (left), simulated fire scars
post learning (~x∗ - center), and simulated fire scars using default parameters (~x0 - right).
Individual MSE, SSIM, and δnorm metrics are reported.

high-quality points as shown in Table 2.4. This is mainly explained by the following charac-
teristics: (1) Chilean instances tend to present less to none external suppression interventions
since the selected fires were mostly naturally suppressed and (2) the number of different fuel
types is less than in the Canadian and Spanish cases, introducing fewer discontinuities in the
landscape and thus, less noise when solving the optimization models. Analyzing the simu-
lated wildfires of the Canadian and Spanish landscapes, we observe significant improvements
in both regions, reaching differences up to 76% and 79% (MSE), 88% and 66% (SSIM), and
59% and 55% (δnorm) between the final adjusted scar (~x∗) and the starting point of the
optimization (~x0).

With average SSIM values of 0.64 (Canada), 0.95 (Chile), and 0.73 (Spain), our adjustable
fire spread model is able to capture the main propagation patterns of three different regions,
with only a limited dataset of historic wildfires (Figure 2.7, Table 2.4). All adjusted simulated
scars can be found in Figure 2.8.

Homogeneous Forests

From the homogeneous experiments (Tables 2.5 and 2.6), we are able to obtain similar
propagation patterns to the ones observed in both Prometheus (Canada) and Farsite (Spain)
for all independent fuel types, allowing us to mimic the performance of these state-of-the-art
simulators by simply adjusting the r parameters of our model and keeping the starting p, q,
and lb values obtained from the fitting procedure fixed. From the results, final average SSIM
of 87% and 93% are obtained for both regions, converging to the optimal solution in less
than one hour of training (an average of 89 evaluations). This independent tuning framework
allows us to obtain high-quality parameters and starting points to accurately reproduce
simulations obtained by these two validated systems as well as showing the adaptability and
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Figure 2.8: Final real and simulated wildfire scars comparison. Historical wildfires for the
different instances are shown in even columns and simulated scars after applying the adjust-
ment framework to the general fire spread model are depicted in odd columns.

flexibility of our spread model to be adjusted to different propagation patterns and forest
compositions.

This way, researchers familiarized with the propagation patterns obtained with existing
simulation models would be able to reproduce their projects and use our spread model as
a starting point for further improvements as well as taking advantage of all the outputs
and statistical tools provided with our system. Moreover, researchers from regions where no
existing/validated spread models are available would be able to develop their own custom
spread models by providing empirical observations or lab experiments of propagation patterns
for multiple fuel types as the main training data for our model, learning new propagation
patterns for currently unsupported land covers by existing simulators, providing them with
access to high-quality simulation tools.
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Table 2.4: Best results obtained for each instance. Optimal values for MSE, SSIM , and
δnorm are indicated (∗) and compared with their initial values (0) using ~x0 as starting point.

Instance MSE∗ MSE0 SSIM∗ SSIM0 δ∗norm δ0
norm

CAN - Arrow Head 0.163 0.549 0.698 0.118 30.68 56.31
CAN - Central Kootenay 0.134 0.495 0.555 0.175 31.11 59.75
CAN - Mica Creek 0.125 0.512 0.788 0.091 19.80 40.05
CAN - Revelstoke 0.325 0.489 0.418 0.245 43.20 53.00
CHI - Valparaiso 0.009 0.216 0.966 0.711 20.83 104.40
CHI - Angol 0.013 0.044 0.963 0.935 28.57 51.69
CHI - Carahue 0.032 0.065 0.925 0.724 60.37 151.60
CHI - Lota 0.025 0.065 0.930 0.895 38.70 62.63
SPA - NautAran 0.055 0.086 0.905 0.854 77.76 96.87
SPA - Poblamontornes 0.162 0.386 0.714 0.454 122.68 189.16
SPA - Valbona 0.102 0.492 0.783 0.27 103.82 228.25
SPA - Jonquera 0.305 0.383 0.510 0.389 482.66 541.19

Sensitivity

Given the number of adjustable parameters present in our general spread model, multiple
combinations can lead to similar spread patterns. To measure the quality and robustness
of the obtained solutions, we analyze the impact of perturbing each converged parameter
(individually) by a random noise η ∼ N(0, 2), keeping those solutions where the variation in
performance (MSE, SSIM, and δnorm) is less than 5% in any metric. This way, the final spread
model will be more flexible and able to better generalize to new observations. Researchers are
encouraged to perform similar analyses when training the spread model, avoiding unstable
solutions that can lead to inaccurate simulations and potentially ineffective decisions. To
this respect, the experimentation and application of error functions including regularization
terms is suggested to avoid fire spread models that depend on a small subset of parameters.

Based on our experiments, solutions tend to converge faster when training the general
spread model in a two-step approach: (1) Fixing initial p and lb values based on regional
spread models or selecting the closest one to the region of interest while adjusting the r vector
and (2) fine-tune these values after fixing the r vector. This allows the optimization method
to better capture the impact of each parameter in the objective function, improving and
approximating the trust-region for the most relevant parameters as well as providing useful
bounds for the researcher when calling the DFO algorithms such as BOBYQA, reducing the
feasible region and improving their convergence. Furthermore, this becomes crucial when
dealing with fragmented landscapes including multiple fuel types. In those cases, convergence
can be slow and inaccurate due to the number of variables in the model. Based on preliminary
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experiments, we obtained the best performance after (1) detecting the most frequent land
covers under the fire scar, (2) adjusting their associated parameters while keeping the rest
fixed, and (3) adjust the remaining factors. Several tuning schemes can be tested, a topic
that remains an open challenge for future research.

2.8 Conclusions
In this Chapter, we have developed an effective and flexible learning methodology for training
a general fire spread model with historical data. Starting from simple adaptations of regional
fire spread models, we were able to simulate realistic fire scars of three different regions of
the world. To the best of the authors’ knowledge, this work represents the first automatized
open-source learning system in the context of global wildfire simulation.

Taking advantage of the massive global datasets and increasing computational resources,
our framework is an opportunity for countries lacking fire behavior models. As we discussed,
the development of fire behavior models is challenging and could take decades and high
economic cost. This Chapter proposes a framework for fire behavior model fitting that needs
only four inputs i) ignition point, ii) land cover data, iii) local topography data, and iv)
atmospheric conditions during the wildfire. Each of these data could be obtained freely from
different data servers and complemented with regional datasets. For example, to deal with
cases where no local publicly accessible data sets are available, GEE is a valuable platform
for accessing geo-databases and prepare them for the model. However, users must be aware
of these global datasets attributes as well as the spatial, temporal, and thematic resolution
to use the best data for model fitting purposes.

Our proposed framework could be replicated by the international community with na-
tional historical fire occurrence data, with recently available global data, or a combination of
both. For example, in [24], the authors make freely available a global data set of individual
fire scars with information of the size, duration, speed, and direction of the fire and esti-
mate the ignition points location. A total of 13.3 million individual fire information between
2003–2016 at 500 m spatial resolution and a minimum wildfire area of 25 ha. On the other
hand, [211] estimates individual fire-scars globally with a spatial resolution of 30 m using
Landsat satellite image with promising results. Therefore, it is expected that massive data
sets of high-resolution historical fire scars could be available for the entire globe shortly.
In the same line, land cover data is incrementally available for the whole planet, including
underdeveloped countries. The authors in [68] deliver a global land cover map at 100 m
spatial resolution that provides an annual land cover for the 2015-2019 period with 22 iden-
tified land cover classes, including 16 different vegetation types. If required, more detailed
land cover data could be found in country-level initiatives. In the absence of observed local
conditions for meteorological data, ERA5-Land (fifth generation of the European Centre for
Medium-Range Weather Forecasts-ECMWF atmospheric reanalyses of the global climate)
combines physical models with field observation to estimate hourly atmospheric conditions
from January 1981 to three months from real-time [294].
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Therefore, our framework and available data sets are great opportunities for fire planning
in underdeveloped countries and test available models with observed fire behavior in the
absence of local fire growth models or economic resources to fit field-based behavior models.

The inclusion of explicit factors/thresholds to represent the effect of suppression activities
remains an open challenge for future improvements. Given historical fire scars with explicit
human interventions, the system could be able to determine thresholds associated with the
ROS and fire intensity levels where suppression activities (e.g., performed by firefighters)
could be applied based on the learning from past actions, detecting critical sections of the
landscape and providing relevant information useful for decisions such as resource allocation.
Future research would be focused on (a) extending the analysis to other regions, (b) develop
an automatized online-learning system that updates the current optimal parameters when
new events are registered, (c) characterize the behavior and relevant patterns behind the
crown fire phenomenon – an open challenge for fire scientist – using historical data, and (d)
integrate it as part of a tactical landscape management decision support system.

In the following Chapters, we will focus our attention in the integration of our wildfire
simulation and adjustment models with complex data-driven decision making models for
landscape planning, highlighting the powerful insights obtained by the interaction between
all the components of our framework.
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Table 2.5: Summary of Canadian fuel types adjustment.

Fuel MSE∗ MSE0 SSIM∗ SSIM0 δ∗norm δnorm,0
C1 0.07 0.14 0.80 0.73 25.65 36.85
C2 0.09 0.10 0.77 0.77 29.21 31.50
C3 0.09 0.12 0.77 0.74 29.60 34.25
C4 0.09 0.34 0.77 0.55 29.15 58.57
C5 0.05 0.10 0.84 0.81 21.68 32.12
C6 0.05 0.21 0.85 0.70 21.73 45.31
C7 0.04 0.10 0.85 0.83 20.49 30.95
D1 0.01 0.02 0.99 0.92 5.34 14.49
D2 0.00 0.00 1.00 0.99 0.00 1.00
M1 0.02 0.21 0.89 0.68 26.45 45.71
M2 0.02 0.20 0.91 0.71 27.66 45.12
M3 0.04 0.35 0.88 0.52 26.55 58.87
M4 0.01 0.42 0.88 0.61 21.42 48.91
O1a 0.01 0.06 0.91 0.84 12.31 24.62
O1b 0.02 0.09 0.88 0.80 11.22 29.39
S1 0.03 0.09 0.85 0.79 13.51 29.41
S2 0.03 0.07 0.89 0.81 12.98 25.94
S3 0.01 0.09 0.89 0.77 10.44 30.74

Mean 0.04 0.15 0.87 0.75 19.19 34.65
STD 0.03 0.12 0.06 0.12 8.96 14.41
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Table 2.6: Summary of Spanish fuel types adjustment.

Fuel MSE∗ MSE0 SSIM∗ SSIM0 δ∗norm δnorm,0

101 0.02 0.07 0.86 0.72 5.39 10.63
102 0.01 0.16 0.93 0.77 4.80 15.97
103 0.01 0.06 0.96 0.90 4.00 9.80
104 0.00 0.00 1.00 1.00 0.00 0.00
105 0.00 0.00 1.00 1.00 0.00 0.00
106 0.00 0.00 1.00 1.00 0.00 0.00
107 0.00 0.00 1.00 1.00 0.00 0.00
108 0.00 0.00 1.00 1.00 0.00 0.00
121 0.02 0.52 0.84 0.30 6.08 28.88
122 0.03 0.32 0.91 0.58 6.63 22.67
123 0.01 0.11 0.96 0.83 4.47 13.45
124 0.01 0.22 0.93 0.71 4.58 18.57
142 0.01 0.41 0.93 0.16 3.46 25.67
143 0.01 0.17 0.93 0.53 3.61 16.25
144 0.01 0.17 0.95 0.77 3.87 16.46
145 0.01 0.05 0.96 0.91 3.74 9.17
146 0.06 0.26 0.71 0.53 9.64 20.57
147 0.01 0.17 0.96 0.76 3.61 16.61
148 0.04 0.24 0.88 0.57 7.87 19.61
149 0.01 0.11 0.97 0.84 3.74 13.15
161 0.00 0.14 0.97 0.59 2.45 14.76
162 0.02 0.62 0.86 0.09 6.00 31.58
163 0.03 0.24 0.91 0.66 6.40 19.70
164 0.01 0.76 0.92 0.02 3.87 34.91
165 0.02 0.30 0.86 0.03 5.83 21.98
181 0.00 0.00 0.96 0.96 1.41 1.41
182 0.00 0.00 1.00 0.93 0.00 2.45
183 0.00 0.01 1.00 0.92 0.00 3.32
185 0.00 0.22 0.96 0.47 2.24 18.79
186 0.01 0.40 0.94 0.21 3.16 25.20
188 0.01 0.30 0.95 0.36 3.00 21.77
189 0.01 0.44 0.93 0.14 4.00 26.40

Mean 0.01 0.20 0.93 0.63 3.56 14.99
STD 0.01 0.19 0.06 0.32 2.51 10.10
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Chapter 3

Decision making under wildfire
uncertainty: A data-driven optimization
approach for landscape management

3.1 Introduction
In the previous two Chapters, we delved into data-driven approaches for wildfire simulation
and adjustment of fire spread models using historical data to accurately represent potential
wildfires in any region. As we have mentioned, the destructive potential of wildfires has been
exacerbated by climate change, causing their frequencies and intensities to continuously in-
crease globally. Therefore, generating fire-resilient landscapes via efficient and calculated
landscape management plans is critical to protecting native forests, agricultural resources,
biodiversity, and human communities. To tackle this challenge, in this Chapter, we propose
a framework that integrates our previous models with optimization models. We introduce
the concept of Downstream Protection Value (DPV), a flexible metric that assays and ranks
the impact of treating a unit of the landscape, by modeling a forest as a network and the fire
propagation as a tree graph. Using our open-source decision support system, custom per-
formance metrics can be optimized to minimize wildfire losses, obtaining effective treatment
plans focusing the treatment on the most critical zones.

The link between climate change and increased wildfire risk highlights the need to change
the paradigm of how we coexist with fire and our environment. On the globe, it has been
recorded that forest fires can be produced by lightning, volcanic activity, a spark from a
rockfall, or by human carelessness [305]. For example, in Canada, lightning, human activity,
and unknown causes account for 47%, 49%, and 4%, respectively, of all forest fires that
occurred between 1990 and 2016, as presented in [340]. In the same line, the authors also
point out that projected increases in burned areas suggest that the current state of forest fire
management will not be able to adequately cope with this rate and warns that a paradigm
shift in landscape management based on fire risk should occur. Research indicates that
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these fire events will likely increase due to the effects of climate change on temperature,
precipitation levels, and soil moisture, having increased the number of fires and area they
consume around the globe, generating larger events than before [290, 359, 360].

The current incidents highlight the need for preemptive policy measures to reduce the
risk of fire occurrence [102], managing the land in an effective way [73] to protect natural
forests, agricultural areas, and human lives. These concepts are included in what is known as
FireSmart Forest Management (FSFM) (see also [340]). As discussed in [158], this paradigm
considers opportunities in three dimensions: i) decrease of the fire behavior potential of the
landscape, ii) reduction of the potential for fire ignitions, and iii) increase in the fire suppres-
sion capability. However, the success of these challenges cannot be addressed individually,
and coordination by actors, whether private, public or government is required as mentioned
in the National Cohesive Wildland Fire Management long-term goals and strategy [99].

Several researchers have reported that the intensity and severity of wildfires can be re-
duced through fuel management activities. Targeted fuel treatments and firebreaks are used
to alter the composition of wildland vegetation and forest in order to modify the behavior
of future fires. There are multiple fuel treatment activities to delay the spread of a fire such
as mechanical treatments, prescribed burns, thinning, and so forth [3]. These actions are
mainly used to decrease the intensity and size of potential wildfires, but they could also
affect species diversity [312], restore fire-dependent ecosystems, and help suppress future
fires, among many others [116, 157, 230]. Research by [71, 112, 115, 116], indicates that it is
possible to modify fire behavior and progress across landscapes through strategic placement
of treatments. In [179], the authors develop and evaluate a series of management activities
applied in certain patterns (dispersed, clumped, regular, and random patterns). They study
the impact of these configurations on future wildfire behavior – flame length and fireline in-
tensity – and their cumulative effect over multiple planning periods. The authors conclude,
after analyzing the output of multiple simulations over decades for a case study located in
Oregon, that the proposed approach can only marginally alter the size and severity of future
wildfires under tight budgetary conditions. Other researchers [79, 129] have studied the ben-
efit of placing a series of parallel strips acting as fuel breaks in the landscape to reduce the
average fire spread rate when the fire propagates perpendicular to their placement. A model
based on percolation theory [45] is introduced to evaluate the impact of spatially correlated
(connected) treatments starting from random treatments to support suppression forces by
allocating fuel breaks between wildland and developed areas. In [296], the authors discuss
strategies to define treatments using burning probability (BP) maps, the fire size or the flame
length; an application of this metric can be seen in [319], where burn probability; wildfire risk
to restored seismic line areas; and the effectiveness of mitigation measures were calculated
using the Burn-P3 program [257] (see an application of burn probability modeling review
in [259]). Other studies have focused on finding the optimal spatial allocation of prescribed
burning activities [11, 218] and the design of firebreaks to control fire spreading [292].

A pioneering work using a simulation-optimization approach allowing the authors to mea-
sure the impact of a landscape optimization heuristic under wildfire uncertainty and forest
growth is found in [310]. In the same line, the authors in [293] design a computationally
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intensive decision support system using a stochastic simulation-optimization approach to
evaluate the performance of different fire-breaks allocations generated by a metaheuristic.
Applying their framework to a case study in western Ontario, the authors identify useful
patterns to minimize the expected fire-risk within the landscape, comparing their solutions
with and outperforming simpler methods. An integrated fuel management and suppression
planning model is presented in [225], where the authors propose an integrated integer op-
timization model incorporating both decisions. The authors show the advantages of the
integrated planning approach to maximize the coverage of the landscape using a series of
generated instances, providing useful insights for decision makers to balance suppression and
prevention efforts. In [171], the authors present a two-stage stochastic integer programming
method to select the optimal areas to perform fuel treatment, generating fire behavior data
with FARSITE simulator [117]. This approach aims to minimize the total treatment and
expected future losses/costs under weather uncertainty and forest growth in a study area lo-
cated in East Texas. The authors analyze the trade-off between the elements of the objective
function, showing that performing no fuel treatment can be the optimal decision depending
on the costs involved.

Novel decision support frameworks to locate optimal treatment and examine trade-offs
among alternative restoration strategies are proposed in [349] and [4]. Both studies con-
sider objectives such that provisional ecosystem services, fire protection, and some key eco-
logical stressors are included in the analysis using FlamMap wildfire simulation program
finney2006overview to estimate the impact of the fire.

In [263], the authors report that the systematic segmentation of fuel can influence fire size
and fire growth. However, the empirical evaluation of the efficiency of a firebreak and/or fuel
treatment is difficult, if not impossible. Examples of some practical applications can be seen
in [6, 332]. The weather conditions, as well as the state of a forest (e.g., surface fuel load,
foliar moisture content) at any given moment, are non-reproducible. This unreliability in
physical conditions is one of the advantages of deterministic fire simulators such as FARSITE,
Prometheus and Wildfire Analyst [112, 273, 339], which can reproduce fires with and without
treatment activities. However, these simulators do not have a well-structured interface to
facilitate data exchange during multi-period interactions – e.g., to systematically evaluate
fuel management in operational or tactical planning – and do not consider temporal changes
of vegetable fuels. Additionally, evidence of the high stochasticity of this problem and
inconsistency of forestry tools are highlighted in [39] where the authors show that, historically,
the majority of treatments rarely intersect with wildfire occurrences. Therefore, finding an
effective treatment layout across a landscape – even for a single time period – is not a
simple task, and could be amplified according to the socio-ecological context in which fire
management decisions are made [4, 331].

Recent work in [87] discusses challenges such as timing, selection of an adequate fuel-
treatment method, and the impact of high uncertainty levels over multiple time periods (e.g.,
climate and ignition). There is evidence that prioritizing areas to treat based on non-fire risk
metrics has not been effective [40]. Then, to fully address the optimal treatment problem,
the development and systematic evaluation of effective fire risk metrics in an integrated,
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robust, and flexible decision support system are required. In this research, we try to fill
that gap, introducing different fire risk metrics to address the prioritization of firebreaks,
including Burn Probability (BP), Betweenness Centrality (BC) [64], Fire Protection Value
(FPV) [253], and a new metric proposed called Downstream Protection Value (DPV). DPV
is a flexible metric that measures and ranks the impact of treating a unit of the landscape to
minimize wildfire losses, similar to the “node influence grid (NIG)” introduced in FlamMap
[114] but with substantial conceptual differences as will be discussed. Our objective is to
select the treatment units or stands, defined as homogeneous sections of the forest with
similar fuel type, age, and topographic conditions, with the highest impact on interrupting
the fire propagation by incorporating DPV into an open-source, integrated Decision Support
System (DSS), providing researchers with optimal landscape treatment plans under wildfire
uncertainty. To assess the performance of our new methodology, we generate and apply
the fuel treatment plans in two Canadian regions. We discuss the sensitivity of alternative
metrics and DPV with respect to their learning capacity and performance under multiple
sources of uncertainty (weather conditions and ignition). Their performance is measured
by estimating (1) expected wildfire losses, (2) average fire propagation rate, and (3) their
adaptability. A description of our proposed data-driven framework can be seen in Figure
3.1.

3.2 Methods

Study area

In this work, we use public data of real forest patches from Alberta and British Columbia
provinces, Canada (Table 3.1). The Alberta instance is a sample data set of the Rocky
Mountain subregion for the 2001 Dogrib fire1. This patch has a surface of 79,611 ha, divided
into 100×100 [m2] cells. British Columbia instance is a very large section (1,854,838 ha) and
it is characterized by mountainous surfaces and discontinuous fuel levels. In order to analyze
the possible effects of topography on risk measures and accelerate our computational capacity,
we build 6 sub-instances from it. We denoted them as ArrowHead (AH - 159,963 ha.),
Revelstoke (RT - 350,956 ha.), Mica Creek (MC - 304,781 ha.), Glacier Natural Park (GNP
- 464,664 ha.), Central Kootenay (CK - 399,401 ha.), and Neptune Peak (NP - 350,956 ha).
We picked this naming convention following the names of the mountains within each patch.
The full British Columbia instance is part of the Burn-P3 documentation2. Maps depicting
all instances with their fuel models and topographic characteristics can be seen in Figure
3.2. Each instance contains all data layers (fuel composition, topographic characteristics,
and weather conditions) for each cell.

1http://www.firegrowthmodel.ca/prometheus/software_e.php
2http://www.firegrowthmodel.ca/burnp3/software_e.php
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Figure 3.1: Framework schematic. (PHASE I) Two modules are integrated: ignition and
fire growth (Cell2Fire) models. A cell i is selected for ignition using an ignition model such
as random selection, custom probability function, or machine learning models that capture
the risk of occurrence in the area. Once a cell is ignited, a weather scenario is selected and
a wildfire is simulated. Each fire spreads through the cells following a provided fire-spread
model and a shortest-path tree Ti is obtained. After R replications, a multidigraph GTR
is generated. Using this information, different risk maps are produced. (PHASE II) This
module solves the problem of finding the adjacent cells that minimize expected losses due
to future wildfires given specific constraints provided by the decision maker. Finally, the
effectiveness of the treatment plans generated is evaluated.

Table 3.1: Basic description of the instances considered in this study including the total
area in hectares, topographic characteristics, and dominant fuel behavior model type and
codification following the Canadian FBP System for Dogrib, Arrowhead (AH), Revelstoke
(RT), Mica Creek (MC), Glacier National park (GNP), Central Kootenay (CK), and Neptune
Peak (NP).

Instance Area [ha] Elev. range [m] Mean elev. [m] Mean slope [%] Dominant Fuel (Code) Total fuels

Dogrib 79,611 [1299, 2825] 1693 21.04 Boreal Spruce (C-2) 11
AH 159,963 [430, 2894] 1329 42.96 Red/White Pine (C-5) 11
RT 350,956 [429, 2997] 1494 45.91 Red/White Pine (C-5) 11
MC 304,781 [516, 2895] 1523 48.41 Red/White Pine (C-5) 11
GNP 464,664 [300, 3000] 1701 45.79 Boreal Spruce (C-2) 11
CK 399,401 [300, 3000] 1811 51.64 Boreal Spruce (C-2) 11
NP 350,956 [429, 2997] 1494 45.91 Red/White Pine (C-5) 12
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(a) Arrowhead (b) Revelstoke (c) Dogrib

(d) Mica Creek (e) Glacier National Park (f) Central Kootenay (g) Neptune Peak

Figure 3.2: Map of the seven study areas. The legend indicates the color of the different fuel
behavior models (fuel types) characterizing the terrain of each region. A hillshade effect has
been applied to depict the elevation of the terrains.

Uncertainty

The location of an ignition point can be configured deterministically (DI) or randomly (RI).
In a stochastic setting, ignition locations can be drawn from a given probability distribution,
otherwise, a uniform distribution is set by default. The number of ignitions is set to be one
per replication.

Weather scenarios include hourly observations of temperature, relative humidity, wind
speed, wind direction, as well as their associated Fire Weather Index (FWI) System [345],
fuel moisture codes, and fire behavior indexes from the FBP System [158]. The selection
of weather scenarios can be deterministic (DW) or random (RW). In the first case, a pre-
defined scenario is drawn. Otherwise, simulations are performed using a set of weather
scenarios Φ, selected to represent multiple contexts in which a fire can spread, capturing
the variability of this phenomenon. However, it is necessary to include only scenarios that
boost the propagation of fire. As mentioned in [113, 120, 257] large fires are more useful
to risk assessment. Historical data are obtained from the Climate Information Section of
the Agriculture and Forestry site of Alberta, Canada, and data from the Yaha Tinda Auto
station. This is the closest station to the coordinates of the forests used for simulation. We
extract data of the daily averages of the weather parameters of the last 5 calendar years
(2014 to 2018). From this data, we chose the 40 days with the worst weather conditions,



CHAPTER 3. DECISION MAKING UNDER WILDFIRE UNCERTAINTY: A
DATA-DRIVEN OPTIMIZATION APPROACH FOR LANDSCAPE MANAGEMENT 66

which favor the propagation of fire and proceeded to obtain |Φ| = 100 scenarios of 24 hours.

Fire modeling

In this study we use Cell2Fire (Chapter 1), a fire growth model, presented in [250]. In its first
version, this fire simulator has a similar performance to Prometheus (the most prominent
simulator in Canada). Both consider the same aspects of a landscape such as: slope, aspect,
and elevation; fuel types from the FBP System [125]; and weather to simulate fire growth.
Cell2Fire is a cellular automata – fire spreads from cell to cell – unlike Prometheus which
is based on wave propagation equations [339]. This is an advantage of Cell2Fire, because it
can save and change the status of the cells in simulation time. During a simulation, a cell
can be in one of five states: “Available”, “Burning”, “Burned”, “Harvested”, or “Non-Fuel”
where the label “Available” indicates that the cell contains a flammable fuel type; “Burning”
represents cells containing an active fire; “Burned” indicates that the fire has consumed the
fuel available and passed through the cell; and “Non-Fuel” is a non-flammable fuel type
such as rivers, lakes, or rocks. The “Harvested” state is provided so that the simulator can
be embedded in a strategic harvesting planning system (see section 3.2). The harvesting
planning module will be responsible for labeling the cells that are harvested and provide the
appropriate post-harvest fuel type.

Detecting critical areas

We experiment and compare our new metric with three established approaches: burn prob-
ability maps, betweenness centrality, and fire protection value. The concept of burn prob-
ability (BP) maps is commonly used to indicate wildfire likelihood and assess the risk of
fire by incorporating expected consequences [5, 7, 120, 239, 257]. Multiple software such as
Burn-P3, FSim, and FlamMap [120, 257, 260] that calculate these metrics using different
methods are available. Fuel treatment applications using this approach can be reviewed in
[207, 258, 297]. Another metric applied in the context of fuel management is the between-
ness centrality (BC) value [64]. It aims to identify and rank those areas that act as a link
between sections of the forest. For example, in [145], the authors use this metric for the
strategic placement of fuel treatments to mitigate the spread of fire. Other applications
of this method in this context can be seen in [291]. In [253], the authors develop the fire
protection value (FPV). Using this metric, the decision maker can identify sections of the
forest where the fire tends to travel faster, focusing the treatment on these critical locations.
The main difference with our approach is that the model is static in the sense that it relies
on unique weather conditions, failing to capture temporal interactions. In order to capture
the risk, these metrics (e.g., BP) are multiplied by expected consequences due to wildfire.
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Downstream Protection Value

We model a forest as a two-dimensional lattice with identical cell areas. The attributes and
spatial relation between these cells are modeled using an undirected planar graph G = (N , E)
where the setN represents the forest cells (graph nodes) and E the edges between neighboring
cells (see Figures 3.3 and 3.4). Nodes i ∈ N are associated with relevant attributes ~νi such
as total volume available, selling price per cubic meter, treatment costs per area, fuel type,
and any other relevant data provided by the user. Specific attributes can be considered for
edges such as distances between cell centers, slope, transportation costs, among others.

When a fire occurs, a messaging process is generated between the nodes of G during the
simulation, obtaining a directed graph GD = (ND, ED) where ND ⊆ N is the set containing
all the cells burned during the replication and ED is built from these signals, represent-
ing the fire propagation between adjacent cells. Based on the network structure and the
characteristics of the fire-growth model, we introduce the following notations/concepts:

• Adj (i): denotes the set of available cells adjacent to i ∈ N .

• t (i): represents the time at which the fire reaches the center of cell i and starts prop-
agating to its neighbors.

• We denote i→t j if cell i is “sending a message” to cell j at time-step t, simulating
and updating the fire evolution along the minimum distance between the center of both
cells. Here, we assume that t ≤ t (j), the time to reach the center of cell j. When
t = t (j), the cell j changes its state to “burning” and we establish that “i sent a
message to j ” (i→t(j) j). Following this notation, we can represent the fire traveling
time from the center of cell i to the center of cell j. Namely, t(i,j) = t (j) − t (i), and
thus if i→t j then t (i) < t ≤ t (j).

• For notation simplicity, we denote by i → j when the fire propagating from cell i
reaches the center of cell j, i.e. i →t(j) j occurs. Only the shortest paths are
registered during the execution of the simulator.

• A cell i becomes inactive when no more messages can be sent from i. This occurs when
no adjacent cells are available, Adj(i) = {∅}. (e.g., surrounded by non-flammable or
already burned cells).

We emphasize that the notation “→” is only defined for adjacent cells on graph G, so in
what follows, we extend its definition.

Definition 3 We say that “i reaches j”, and we denote it by i→ j if there are i1, i2, ..., ip ∈
N such that:

i→t(i1) i1 →t(i2) i2 → · · · → ip →t(j) j.

Note that the fire traveling time from i to j is given by:

(t (i1)− t (i)) + · · ·+ (t (j)− t (ik)) = t (j)− t (i) .
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(a) Forest Planar Graph G = ( , ) (b) Wildfire Propagation Tree i = ( i, i)

Figure 3.3: (a) Planar graph with edges indicating the connection between adjacent cells.
(b) Simulated “shortest-path tree” from a heterogeneous instance with arrows indicating the
propagation of fire during a replication. (c) Fire shortest traveling times. Red arrows indicate
edges where fire was propagated (darker represents longer traveling time in minutes). Axes
represent cell ids.

Figure 3.4: Example of a “shortest-path tree” graph generated from Cell2Fire. Cells are
represented by nodes and the edges indicate that fire was propagated from one cell to another
during the simulation. Weights C(i,j) include information w.r.t. the traveling times and
average rate of spread (ROS).
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- --

Figure 3.5: Shortest-path tree example from Dogrib instance. Arrows are used to indicate
the propagation of fire between adjacent cells. Axes represent cell ids. Useful information
regarding the ROS [m/min] (left) and travel times [min] (right) are registered at the spreading
times between cells. Darker colors indicate larger values – faster rate of spread and longer
traveling times, respectively.

Definition 4 We say that the graph Ti = (Ni, Ei) is the “shortest-path tree” of the cell i
if:

• i ∈ Ni is the root of the tree Ti, where Ni = {j : i→ j} ∪ {i}.

• Ei = {(k, j) : k, j ∈ Ni, k ↔ j} where ↔ represents the existence of an edge between
cells k, j due to the propagation of a fire message during the simulated wildfire.

• Each edge e = (k, j) ∈ Ei is associated with a weight C(k,j) = (t(k,j), ROS(k,j)) including
the traveling time between cells and average ROS during the new ignition.

The concept of “shortest-path tree”, although simple, is very powerful and useful. Given
any cell inside the forest, it summarizes the fire propagation dynamics during a simulation,
starting from this particular root cell. Intuitively, we would like to decrease the size of each
“shortest-path tree”, meaning that the number of cells burned after a wildfire is minimized.
We can easily obtain useful insights and assess the risk of a cell during a fire season by
noting the size of its tree. The bigger T , the larger the number of cells burned because of
the presence of the root cell, acting as the shortest link between two different areas.

Traveling times recorded inside the “shortest-path trees” provide useful information re-
garding the shortest propagation paths inside the forest. From the discussion above, each
edge (i, j) represents the shortest path of the fire from the ignition point to cell i and from
i to j. Furthermore, average propagation time and ROS can be calculated for a tree Ti,
providing practical insights when developing the fuel treatment plan by also incorporating
relevant elements for operational fire suppression (e.g., average propagation speed) that can
be critical in the event of a future wildfire. From these outputs, interesting conclusions can
be extracted with respect to the role of different fuel types inside the propagation dynamic,
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as well as weather conditions that affect the effective ROS between cells, among others (see
Figure 3.5).

Although focusing the attention on the shortest propagation paths of the fire within the
landscapes like the minimum travel time (MTT) algorithm developed in [118], our method
presents significant differences both at conceptual and methodological levels. First, the
MTT algorithm is based on the calculation of the shortest paths following the wavefront
propagation equations developed by [280] while our fire growth algorithm is based on a cel-
lular automata model following the Canadian FBP system [156] equations. Second, while
fire perimeters are calculated following an interpolation approach with the MTT algorithm,
these are directly generated from the fire spread and growth dynamic in our method as we
register the fire progress at a given time frequency, thus obtaining fire perimeters directly
from the equations governing the fire spread model. Third, although both algorithms can be
used in a stochastic setting (e.g., uncertain weather) the original MTT fire growth algorithm
calculates and estimates fire growth in the absence of time-varying conditions (wind direc-
tion, wind speed, moisture content, etc.) focusing on the fuel and topographic characteristics
of the landscape, given initial weather conditions. In contrast, our approach is designed to
integrate both constant and dynamic conditions. Following this line, the nature of the origi-
nal MTT algorithm is deterministic, leading to the exact same outputs given a set of inputs.
However, alternative procedures can be applied to introduce uncertainties in its execution.
Our shortest-path trees can incorporate stochasticity via (1) probabilistic weather conditions
following a given distribution for all different components (at any temporal granularity) and
(2) allowing the perturbation of the ROS calculations via a coefficient of variation to account
for approximation errors of the fire spread model, potentially leading to multiple outputs
given the same initial conditions.

We introduce the concept of “Global Propagation Tree”, the graph generated from the
superposition of individual trees (Figure 3.6). In the context of multiple replications –
wildfire simulations under different conditions – this graph allows us to calculate all the
required parameters for our optimization model such as ignition probabilities, expected area
burned, average rate of spread, and risk metrics.

Definition 5 We define the graph GTR = (NR, ER) as the “Global Propagation Tree” of
the landscape after R replications where we have:

• The set NR := ∪r∈RNr contains all the ignited/burned nodes among all replications R.

• ER := ∪r∈REr, the set of all edges traversed by fire during the R replications.

• The weights C(i,j),R :=
(
t(i,j),R, ROS(i,j),R, f(i,j),R

)
associated with any edge (i, j) ∈ ER

where:

– t(i,j),R =
∑

r∈R
1(i,j)∈Ert(i,j),r
|R|

the average traveling time between node i to j.
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Figure 3.6: Global Propagation Tree obtained from the overlapping of 10 replications (indi-
vidual shortest-path trees) starting from the same ignition point including uncertainty in the
weather scenario φ ∈ Φ in Cell2Fire. Edges frequency usage among replications is indicated
with colors, where darker tones represent common propagation patterns. Axes represent cell
ids.

– ROS(i,j),R =
∑

r∈R
1(i,j)∈ErROS(i,j),r

|R|
the average ROS when fire hits node j from

i.

– f(i,j),R =
∑

r∈R 1(i,j)∈Er , the number of times an edge (i, j) is traversed by fire
among the |R| replications.

The construction of Global Propagation Trees will be used to generate outputs and met-
rics when performing multiple replications accounting for a diverse set of potential wildfires,
representing another difference between our method and existing algorithms such as the
mentioned MTT where individual propagation paths are processed independently and not
combined into a multidigraph to weight relevant metrics.

Mathematical Model

Following the idea of evaluating the level of protection given by treating a certain area,
we introduce the downstream protection value (DPV), a new fire risk model that aims to
measure the value of what is burned downstream, starting from a burning cell i. Thanks
to this metric, we can quantify the impact of treating cell i in terms of an optimization
problem defined by the decision maker, optimizing the fuel treatment plan when planning
under wildfire uncertainty.
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DPV formula G1 G2 G3∑
j∈Ni Vj 6 6 6∑

j∈Ni d(i)Vj 12 24 6

Table 3.2: DPV comparison example.

Definition 6 Let i ∈ N , and Ti = (Ni, Ei) its shortest-path tree with root node i. Then, the
Downstream Protection Value, DPV (i) is defined as

DPV (i) =
∑
j∈Ni

NVj

where NVj is an appropriate value for node j.

From the previous definition, DPV is the summation of “node values” (NV) factors, defined
as a common value unit used to represent the relative importance of each cell and prioritize
the treatment within the landscape as we seek to minimize the impact of (e.g., expected
losses) wildfires. For example, the total volume per hectare arises as a consistent and simple
NV variable. We can easily extend it and include more information by weighting values by
probabilities and other characteristics of the nodes/edges (e.g., the degree of the node). In
addition, due to the additive property of the model, we notice its natural extensions to work
with larger units (cluster of cells) and to calculate the expected impact per cell from multiple
replications R, using the Global Propagation Tree GTR instead of T .

In order to illustrate potential applications and limitations depending on the selected
NV, we proceed to analyze and test different possibilities.

Suppose that we have three different “shortest-path trees” (Figure 3.7) and we want to
calculate the DPV using just the volume as our NV. For simplicity, we assume identical cells
(1 unit of volume). In this case, the DPV is exactly the same for cell 1 in all graphs, but
their structures, traveling times, and ROS are significantly different, therefore, this NV may
not be appropriate for the situation.

We tested different extensions and modifications to our initial DPV: (1) Adding a decay
factor α(j) depending on the depth inside the tree, (2) weighting the NV by average traveling
times t(j) or ROS, and (3) multiplying the original summation by the degree d(i) of the node.
In Table 3.2 and Figure 3.8, we can see how different values can be obtained depending on
the approach used. Weighting the volume by the total degree d(i) of the node allows the
DPV to better capture this information, increasing the metric value when cells tend to be
more connected inside the network, and thus, tend to spread fire to more sections of the
generated tree.

This way, our model extends previous studies and metrics such as the node influence grid
concept [114], where a grid summarizing the length of the propagation paths for each cell
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Figure 3.7: DPV comparison for three different “shortest-path tree” graph structures.

Figure 3.8: DPV versions example. Several combinations of relevant variables of the graph
can be used for calculating the node values within the landscape. Its components will depend
on the objective and planning horizon of the study.
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– not accounting for differences between nodes characteristics – is generated. Here, instead
of calculating metrics by averaging values from individual shortest propagation paths after
multiple replications, we condense all shortest-path trees into a unique graph, Global Prop-
agation Tree. As discussed, this new graph is a multidigraph summarizing all individual
shortest propagation paths, indicating the frequency each edge was used across all repli-
cations. This allows weighting the relevant output metrics (e.g., DPV) by the degree and
characteristics of each node. Although a subtle difference, this approach leads to significant
differences in the outputs even in small instances, as shown in Figure 3.8 and Table 3.2.

Optimal fuel-treatment plans

We formulate the fuel-treatment problem as an optimization model with the objective to
find the subset of adjacent cells that maximize the total summation of the NVs considered,
e.g., that maximize the disruption of the shortest propagation paths. Depending on the
objective of the treatment plan, this value function could incorporate the impact of a unique
fire behavior output (e.g., burnt probability, ROS and traveling times, fire intensity, flame
length, etc.) or general metrics such as DPV or BC including the relevant assets of the
landscape (e.g., timber volume). In this work, we use a version of the DPV metric where
the volume available in each cell i of the landscape is weighted by its corresponding degree
d(i) (Definition 4). This parameter is extracted from the Global Propagation Tree obtained
after |R| independent replications.

The formulation allows multiple constraints including resource allocation (e.g., total bud-
get), demand for forestry products, ecologic/demographic restrictions (e.g., protected areas),
among others. In this work, we fix the total number of nodes that can be treated, varying
the total treatment fraction to compare plans with different intensity instead of enforcing an
explicit budget constraint. Adjacency constraints are included with the purpose of obtain-
ing more realistic and easily adaptable solutions in practice [75], where the fuel treatment
is carried out in connected patches. Formally, we solve the following general optimization
problem:

Definition 7 Given a weight wi ≥ 0 ∀i ∈ N and an undirected graph G = (N , E), we aim
to maximize

∑
i∈S wi by selecting the subset of nodes ∆ inducing a connected sub-graph G∆.

A set of operational constraints (e.g., treatment resources) define a feasible region F . We
formulate the Protection Value Problem (PVP) as:

(PV P ) max∆∈GN
∑

i∈∆ wi
s.t. ∆ connected

∆ ∈ F
(3.1)

where GN is the set of all subsets of nodes in N , and wi is the value of each cell i ∈ N (e.g.,
obtained from BP, BC, FPV, or DPV).
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Therefore, for a given undirected and node-weighted graph G = (N , E), we want to find
the subset of nodes with maximal sum of DPV (or another relevant metric), inducing a con-
nected subgraph ∆. This is a variant of the maximum-weight connected subgraph problem
(MWCSP) a known NP-hard combinatorial problem [21, 166], where extra constraints are
included.

In this work, we solve this optimization problem in two steps. (1) A warm start is
provided by a greedy heuristic that selects which cells to harvest as follows. After ranking
the cells by their weights wi, it adds adjacent cells to the current patch with the highest
wi value until a stop condition (e.g., maximum number of treated cells) is satisfied. (2)
Then, we solve a Mixed Integer Programming (MIP) based on a network flow structure as
in [97]. This exact model uses the feasible solution provided by the heuristic as a starting
point for the branch and bound method, improving its convergence. Let xi be a binary
variable for each cell i ∈ N , indicating if cell i is included (1, selected for treatment) in the
connected subgraph G∆ or not (0). Each cell is characterized by an NV, wi, obtained after
R replications, a certain cost ci, and a utility ui for performing the fuel-treatment activities
(e.g., harvesting cost and timber selling price). We define a continuous variable yi,j for each
edge (i, j) ∈ Ẽ , the set of directed edges obtained from the original set E . These variables
represent the total flow from cell i to cell j in the network formulation, allowing us to model
the connectivity constraints by forcing a continuous flow among the selected units.

To model the number of nodes that can be selected, an extra cell s acting as the source
of the flow is introduced to the network obtaining Ns = N ∪ {s}, the set of all nodes in the
network. We connect this node to each cell inside the original set N using the directed edges
of the set Es = Ẽ ∪{(s, i) | i ∈ N}. All the flow from the source s is then fed into the original
network and/or absorbed by an auxiliary variable z ∈ [0, d] with d the maximum number of
cells to be treated (eq. 3.3). This, to allow solutions selecting less than d nodes. Adjacency
constraints, on the other hand, are enforced by eqs. (3.4)-(3.7). In eq. (3.4), at most one
cell i ∈ N is acting as a link between the source s and the original network using the binary
variable αi, equal to 1 if the cell i gets the flow from the source. The remaining cells will
not get any flow from the source, setting those flow variables to zero (3.5). Constraint (3.6)
ensures that cells included as part of the solution retain a positive flow value (one unit),
forcing their selection. Then, we model the conservation of the flow inside the network (3.7).
Here, each cell i ∈ N with a positive flow acts as a sink, consuming one unit of flow (i.e.,
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part of the solution) and any remaining flow is sent to adjacent cells l if an edge (j, l) exists.

(PV P ) max
∑
i∈N

wixi (3.2)

s.t. z +
∑
j∈N

ys,j = d (3.3)∑
i∈N

αi ≤ 1 (3.4)

ys,j ≤ dαj ∀j ∈ N (3.5)
yi,j ≤ dxj ∀ (i, j) ∈ Es (3.6)∑

i∈N :(i,j) ∈ Es

yi,j =
∑

l∈N :(j,l) ∈ Ẽ

yj,l + xj (3.7)

∀j ∈ Ns∑
i∈N

uixi = U (3.8)∑
i∈N

cixi = C (3.9)

xi, αi ∈ {0, 1} ∀i ∈ N (3.10)
yi,j ∈ R+ ∀(i, j) ∈ Es (3.11)

z ∈ R+ (3.12)

Equations (3.8) and (3.9) are included in the (PV P ) model in order to keep track of the
total utility (U) and cost (C) of the optimal treatment plan (if provided). Notice that we
can also compute them after solving the model, however, we include them in the formulation
as an example of further extensions of the original model, where extra constraints (e.g.,
maximum budget) can be included.

If needed, we can force the fuel-treatment plan to include the desired amount of cells d
to be treated adding the following equation: ∑

i∈N

xi = d (3.13)

This way, the optimal connected subgraph S will include exactly d cells. Notice that the
same effect can be achieved by setting z = 0. In addition, we can include eq. (3.14) as an
extra cut to ensure that the total number of selected cells is equal to the total flow inside
the network. ∑

i∈N

xi =
∑
j∈N

ys,j (3.14)

This formulation of the (PV P ) can be solved directly using state-of-the-art solvers such
as Gurobi or CPLEX when the size of the instance is relatively small. However, obtaining
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a high-quality solution (below 2% of gap w.r.t. the best bound) or even a feasible solution
within reasonable running times becomes a challenge when dealing with large landscapes
or high-resolution instances with a significant number of cells. In order to address this
situation, we implement the two-step method described above where the solution obtained
from a greedy heuristic, selecting adjacent cells in decreasing value of wi, is used as a warm-
start for the exact model. This allows us to obtain low final gap solutions – an average
below 2% – in reasonable solving times (less than 5 minutes when solving the largest and
densest instances using a daily laptop, less than 1 minute for the smaller instances) across
all instances.

3.3 Results and Discussion
A total of 65,500 experiments, involving testing the different metrics with (i) heterogeneous
landscapes of varying sizes – 79,611 to 559,746 cells – and land cover compositions, (ii) dif-
ferent numbers of replications R ∈ {10, 100, 1000}, (iii) a random or deterministic selection
of the weather scenarios and ignition point per replication, and (iv) varying the total fraction
tf representing the maximum area of the landscape to be treated given the decision maker’s
resources are conducted. Due to size limitations, fires are simulated for 12-hour windows in
the Alberta province, while full-day scenarios are used in the British Columbia instances (see
Appendix C for detailed results). For any given wildfire, using our model decreases the aver-
age rate of spread and expected area burned by 53% and 57%, respectively, compared to its
closest competitor (BC) thus creating effective fire-resilient landscapes. These improvements
are observed across all instances and weather scenarios, reaching differences above 60% of
the total area protected with respect to the second-best metric when treating 5%, 10%, and
15% of the landscape. The results are useful when facing budget and operational limitations,
where resources must be spent in the most economical manner. The DPV performs best in
all experiments, rapidly extracting the core fire propagation patterns within the landscape.
It identifies high-risk regions, focusing the treatment on those zones, with its effectiveness
elevated as the number of replications is increased. We measure this amelioration by noting
the significant decrease in expected area burned – with differences up to 67% of the total area
protected – when compared with the second-best metric (BC) across all treatment levels.

In general, we observe that increasing the number of replications positively influences
the performance of all methods by decreasing (i) the volatility of the results and (ii) the
total expected area burned after the application of the fuel-treatment plan. These effects are
evident in the RW-RI scenarios, where uncertainty is a crucial part of simulated fires. DPV
not only surpasses the front line alternatives but it has the fastest learning capacity with an
improvement up to 65% in the protected area when increasing R from 10 to 100.

However, this positive relation is not true for all metrics. This can be seen in the Arrow-
head instance (Figure C.2, top-center), where including 100 replications does not improve
BP treatment plan’s effectiveness, yielding a global average for tf ≤ 25% of 1066.7± 1191.7
burned cells when training the metric with 100 replications (BP 100) versus 1099.6± 1090.3
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Figure 3.9: Multiple treatment plans are tested for different fraction levels (x-axis). We
evaluate their performance using the expected area burned (y-axis). Shades along the lines
associated with each plan generated from a particular fire metric trained with a certain
number of replications e.g., DPV 10, represent the standard deviation of the treatment
performance after evaluating the new landscape with 100 independent replications. Adding
new simulations from potential wildfires significantly improves the performance of our metric,
which is critical to generate effective treatment plans. As an example, focusing on the
Arrowhead instance tf = 0.25, we observe that using the DPV model, we decrease the
average area burned from 281.1 ± 348.0 (DPV 10) to 58.4 ± 139.1 ha. (DPV 100). Here,
we notice that even training the DPV model with 10 samples is almost as good as those of
BC 100 (second-best), showing the potential of our method. Increasing R, DPV is able to
significantly improve its performance, learning faster than any other metric reaching up to
75% of improvement when more data are provided.
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Figure 3.10: “Global Propagation Trees” for |R| ∈ {10, 100} replications of the Dogrib RW-
RI instance obtained after the overlapping of all individual shortest-path trees in a 100×100
patch (axes). More complex and general wildfire patterns are captured when increasing the
number of replications (right) as larger – unexplored with fewer replications – areas of the
landscape are covered, allowing the metrics to exploit this information when ranking the
cells for the treatment plan.

when including only 10 training samples (BP 10). We omit the results of the FPV model
since it is consistently outperformed by the DPV/BC both in the protection of the landscape
and in the computational performance.

We can illustrate the previous discussion by observing the “Global Propagation Trees”
GT R obtained from a section of the Dogrib instance for a different number of replications R
(Figure 3.10). From the plots, the number of potential trajectories captured when including
more simulations is clear: GT 10 contains limited information for all nodes in the graph,
leading to classify several cells with null DPV (or alternative metric) since no observation
include them into the wildfire propagation dynamic. On the other hand, the GT 100 graph
provides a representative and exhaustive picture of the potential fire propagation paths
in different sections of the landscape, allowing to easily identify which sections should be
treated, as well as gathering relevant information regarding the expected ROS and traveling
times of the fire within the forest.

Comparing the impact of the different sources of uncertainty included in the experiments
(Figure 3.11), we observe similar trends: the DPV is able to converge faster toward full
protection of the landscape when fixing the ignition area (DI) generating the most prepared
landscapes for addressing fires under weather and ignition (RW-RI) uncertainty across all
tested instances.
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Figure 3.11: Treatment plan effectiveness (y-axis) depending on the simulated scenario (ig-
nition point and weather, e.g., DI-DW) and treatment level (x-axis) for Dogrib instance.
Fixing the ignition point (DI) to a bounded area (left side) significantly simplifies the prob-
lem, obtaining fast convergence toward no losses due to wildfire with all metrics.

Our DSS could be implemented in several practical applications. As an example, it could
capture the fire propagation patterns for a particular forest by replicating historical wildfires
and their weather conditions, obtaining a fully adapted and trained model. Moreover, its
data-driven approach allows decision makers to continuously update the parameters of the
optimization model, allowing them to add new information from the landscape and incor-
porate it into the optimal fuel-treatment plan. Different subsets of the forest could have
different values (e.g., see Figure E.5). Factors such as native forest areas, highly population-
dense sectors, or regions naturally predisposed for hosting certain species should be accounted
for in practice. These can be easily incorporated in our framework by modifying the NV
included in the DPV model as well as adding specific constraints to the PV P model. Thus,
certain sections of the forest could have different weights when optimizing the plan. This
difference is translated into multiple DPV heatmaps, and thus, different treatment plans are
obtained, showing the flexibility of the framework.

A series of valuable outputs are obtained from the execution of the proposed method-
ology, allowing the modification of relevant values associated with the nodes based on the
information gathered from the experiments. For example: (1) ROS heatmaps projected on
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Figure 3.12: Different heatmaps example. Heatmaps obtained after a hundred replications
using BP (first row) and DPV (second row) metrics for three different landscape – normalized
– value functions (third row). A homogeneous (i.e., all flammable cells with identical value),
random (each cell with a random uniform value between 0 and 1), and a volume-oriented
value function are used to illustrate the impact on the heatmaps obtained by the metrics,
leading to significantly different treatment plans.
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Figure 3.13: Full pipeline example. Heatmaps obtained after a hundred replications using
DPV, BC, and BP metrics. Blank cells represent non-fuel sections of the landscape. High-
lighted and darker red cells indicate higher metric values (first row). Values are then fed into
the protection value problem (PVP), obtaining optimal treatment plans selecting the con-
tinuous patch of cells that minimizes the expected wildfire losses (dots connected by edges)
for each different metric and treatment fraction level tf such as 5% (second row) and 10%
(third row).
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the “shortest-path trees” can be analyzed to determine which sections of the landscape tend
to rapidly spread the fire under certain weather scenarios. Thus, helping the decision maker
to identify highly flammable and risky land covers within the forest as well as the most
frequent fire propagation lines. (2) Shortest traveling times between all nodes inside the
“Global Propagation Tree” could provide critical information when planning the suppression
activities and resource allocation. Knowing the frequency and propagation patterns of the
most likely potential fires within the landscape could be used to generate efficient prevention
plans and to estimate the number of units of different suppression resources (e.g. helicopters,
drones, firefighters) needed to act under several scenarios, in order to suppress a detected ig-
nition. (3) Custom metrics based on the DPV model can be easily tested and adapted by the
user. After developing a series of experiments for a landscape, researchers could customize
the metric by adjusting or even proposing a new value for each cell, exploiting the knowledge
gathered from multiple replications and the performance achieved by the proposed metrics
during the experiments. This way, more general and complex metrics – including elements
such as lightning strikes probabilities – can be easily tested in our open-source DSS, giving
the user full flexibility and expanding the potential of the system.

The proposed model can take advantage of historical data to develop efficient fuel-
treatment plans with our DSS, obtaining landscapes that are better prepared for dealing
with wildfires in comparison to state-of-the-art metrics. Overall, DPV emerges as an ef-
fective option for minimizing large wildfires with significant room for improvement thanks
to its flexible and expandable model. Fuel-treatment plans generated from our model are
able to detect high-risk areas, focusing the treatment on the most critical sections of the
forest. Therefore, they result in optimized forest structures that minimize wildfire impact
(see Figure 3.13).

Compared to previous studies, the degree of the node is crucial to calculate its importance
(DPV). This is a fundamental difference with respect to similar metrics such as the node
influence grid value [114] or BP as we take into account not only the role of the node
regarding the depth but the width of the fire propagation within a landscape. Larger degree
values indicate that one cell tends to disseminate the fire to a broader area of the landscape
whereas smaller values indicate that it tends to propagate the fire in a unique direction. As
mentioned in section 3.2, this avoids bias toward long/deep unidirectional chains of nodes
as well as increasing the relative importance of those nodes with a deeper and wider impact
on the fire propagation. This is translated into more effective plans, decreasing the average
expected burned area in our experiments approximately by 20% (on average) compared to
the non-weighted approach. Moreover, node influence grids do not take into account the
characteristics of the cells, focusing only on the length of the shortest paths. In our method,
the incidence of each node is weighted by a certain value (e.g., the volume of timber available)
that represents the relevant characteristics of the cell – it is not the same to burn grass or
trees – with respect to the optimization objective, leading to different treatment plans.

Similarly, DPV calculations are performed in a unique multidigraph summarizing all
individual shortest propagation paths. This makes it efficient and fast to calculate as only a
unique graph is processed instead of calculating individual metrics for each replication (thus
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processing R graphs).
Although the observed results highlight the theoretical effectiveness of the proposed

method, they should be interpreted with caution for practical applications. A series of
simplifications and assumptions must be covered in future research to address more complex
instances. In this work, we covered one (treatment intensity) of the main five factors affect-
ing the fuel treatment design and optimization. Further research is needed to address the
impact of treatment unit size, shape, and spatial distribution. The model can be extended
in these directions, evaluating the performance of the metrics at different aggregation levels,
allocations, and fuel treatment distribution. In the same line, we aim to extend the num-
ber of actions available in the model. Currently, only one simplified fuel treatment action
(mechanical treatments transforming flammable cells into non-flammable ones) is included.
This is clearly a limitation for practical applications where a variety of actions are available
to treat a cell, with potential different objectives.

The current framework is static. Every time we select a cell to treat, we are modifying the
protection values of other cells, thus perturbing the values of the network. This problem is
significantly harder and more complex than the current version, requiring further modeling
efforts. Similarly, it can be extended to a multistage setting assessing the effectiveness
of iterative fuel treatment efforts within a given planning horizon. Moreover, the results
presented in this work are conditional upon the occurrence of fires within specific time frames,
meaning that the evaluation of the effectiveness of the fuel treatment plans assumes that new
wildfires occur during the period of time in which treatments are highly effective. This may
not be the case in practice, where the temporal dimension (when to apply the treatment) is
crucial to implement effective plans. In addition, future iterations of the framework should
focus on modeling realistic budget constraints, allowing us to obtain practical fuel treatment
plans. We can represent the inherent trade-offs faced by decision makers when selecting
the optimal plan by including multiple objectives, thereby providing relevant managerial
insights. Following this line, the next Chapter will cover an extension of this framework
including multiple layers that could be incorporated as part of the weights of the nodes
when calculating their importance within the network. This, to provide a more general and
robust framework, potentially leading to alternative solutions incorporating the impact of
wildfire and the treatment effects on ecosystem services, wildlife habitat, populated areas,
among other relevant layers of information.

3.4 Conclusions
There is strong evidence from regions across the world that the warming and drying of
landscapes due to climate change are connected to increasing fire occurrence, intensity, and
duration. Studies have shown that globally, the rise in fire occurrence, intensity, and duration
are related to environmental effects caused by climate change. As a result, current fire
suppression activities, resources, and fire management efforts are not enough to protect
forests without an optimized structure to decrease the impact of future wildfires. Therefore,
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the focus should be placed on preventative actions.
Transforming forests into fire-resistant landscapes via fuel-treatment activities has been

demonstrated to be an efficient strategy in simulated environments for decreasing the ex-
pected size and rate of spread of future fires. The need for an effective and practical integrated
framework to evaluate these decisions is an open challenge. In this Chapter, we analyzed the
outputs from over sixty thousand simulations to demonstrate the theoretical potential of a
new method for assessing fire likelihood and its integration into an open-source decision sup-
port system. This framework allowed us to systematically design optimized fuel-treatment
plans, effectively decreasing the potential of large wildfires by identifying and disrupting the
most dangerous fire propagation patterns. Besides its potential applications for landscape
managers working with fuel treatment prioritization programs, it could be useful for first
responders during firefighting, given the accuracy and execution speed of the model. Our
framework can be implemented in any region given an appropriate fire spread model, poten-
tially providing a valuable decision-making tool for researchers to analyze the impact and
potential benefits of multiple preventative strategies.

In the following Chapter, we will extend our initial framework to incorporate and con-
dense multiple objectives in the decision-making process. This, with the aim of analyzing
the inherent trade-offs faced by the decision makers when performing landscape management
activities in real challenging applications. In practice, each action altering the structure of
the landscape could impact, positively or negatively, different components of the land such
as the economic value of the terrain, environmental impact metrics like the total carbon
sequestration of the forest, the accessibility of the area, or even the economic viability of
accessing areas for treatment purposes, among several others.
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Chapter 4

Decision making under wildfire
uncertainty: a multi-criteria extension

4.1 Introduction
In the previous Chapter, simplified landscape management policies were obtained by valuing
the landscape regions using a unique objective (e.g., minimize the average expected area
burned) or a predefined objective function. However, such an assumption is a simplification
of the real challenge faced by decision-makers as multiple parts of the landscape have differ-
ent values based on factors such as the presence of human settlements and infrastructure,
availability of environmental services, and forest health, among others. In this Chapter, we
expand these previous attempts by providing an integrated framework to naturally include
and weight multiple objectives into the optimization model and analyze the trade-off be-
tween present objectives and future protection against wildfire risk. We study three key
regions based on their recent fire history, landscape diversity, and demographic variety to
quantify the impact of multiple objectives in landscape management. We obtain treatment
plans using various combinations of these layers reflecting how different priorities of the
decision-makers could affect treatment policies.

Evidence from multiple research areas suggests that the dehydrating effects of climate
change have caused a worldwide surge in the number and intensity of fires in the last decade
and these numbers are still soaring [1, 121, 168, 290, 363]. These observations are further
highlighted when we note that some of the largest and devastating fires leading to heavy
human, financial, and infrastructural losses have occurred in the last decade. A closer look
at the state of California reveals that despite a decrease in the total number of fires within
the state, the total area burned by these fires has increased. In the last ten years, California
has been plagued by its most disastrous wildfires [323]. The 2018 Camp Fire is California’s
most destructive fire recorded, where a single fire destroyed more structures than any other
in modern history. This fire is also the most expensive natural disaster in the world in 2018 in
terms of insured losses resulting in the loss of 13,696 and the death of over 88 people [38, 110,
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131]. Following in level of destructiveness is the 2017 Tubbs Fire in the Napa and Sonoma
counties, which destroyed thousands of structures leading to 46 human fatalities [133, 242].
In addition, human efforts in fire fighting are at maximum capacity. These factors suggest
that more preventative policies and measures must be taken beforehand to reduce the risk
of fire occurrence [102] at the Wild-land urban interface (WUI) and in large areas of forest
[73] to protect human lives and maintain an adequate coexistence with nature. In [159],
researchers propose a paradigm that considers opportunities in three main dimensions: i)
decrease of the potential fire behavior of the landscape, ii) reduction of the potential impact
of fire ignition, decreasing the expected losses and number of escape wildfires in fire-prone
areas, and iii) increase the capability of fire suppression. As we have already discussed in
the previous Chapters, the term Fire-Smart Forest Management (FSFM) has emerged and
includes the above concepts.

As discussed in the previous Chapter, the strategic implementation of fuel treatment
plans can alter and modify fire behavior and aid in suppression efforts [112, 116, 159, 249].
These fuel treatments consist of actions and procedures such as cutting and clearing wood,
prescribed burns, commercial harvesting, and thinning, that can promote fire hazard reduc-
tion [3]. In [296], the authors discuss strategies to define treatments using burning probability
maps, the area burned, or the flame length. Other research in this area focuses on finding
the optimal spatial allocation of prescribed burning activities [11, 218], and designing fire
breaks to control fire spreading [292].

The decision-makers that carry out these fuel treatments face questions about how to
make such decisions. However, the problem of optimal fuel allocation is challenging due
to various sources of uncertainties. In [87], the authors discuss challenges surrounding fuel
treatment methods, timing, and the high uncertainty levels in climate and ignition areas
over multiple time periods. As a result, deterministic fire simulators such as FARSITE,
Prometheus, andWildfire Analyst [112, 273, 338], which can reproduce fires with and without
treatment activities are popular in practice. The main critique to using fuel treatment
methods is that due to the difficulty in predicting wildfire occurrence and propagation,
the allocation of these treatments generally do not match areas in which future fires occur,
leading to wasted investments coupled with economic, human, and environmental losses [39].

In order to address the mismatch between fuel treatment allocation and fire occurrence,
we develop a framework that integrates fire spread, optimization, and simulation models (see
Chapter 3 and [252]). The study highlights an adaptable metric known as the Downstream
Protection Value (DPV), that ranks the impact of treating a unit of the landscape, by
modeling a forest as a network and the fire propagation as a tree graph. As discussed in the
previous Chapters, the framework requires weather and topography inputs of the forest to
run and can be modified by users to incorporate region-specific forest data so as to provide
more effective and targeted treatments. Results from the first version of the model value the
equivalent volumes of subsets of the forest equally. However, such an assumption is limited
in real settings. Different parcels of a landscape may have different values based on multiple
factors such as the existence of animal migration corridors, the amount of biodiversity hosted
in that region, the presence of human settlements and infrastructure, or the amount of carbon
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sequestered.
The main contribution of this study is extending the analysis on the integrated framework

proposed in Chapter 3 and [252] to aid decision making under wildfire uncertainty by eval-
uating the sensitivity of the objective function to key environmental and economic factors.
Three key regions in California (Napa Valley, Paradise, and Getty center) are chosen for
analysis based on the existence of documented catastrophic events in the last five years and
significant variance in vegetation types and demographic variables. We compare unweighted
treatment plans against versions including environmental and demographic factors such as
carbon sequestration, canopy height and density, population density, and accessibility of the
area, as well as expected future fire behavior. Using multiple combinations of these layers, we
generate different treatment plans that reflect how different priorities of the decision-makers
could affect the treatment policies. We then analyze the trade-off between maximizing the
decision-maker utility function and protecting the land against future expected losses due to
wildfire with the aim of finding robust treatment plans.

4.2 Data Extraction and Processing
The California region with its established seasonal fires is the focus region in our study
because of the existence of documented and destructive fire events. The default framework
relies on weather and topographic data obtained from various sources. In addition, we discuss
how to generate the main layers that serve as weights for estimating the risk associated with
each unit of landscape in our optimization module. We group the layers extracted for the
objective function into Environmental factors (e.g., canopy density/height) and Demographic
characteristics (e.g., population density, accessibility). Additionally, we split the data into
a training and test set. During training, we fine-tune key parameters in our model using
the training data set. The test set allows us to measure the performance of our model by
assessing how well our model results compare to real data.

The data consists of a combination of shapefiles and GeoTIFF files. For the most part,
these layers are already aligned and have the same resolution (30 x 30 m). We transform
the original data into a series of rasters to be ingested into our framework. Data enters
into the framework using two main approaches: (1) local data provided by the user and (2)
semi-automatic collection and processing of online assets (e.g., population density, climatic
conditions that can play a fundamental role in the propagation of the fire) available in Google
Earth Engine (GEE) [144], to easily generate a consolidated dataset (Figure 4.1). This latter
method relies on Python scripts and can be used as an independent module for performing
any kind of query in GEE. Finally, the data is automatically processed and formatted to be
ingested into the different modules of the proposed framework.
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Environmental factors

The building blocks for the data layers in this category are obtained from the Landscape
Fire and Resource Management Planning Tools (LANDFIRE) [285] open repository. This
data hub consists of a shared program involving the participation of the U.S. Department
of Agriculture Forest Service and the U.S. Department of the Interior, providing support
for fire and vegetation simulators created and used by the US Forest Service. The Canopy
bulk density (CBD) and the Canopy height (CH), each a grid with resolution (30x30 m)
are obtained directly from the database. CBD is a measure of the density of the landscape
canopy which is the portion of vegetation above ground. Canopy height as implied by its
name measures the height in meters of the landscape canopy.

Forest. We combine the CBD and CH layers in various manners to obtain the different
layers constituting the environmental factors category including estimating the area of green
vegetation in the forest (forest health) and carbon sequestration volume. The CBD and CH
layers are averaged together to form a new layer that serves as a proxy for forest health. The
CBD layer indicating vegetation density and the CH measuring vegetation height provide
insights about the health of the landscape vegetation.

Carbon Sequestration. The carbon sequestration (CS) layer is estimated following the
simple method proposed in [128] for each unit in our landscape grid as follows:

1. Estimate the total (green) weight of the trees. Using the canopy density, we obtain
the canopy area by multiplying the density by the area of a unit cell. Then the canopy
area is multiplied by the canopy height to obtain a volume. Once we have the volume
of green in each cell, we use Huber’s formula [350] to estimate the weight using the
equation:

Weight = volume× green density

where green density represents the total density of wood and bark combined (CBD).

2. According to previous research [106], the average dry weight for different temperate
tree species in the United States is about 72.5% of regular weight. We use these results
to approximate the average dry weight of green for each cell.

3. Next, we estimate the weight of carbon using findings from [47], which state that the
carbon weight is about 50% of regular tree weight.

4. Finally, we calculate the average weight of carbon dioxide sequestered in the tree per
cell using:

a) The atomic weight of CO2 is C + 2×O = 43.999915.

b) The ratio of CO2 to C is 43.999915/12.001115 = 3.6663
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Therefore, to determine the weight of carbon dioxide sequestered in the tree, we multiply
the weight of carbon in the tree by a 3.6663 factor.

Fuel vegetation type. The fuel layer With a 30 by 30 m resolution that we require for
our simulations is obtained from the LANDFIRE [285] publicly available repository1. It
provides a categorical grid at a national level representing the forty Scott and Burgan fire
behavior fuel models lastly updated in 2014. For a comprehensive analysis and description of
all fuel types, their characteristics, and experimental parameters, see [307]. State-level data
(California) is locally extracted and uploaded into GEE to consolidate it with the additional
layers of the study. This is the main input for calculating the fire rate of spread in the
simulation model.

Figure 4.1: Example of layers included visualized in GEE. All layers are obtained for Cali-
fornia and consolidated into a 30 by 30 m. multi-band raster.

Weather and moisture scenarios. The rate of Spread (ROS) mainly depends on the
type of forest fuel that goes into combustion and the wind speed. However, another influ-
encing factor is the moisture content of dead and live vegetation present in the forest. This
variable is crucial for estimating the surface ROS as certain land-covers (e.g., grass types)
tend to significantly modify their propagation patterns depending on their humidity lev-
els. In order to capture and simulate interesting situations for practitioners and researchers,
multiple value thresholds are empirically studied. According to Scott & Burgan [307], these

1https://www.landfire.gov/bulk/downloadfile.php?FNAME=US_140_mosaic-US_140FBFM40_
20180618.zip&TYPE=landfire
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interesting humidity levels are represented by four scenarios: D1L1, D2L2, D3L3, and D4L4,
from the driest (D1L1), where the fire tends to propagate faster, to the wettest (D4L4), with
the opposite effect. Weather scenario files that describe the evolution of the temperature,
wind speed, and wind direction are obtained from the historical time series of the closest
weather station (with respect to the centroid of each instance) available for the simulated
fire duration. Each fire is simulated for 12 hours under the D1L1 scenario, to be able to
capture relevant propagation patterns.

Demographics. The estimated population densities (number of persons per square kilo-
meter) for the years 2000, 2005, 2010, 2015, and 2020 are extracted from the Gridded Pop-
ulation of World Version 4 (GPWv4), Revision 11 dataset2 at a resolution of 30 arc-second
grid cell and averaged. Accessibility to cities, which measures the land-based travel time
(minutes) to the nearest densely-populated areas with 1,500 or more inhabitants per square
kilometer is obtained from the Malaria Atlas Project3 at a 30 second-arc resolution for 2015.

Figure 4.2: Framework schematic. Data is retrieved from cloud services and local user in-
puts. Decision-makers define relevant objectives by analyzing the trade-off between multiple
variables. Once the data is processed, multiple simulations are performed to estimate the
impact of future wildfires in the landscape. An optimization model is fed with the outputs
from the utility mapping and simulation models. Finally, results are evaluated by estimating
the average expected losses due to wildfire, as well as analyzing the sensitivity of the optimal
treatment plan.

4.3 Wildfire simulation
Following the developments of the previous Chapters (see section 3.2, Chapter 3 for details),
a region of interest is modeled as a two-dimensional lattice with an underlying network

2https://sedac.ciesin.columbia.edu/data/collection/gpw-v4
3https://malariaatlas.org/research-project/accessibility_to_cities/
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structure to represent the connectivity between cells/nodes in the grid. Cells represent a
homogeneous area with similar characteristics, focusing on points of interest such as potential
propagation sources, densely populated areas, natural reservoirs, among others. Each cell
from the input data corresponds to a node in an undirected grid graph G = (N , E). Nodes
i ∈ N is associated with relevant attributes (e.g., population density, fuel type) included as
part of the risk evaluation and further optimization models. Nodes are connected by edges
e ∈ E with weights (the distance between cells) generated by the structure of the region. In
the current version of the study, each cell has at most 8 neighbors to simplify the analysis of
the framework. However, the model can be easily extended to a general case (graph) where
nodes can be connected with any other in the lattice as long as they share information or
are related by relevant variables for the model.

Adapting the simulation framework discussed in Chapters 1 and 2, the fire spreads follow-
ing a messaging process between the cells of G. The intensity of these signals is represented
by the rate of spread (ROS) obtained from an independent fire spread model (BEHAVE)
integrated into the simulator [69] that models the fire behavior for static conditions in the
U.S. based on empirical studies. It is used to update the fire progress between neighboring
cells at every time-step t. From here, a directed tree graph – denoted as shortest-path tree
– is obtained, with a root at the ignition node i, Ti = (Ni, Ei) where Ni ⊆ V contains the
burned cells and Ei the directed edges representing the propagation trajectories of the fire
within the region (see Chapter 3).

Simulator parameters may need calibration in order to reproduce realistic propagation
patterns or capture the impact of previously unseen conditions. Multiple approximations
during the implementation of the spread models and inherent noise within the data may
inaccurately represent the expansion of the fire. To account for this situation, we apply the
automatic adjustment following the work in Chapter 2 of the main parameters of the model
via a hybrid AI-Optimization procedure that aims to minimize the differences between the
simulated and historical fire scars of the region of interest. Using this approach, we can
automatically adjust the ROS estimations to accurately represent observed fire perimeters.
Therefore, decision-makers are able to automatically adjust the fire spread model to ac-
count for variations in the fire behavior and conditions of the area, obtaining more accurate
simulation results.

4.4 Risk analysis
Relevant features are mapped onto a common scale and weighted to account for their relative
importance for the decision-maker. In order to condense their information into a single utility
function, each feature is mapped unto a common scale [0, 1] using an adequate function (e.g.,
linear) according to the expected impact of the feature in the landscape. Thus creating a
single matrix representing the original n × m grid containing the value for each node in
landscape (NV ∈ Rn×m), different convex combinations of the relevant values-at-risk (raster
layers) are utilized. Let µk ∈ [0, 1] ∀k ∈ K,

∑
k∈K µk = 1 with K being the total number of
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layers included in the study, we thus combine the layers as follows:

NV =
∑
k∈K

µkLk (4.1)

where Lk ∈ Rn×m is the matrix of dimensions n ×m containing the grid values of layer k.
Following this framework, we obtain a consistent risk function across the entire graph. The
detailed procedure is as follows:

1. Given a set of K features representing characteristics of the nodes, we map them into
a common scale between [0, 1]. The mapping function (e.g., linear) from raw feature
values to the [0, 1] interval is selected by the researcher according to the impact of
each feature in the construction of a global utility/cost function. For example, if the
protection of nodes with higher population density is prioritized, an increasing non-
linear function can be applied, where densely-populated nodes are associated with
values near to one, while sparsely populated areas are mapped to near-zero values (see
Figure 4.3).

2. This procedure is repeated for all K features, obtaining a set of normalized variables.

3. Correlated and complementary variables are combined into meaningful categories by
weighting individual features with weights. As an example, canopy bulk density and
canopy height could be summarized into a Forest category that equally weights both
variables. Similarly, accessibility and population density layers could be condensed
into a Demography category.

4. Once all categories are generated and normalized, a global utility function is calculated
repeating the weighting procedure.

5. Gaussian kernels are applied to smooth the distribution over the landscape/grid. This
avoids abrupt changes in the utility function as well as accounts for the intrinsic cor-
relation of the cells in the landscape dynamics (Figure 4.6).

Using this framework, decision-makers are able to condense any number of features into
unique values associated with each node of the graph (NV ), as well as generate a series
of scenarios to evaluate the impact of certain features and their weights. In this way, each
node of the grid is characterized by a unique value incorporating all variables. Using different
weight combinations allow us to control which factor we want to weigh more in each instance
(see Figure 4.5). Next, we utilize our proposed risk model, downstream-protection-value
(DPV , [252]), which aims to measure the value of what is affected downstream in the
network given the risk of a certain node. As exposed in the previous Chapter, this model
captures the role of a node in propagating the risk through the landscape based on the
connectivity and relative influence of different nodes in the entire system. In the extended
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Figure 4.3: Utility mapper application. (a) The original values of the population density
layer (x-axis, popDens) are mapped to the [0,1] interval following an exponential function
(y-axis). (b) Density plot for the original variable values. (c) Distribution of the mapped
[0,1] feature (called utility) following the applied transformation.

version of the model, we define the DPV of node i inside the landscape network as:

DPV (i) = αi
∑
j∈N〉

NVj (4.2)

where αi is a weight factor for node i, e.g., the number of connections inside the region,
allowing the prioritization and management of different zones; Ni is the set of nodes of the
network that are affected by fire propagation from node i, and NVj the value of node j incor-
porating all the relevant variables included to capture the potential losses caused by wildfire.
Researchers can represent and evaluate multiple scenarios by providing different weights to
the components of the risk function or to the final node value, thus obtaining variations of
DPV. For example, NV values of nodes playing a fundamental role in the connectivity of
the network could be weighted, among several options, by the degree of the node to high-
light its importance in the propagation of fire. In addition, thanks to the nodes’ additive
property, there exists a natural extension from nodes to larger units (e.g., stands). This
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goes in hand with a practical implementation since authorities take decisions over certain
areas with common characteristics instead of individual units, satisfying operational/logistic
constraints.

An optimized resource allocation plan

Formulating an extended version of the explicit optimization model presented in Chapter
3, Section 3.2, we solve the problem of finding the connected cells that maximize the total
utility/protection value considered under wildfire risk, subject to specific constraints provided
by the decision-maker (e.g., budget). As presented in our previous studies located in Canada,
the connectivity constraints are imposed to mimic realistic scenarios where the protection
of the landscape must be performed within connected patches to account for operational
constraints. If needed, these constraints can easily be relaxed by the decision-makers, running
a simplified version of the optimization model, or even implement their own algorithms. In
this way, we obtain an optimized treatment plan that identifies the set of units that, once
protected, will significantly disrupt the fire propagation while taking into account the impact
on relevant features of each node via the provided NV values. We introduce λ ∈ [0, 1] as the
trade-off factor between the utility function defined by the NV matrix and the DPV heatmap
obtained after simulating R wildfires in the area. We define the objective function as the
convex combination U(λ) := λDPV + (1 − λ)NV , where larger values of λ indicate that
wildfire risk becomes more relevant to the decision-maker when allocating resources through
the network (λ→ 1) while smaller values represent the case when the NV values play a more
relevant role for prioritizing the treatments (λ→ 0). Therefore, different optimized resource
allocation plans are obtained depending on the objective and risk assessment of the decision-
maker represented by the λ parameter, balancing the maximization of the utility function
and the protection of the region against the future propagation events (See Appendix D,
Figure D.1).

Mathematical Formulation

Following the model presented in Chapter 3, Section 3.2 [97, 252], the λ-connected version
of the Protection Value Problem (PV P λ) can be formulated as the following Mixed-integer
programming model:

(PV P λ) max
∑
i∈V

Ui(λ) =
∑
i∈V

(
λDPV (i) + (1− λ)NVi

)
xi (4.3)

s.t. (3.3)− (3.14) (4.4)

Therefore, we modify the original objective function to incorporate the trade-off between
DPV (i.e., weighted fire protection) and the inherent utility associated with the node rep-
resented by NV . The importance of each objective is then modeled with different λ values,
providing a set of comparable solutions for the decision-makers according to their objectives.
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As discussed in Chapter 3, this is an NP-hard problem, being a variant of the MWCSP
[166]. Using the two-step solution method described in Chapter 3, Section 3.2 the problem
is able to converge faster because we start the second step (i.e. solving the MIP formulation
with CPLEX v12.9) with a high-quality feasible solution. This reduces the searching space of
the method significantly (upper and lower bounds), improving the convergence and memory
usage of the optimization algorithm. Thus, we obtain optimal solutions in reasonable (less
than 1 minute on average) solving times in all our experiments. We note that our solutions
are guaranteed to be globally optimal because we obtain 0% optimality gap solutions from
the exact MIP formulation. Although multiple solutions can exist, these are extremely rare
in practice.

4.5 Case study areas
The areas in California selected for the case study are chosen based on factors including
significant variation across fuel types, the existence of documented catastrophic fires in the
last five years, and the presence of strongly influencing demographic factors. The three areas
selected for this study are the Getty center, Napa Valley, and Paradise. Figure 4.4 denotes
the terrain of the three case studies areas. In addition, a summary of the key features of our
three study instances including area, mean elevation, dominating fuel types, and elevation
range are presented in Table 4.1.

Napa Valley. Napa County, also known as Napa Valley is recognized worldwide as a
premium wine region. In addition, the region is also responsible for the production of many
agricultural crops. According to the U.S. Census Bureau, the county has a total land area
of about 748 square miles and a population of 137,744 as of 2019 [80]. However, this region
has also suffered a number of destructive fire events. A recent article mapping all fires
in the region from 1950 to 2019 shows that the fires have been getting larger and more
destructive [192]. Most notably the 2017 “Tubbs” fire in the Napa and Sonoma counties is
the second most destructive fire recorded in California’s history [162]. The long fire history
experienced by this region coupled with its landscape being suitable for the farming of
different agricultural products particularly grapes from vineyards makes it a very relevant
and interesting area to study in California. The total number of nodes and edges conforming
this instance are 9,309 and 72,272, respectively.

Paradise. Paradise is a small town located in Butte County in California that has expe-
rienced the most destructive fire in California’s history at the end of 2018. In 2018, the
population of Paradise was about 26,800 with a land area of about 18.31 square miles [80,
162]. However, the population numbers after the fire event are unknown as over 9300 were
displaced and relocated during and after the fire [195]. We use population numbers before
the fire as an estimate for our analysis. This town is a unique region to study because of its
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high fire risk, limited accessibility to, and relative isolation from neighboring towns. With a
total number of 11,477 nodes and 81,581 edges, it is the largest instance of the study.

Getty center. The Getty center, a campus of the Getty Museum and its surrounding
regions located in Los Angeles is selected due to its 2019 fire which forced the museum to
temporarily close its doors [77]. This region is different from the other regions of interest
because it is located in an area with a more built-up environment and less vegetation. We
speculate that the demographic factors will have a stronger influence on our analysis of this
region. Modeling the instance as a network, it consists of 5,454 nodes connected by 41,166
edges.

Table 4.1: Summary of instances’ main characteristics. For each instance, we provide the
total area in hectares, the average elevation and its range in meters, the dominant flammable
fuel of the terrain following the fuel type layer characterization, the total number of different
fuels available in the region, and the number of edges conforming the network used for the
optimization model connecting the flammable cells (in any direction).

Instance Area [ha.] Mean elev. [m] Elev. range [m] Dominant flammable fuel # Fuel types # Edges

Napa Valley 9,540 376.74 [131, 724] SH2 is woody shrubs and shrub litter 16 72,272
Getty center 11,102 221.39 [39, 596] GS2 is grass and shrubs combined 11 41,166
Paradise 13,433 449.71 [0, 740] TL6 is moderate load broadleaf litter 17 81,581

Getty Center Napa Valley Paradise

Figure 4.4: Land cover representations. The three case study areas are depicted with a
hill shade effect where different colors represent the fuel types characterizing the instances
following the Scott & Burgan [307] classification system.

Utility Mapping. For each of the three instances we study, we utilize four layers in our
utility function including forest, volume of carbon sequestered, accessibility, and population
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density layers. We select mapping functions to highlight the priorities of the decision-maker
for every layer. These functions serve to map the values of our current layers to a range
between 0 and 1 using a pre-specified distribution. We Choose an exponential mapping
function for the population density layer because we want an increasingly high utility as
the number of people in a region increases. In addition, we use the inverse function to
map our accessibility values to the range between 0 and 1. This function is selected to
reflect increased utility for regions that are closest to densely populated areas. Finally, a
linear function is used to map the volume of carbon sequestered and forest layers to the
appropriate ranges. Our framework allows provides the option to change the distribution
of the mapping functions and customize these functions based on the decision-maker’s most
important considerations. In order to combine the different features into a single utility, we
select five convex combinations of our different layers for our experiments. First, we use
an average combination where all four layers are weighted equally. Then, we create four
feature dominant layers, where the selected dominant feature contributes 75% to the final
utility whereas the remaining three layers equally split the remaining. These five utility
combinations are created for each of our three instances (Napa Valley, Paradise, and Getty
center).

4.6 Experiments
We model five different NV values for each instance by modifying the µ weights vector
associated with the different four categories following the procedure described in Section 4.4.
In this way, we obtain a balanced weight function NVequal =

∑
k∈K 0.25Lk where all layers

are weighted identically and four variations where a dominant layer is weighted by µdom = 0.7
and µj = 0.1 for j 6= dom ∈ K obtaining NVforest, NVaccess, NVcarbon, and NVpopulation.

A total of R = 100 replications with random ignitions and defined D1L1 weather sce-
narios are performed in the simulation module to obtain the final DPV heatmaps using the
previously generated NV values as the node weights, multiplied by αi = number of neighbors
connected to node i. For each instance and NV value combinations, we generate utilities
U(λ) with λ ∈ {0, 0.25, 0.5, 0.75, 1}. Each combination is then solved in the optimization
module for all treatment levels tf ∈ {0.05, 0.1, 0.15, 0.2, 0.25, 0.5}, solving a total of 450 op-
timization problems. Optimal solutions X∗(λ, tf) indicating the selected cells are recorded
for each combination.

Finally, we evaluate the average expected losses, E [Losses(X∗(λ, tf))], due to future
wildfire events in each instance, given the output of the resource allocation plan. For this,
we estimate the expected damage provoked by future fires – discounted by a γ ∈ (0, 1] factor
set to γ = 0.9 – using R = 100 simulations in a modified landscape where the selected cells
from the optimal solution of the PV Pλ(tf) model are transformed into non-flammable ones.
We use this as a simplified version of a more realistic setting where certain fuel treatment
actions (or resource allocation) will decrease the fire susceptibility (or effective ROS) of a
certain cell but it will be still flammable. The pseudo-code summarizing all the experimental
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steps can be found in Algorithm 1.

Algorithm 1 Experiments Pseudo-code
1: procedure Experiments
2: for dom ∈ {forest, access, carbon, population, equal} do
3: if dom == equal then
4: Calculate NVdom = 0.7Ldom +

∑
k∈K:k 6=dom 0.1Lk

5: else
6: Calculate NVdom = 0.25

∑
k∈K Lk

7: Calculate DPV (i) = αi
∑

j∈Ti NV (j), ∀i ∈ V
8: for λ ∈ {0, 0.25, 0.5, 0.75, 1} do
9: Calculate utility Ui(λ) = λDPV (i) + (1− λ)NV (i), ∀i ∈ V

10: for tf ∈ {0.05, 0.1, 0.15, 0.2, 0.25, 0.5} do
11: Get optimal solution X∗(λ, tf)← Solve(PV P λ(tf))
12: Calculate E [Losses(X∗(λ, tf))]← Simulation(X∗(λ, tf), R = 100)
13: Calculate ∆tfU(X∗(λ, tf)) := U(X∗(λ, tf))− γE [Losses(X∗(λ, tf))]

Computational implementation

As described in Chapter 1, the Cell2Fire fire-growth simulator is implemented in C++
using the boost and omp libraries [300, 333] to allow shared memory parallel execution.
The decision support system which wraps the simulation module and processes all relevant
outputs is programmed in Python. Statistics and visualizations are processed using the
known Pandas, Numpy, and Seaborn libraries. Network structures are managed with the
networkx package [150], generating outputs such as shortest-path trees and providing the
users a variety of complex network metrics out-of-the-box such as betweenness centrality for
developing their own fire risk indexes. we implement derivative-free optimization algorithms
[95] in our framework using the NLOPT package [167] (Chapter 2). Meta-Heuristics (e.g.,
genetic algorithms) follow the DEAP [127] library framework. In addition, we rely on the
PYOMO modeling language [154], a flexible package to generate linear/non-linear models
and solve them via an open-source or commercial solver depending on the user needs to embed
mathematical programming models in the framework’s optimization module. The utility
mapper standalone application and scripts are programmed in Python using the PyQt5
package and compiled using the Pyinstaller package.

Experiments are performed in a daily use laptop with I7-4200 2.1 GHz processor, RAM
Memory 8 GB DDR3, and Ubuntu 14.0 OS. All codes are available for public use4.

4http://www.github.com/cpaismz89/DPV_Utility
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4.7 Results and Discussion
The utility functions in our experiments are obtained by combining raster layers as described
in Section 4.4 and the different utility combinations are explained in 4.6. We conceive these
different combinations to mimic decision-makers having multiple objectives, where one of
the goals is more important than the remaining ones in the decision-making process. In
Figure 4.5, we present the utility maps for all proposed combinations of the primary layers
for the three instances we explored. We observe that the combinations produce very different
heatmaps which we hypothesize will be translated into different optimal treatment decisions.

Utility and wildfire risk trade-off

DPV values are obtained for all the generated utility heatmaps following Eq. (4.2) with NVj
representing the value of cell j ∈ V from the calculated utility layer. Looking at the DPV
matrices (Figure 4.6), we clearly observe the most likely wildfire propagation patterns after
performing R = 100 replications for each instance (first column) where lighter colors highlight
those sections of the landscape with higher DPV, i.e., the nodes that play a fundamental role
in propagating the fire between different areas of the land. As expected, the DPV matrix
obtained for the Napa Valley instance covers a significant portion of the landscape (88.63%)
since it is the one with the largest proportion of flammable fuel types, representing 97.5%
of its total composition. On the other hand, Paradise and Getty center instances include
a significant proportion of non-flammable nodes representing urban settlements/rocky areas
(14.56% and 50.87%, respectively) leading to more focused DPV heatmaps surrounding those
areas, covering 40.3% and 37.27% of their total size, respectively.

The expected area burned and expected utility losses under the current conditions, i.e.,
when no resource allocation plan is implemented, can be seen in Table 4.2. From the experi-
ments, we observe a significant impact on the Napa instance with an expected area burned of
2,055 ha. representing 22% of the landscape. This is translated into expected losses close to
20% among all utility functions with respect to the total value available. In the case of Getty
center, we expect a 19% of the area burned due to future wildfire events, with an impact on
the utility functions varying from 14.32% (Forest dominant utility) to 16.18% (Access dom-
inant utility). Finally, due to the characteristics of the Paradise instance – the distribution
of the non-flammable fuel types – a 7% of the total area of the landscape is expected to
be affected by future wildfire events under the tested conditions, leading to expected losses
between 3.91% (Population layer) to 7.58% (Forest layer).

Analyzing the most common fuel types involved in the propagation patterns identified
when calculating the DPV, we observe grass and shrubs combined (GS2, 36.84%), grass
though small amounts of fine dead fuel (GR2, 27.18%), and woody shrubs and shrub litter
(SH7, 20.40%) for Napa Valley; woody shrubs and shrub litter (SH7, 50.73%) and grass and
shrubs combined (GS2, 46.14%) in the area near Getty center; and woody shrubs and shrub
litter (SH7-SH5, 62.49%) and grass and shrubs combined (GS2, 23.14%) for the Paradise
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Figure 4.5: Utility heatmaps for all proposed convex combinations of the main four categories
for each instance (columns). The first row represents a balanced combination of all four
categories (µi = 0.25 ∀i). The suffix dom indicates that the dominant category was weighted
by µdom = 0.7 and the remaining three categories with µj = 0.1, ∀j 6= dom.

instance. This information allows the decision-maker to gather relevant insights about the
most dangerous sections of the landscape in terms of wildfire risk and identify the set of
potential actions to mitigate their impact when implementing the solution obtained from
the optimal resource allocation plan.
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Table 4.2: The expected area burned and expected losses for all utility functions as a per-
centage of the total instance area and the total utility available (heatmaps) per instance,
respectively. Expected values are calculated from R = 100 independent wildfire replications,
weighting all simulations equally, and without any intervention of the landscape.

Instance E [Burned] % E [L(UEqual)] % E [L(UForest)] % E [L(UCarbon)] % E [L(UPop)] % E [L(UAccess)] %

Napa Valley 22.08% 20.73% 19.66% 20.06% 18.95% 21.75%
Getty center 18.97% 15.27% 14.32% 14.66% 14.43% 16.18%
Paradise 6.94% 6.33% 7.58% 6.83% 3.91% 6.94%

Resource allocation plans

As described in Section 4.4, we analyze the trade-off between the expected losses due to
future wildfires in the area after applying the optimal resource allocation plan – assuming
full protection of the selected nodes for simplicity – and the protected value due to the
implementation of this plan by combining the utility layer generated by the decision-maker
and the DPV matrix obtained from the simulations via the λ parameter. Depending on the
expectations of the decision-maker and his/her level of risk aversion, different λ values should
be tested and selected for a particular region and context. In the rest of this section, we will
focus our attention on three interesting results where the trade-off between present value
and future protection plays a crucial role in the decision-making process. This analysis can
be performed for all combinations of utilities, treatment fractions, and instances, providing
the decision-maker with a comprehensive set of results (see Tables D.1, D.2, and D.3 in
Appendix D) and quantitative support for establishing the optimal point to balance the
trade-off between present utility and future protection of the landscape.

To illustrate and analyze the inherent trade-off between present utility and the future
protection of the landscape, we observe the results for the Napa Valley instance when iden-
tical weights are provided for all categories conforming the utility layer (Figure 4.7-(a)) and
a 25% of the landscape is protected. As expected, the present/raw utility tends to decrease
as λ → 1 since the decision-maker is sacrificing present utility by focusing more resources
in those locations where the fire will likely propagate, prioritizing the disruption of future
wildfire events instead of the original utility function. However, present utility values are
overestimated when λ→ 0 as the decision-maker oversees the impact of future wildfires, not
accounting for this risk. From the graph, we can observe that the best performance in terms
of discounted utility is attained when λ = 0.5 (1017.39± 186.06), obtaining the best balance
between raw utility and expected wildfire losses using a discount factor of γ = 0.9.

Analyzing the gaps between the present utility and the discounted function, we observe a
clear decreasing pattern as λ→ 1 in terms of total utility value variations5, with differences
of 38.23%, 30.6%, 23.65%, 15.75%, and 7.41 %, respectively. This is aligned with our expec-

5Calculated as E [Losses(X∗(λ, tf))] /U∗(λ, tf)
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Figure 4.6: Raw (left) and smoothed (using a Gaussian kernel - right) DPV heatmaps
calculated for Napa Valley, Getty center, and Paradise instances using the Access, Forest,
and Population density layers as the dominant layers for the NV function, respectively.
Lighter cells increasingly highlight the nodes playing a fundamental role in propagating the
fire to the rest of the landscape.

tations: as λ is increased, the lands are better prepared for future wildfires, minimizing the
gap between today’s total utility and the discounted function by sacrificing present value.
Looking at the distribution of the discounted utility as a function of λ (Figure 4.7-(b)), we
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observe that increasing the weight of the expected wildfire risk (λ → 1) results in a more
compact distribution of the discounted utility ∆U(λ), as seen in the graph. This is consistent
with the fact that higher λ values lead to better protection plans by sacrificing the value of
the utility function, a trade-off that the decision-maker will analyze to decide which resource
allocation plan is aligned with her expectations and goals.
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Figure 4.7: (a) Napa Valley instance raw utility (blue) U(λ) weighting all categories by identi-
cal weights and average discounted utility (orange) ∆tfU(λ) = U∗(λ)−E [Losses(X∗(λ, tf))]
including future expected losses due to wildfire events as a function of λ. Treatment fraction
is set to 25%. (b) Distribution of the optimal utility discounted by future expected wildfire
losses (γ = 0.9) for different λ levels when protecting 25% of the landscape. Average values
are highlighted with red dots.

We then focus our attention on the results obtained for Paradise with a carbon-dominated
utility when treating 50% of the total landscape. Visualizing the optimal plans for multiple
λ values (Appendix D, Figure D.1), we observe that the resource allocation plan is not as
sensitive as in the case of Napa Valley, but we can still observe differences across the different
levels of λ to analyze the trade-off between present value and the protection of the landscape.
This is mainly associated with three factors: (1) we are treating 50% of the land so there
exists a larger overlap between the optimal plan and the propagation patterns identified
in the DPV matrix, (2) the distribution of the carbon dominated utility matches the most
relevant DPV spread lines, and (3) the instance, similar to the results from Getty center,
presents a significant amount of non-flammable nodes, thus limiting the potential fire spread
paths.

This is translated into significantly smaller gaps between the present/raw utility value
and the discounted one for all λ levels (3.15%, 2.45%, 0.86%, 0.4%, and 0.04%, respectively).
As seen in Figure 4.8-(a), both functions converge to an almost identical value for λ ≥ 0.5.
This situation indicates that optimal plans giving at least 50% of weight to the DPV layer
are able to significantly control and mitigate the future expected losses due to wildfire events.
Observing the distribution of the discounted utilities in Figure 4.8-(b), it can be seen that the
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value and variation in the discounted utility (y-axis) are significantly affected by λ, obtaining
different levels of risk. From the results, the plan obtained when λ = 0.5 arises as a good
solution, balancing the raw utility and expected losses as well as being characterized by a
compact distribution (2250.25±17.58). Values of λ < 0.5 lead to greater average discounted
utility (red dots) but incur in more risk and potential negative outcomes (e.g., low discounted
utility value outliers in λ = 0.25). On the other hand, values with λ > 0.5 sacrifice a portion
of present utility to decrease the impact of expected future losses (5.1% and 14.5% w.r.t.
λ = 0.5, respectively).
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Figure 4.8: (a) Paradise instance raw utility (blue) U(λ) with carbon as the dominant
category and average discounted utility ∆tfU(λ) = U∗(λ) − E [Losses(X∗(λ, tf))] (orange)
including future expected losses due to wildfire events as a function of λ. Treatment fraction
is set to 50%. (b) Distribution of the optimal utility discounted by future expected wildfire
losses (γ = 0.9) for different λ levels when protecting 50% of the landscape.

Finally, we analyze the results obtained for the Getty center instance, when the utility
function is dominated by the accessibility layer and only 15% of the landscape receives treat-
ment. Contrary to the previous results, we observe an increasing pattern in the discounted
utility (Figure 4.9-(a)) as more weight is provided to the DPV matrix, this is, the optimal
plan is mainly aligned with the mitigation of future wildfire losses instead of the current bene-
fit (λ→ 1). These results indicate that, for this particular experiment, focusing the attention
only on the present objective function value for selecting the nodes to be treated/protected
is not the most efficient solution as there is no significant intersection between the treatment
plan and the most likely propagation patterns experienced in the landscape, leading to larger
expected losses as λ→ 0. Analyzing the gap between both curves, we observe differences of
148.48%, 119.77%, 74.86%, 49.17%, and 31.64% as we increase the value of λ, respectively.
Therefore, λ = 1 arises as a robust option under the current experimental parameters.

Following the discussion, we observe how the distributions of the discounted utilities
(Figure 4.9-(b)) with λ < 0.5 are particularly wide with a significant bias to the bottom
(−205.64 ± 434.12 and −75.1 ± 364.49 respectively). Even more, we can see that both
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distributions reach negative values because of the larger expected losses, indicating higher
risk involved in those treatment plans as they do not prepare the landscape to disrupt future
wildfire events. Values of λ ≥ 0.5 lead to more compact distributions – still with negative
results – by sacrificing valuable outcomes but assuring the future protection of relevant
flammable areas detected by the DPV layer, mitigating the expected losses. This is reflected
in the distribution of the discounted utility when λ = 1, with an expected discounted utility
of 211.05 an a standard deviation of 103.45, contrasting the results above with λ ∈ {0, 0.25}.

1 1

Figure 4.9: (a) Getty center instance raw utility (blue) U(λ) with accessibility as
the dominant category and average discounted utility (orange) ∆tfU(λ) = U∗(λ) −
E [Losses(X∗(λ, tf))] including future expected losses due to wildfire events as a function
of λ. Treatment fraction is set to 15%. (b) Distribution of the optimal utility discounted
by future expected wildfire losses (γ = 0.9) for different λ levels when protecting 15% of
landscape.

4.8 Conclusions
Decision-makers usually face multiple objectives when making decisions intersecting land-
scape and fire management. In our original approach [252], the different cells within the
landscape were given equal importance. We extend these previous analyses to include multi-
ple objectives into the optimization model and analyze the trade-off between current weighted
objectives and future protection against wildfire risk. Experiments were performed on three
distinct regions using utility functions obtained from the combination of demographic and
environmental raster layers, highlighting different priorities of the decision-maker.

The study areas are selected to illustrate the framework when dealing with different fuel
compositions and utility distributions. These differences are reflected in the Napa instance
with much higher proportions of flammable fuel types having a more expanded DPV matrix
compared to the other two instances presenting area-focused DPV because they are composed
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of higher fractions of non-flammable landscape types. The DPV matrix provides insight
into high-risk areas within the landscape and informs actions to reduce expected wildfire
impacts. Regions with more compact matrices could suggest that fewer resources are needed
to mitigate the effects of future wildfires in these areas. As conjectured from the calculated
DPV, the expected area burned and expected losses for all utility functions as a percentage
of the total instance area and the total utility available (heatmaps) was highest in the Napa
instance. In addition, we observe that the fuel types commonly involved in fire propagation
patterns consist mainly of some combinations of grass, woody shrubs, and shrub litter across
all three instances.

In our analysis, the trade-off between present utility and the future protection of the
landscape based on the DPV is evaluated. As expected, in general, the present utility tends
to decrease as λ value rises as the decision-maker increasingly focuses more resources on
areas with higher fire spread risk. However, present utility values are overestimated when
λ drops, as the decision-maker emphasizes more the impact on the current utility function
and less the future wildfire risk. Despite these common trends, certain utility layers present
different patterns depending on the instance. For example, we can find that global maximum
∆U values can be obtained with λ = 0 (e.g., the forest utility layer in Napa) when the
most likely propagation patterns are not associated with the highest values of the utility
heatmap, reducing the risk at a very high cost of present utility. In other cases, a balanced
λ = 0.5 accounts for a good trade-off between minimizing expected losses and maximizing the
present utility as in the Napa UEqual scenario. In addition, some scenarios including certain
combinations of utility layers and instances characteristics are harder to balance with future
expected losses, mainly due to the fragmentation of the instance and the distribution of the
utility layer over the landscape, which can sometimes be too focused on a single point or
significantly sparse, focusing the treatment plan on areas that are not likely to match the
most relevant propagation patterns of the expected fires.

These results suggest that utility functions need to be carefully generated and analyzed
by decision-makers in order to represent their expectations and concerns about the landscape
because they play a crucial role in generating adequate treatment plans. Moreover, as men-
tioned in Chapter 3, the results presented in this work are conditional upon the occurrence
of fires within specific time frames, meaning that the evaluation of the effectiveness of the
fuel treatment plans assumes that new wildfires occur while treatments are highly effective.
This may not be the case in practice, where the temporal dimension (when to apply the
treatment) is crucial to implement effective plans. Some extensions to this work would in-
volve solving a multi-stage version integrating the current framework with forest growth and
the inclusion of an explicit multi-criteria optimization model including the generated utility
functions as the main objectives, analyzing the trade-off of multiple feasible plans via useful
techniques such as Pareto frontiers. In addition, we can incorporate wildfire severity and
frequency prediction model into the framework, developing an end-to-end solution for the
decision-makers. Another future direction can involve using future projected layer values
(e.g., population) as model inputs to consider solutions that include projected changes in
different demographic and environmental factors of interest.
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Chapter 5

Wildfire suppression: A coordinated
multi-agent approach

5.1 Introduction
In the previous Chapters, we have focused our data-driven models on medium/long-term
problems such as landscape management and fuel treatment. In this Chapter, we exploit the
characteristics and performance of the simulation model presented in Chapter 1 to explore
its usage as a suitable environment to study operational wildfire decision-making problems.
In particular, we focus on the operational problem where fire suppression teams are deployed
after detecting an ignition and collaborative strategies are critical to contain the fire as fast
as possible. Following the developments of Chapters 1 and 2, we adjust Cell2Fire to create
a training environment for implementing agent-based fire suppression planning algorithms,
taking advantage of the simulator speed and accuracy. However, the complexity of the
wildfire phenomenon, coordination of different actors, and the interaction of several sources
of uncertainty (e.g., ignition probabilities, weather forecast) make this problem a difficult
challenge to solve with traditional modeling techniques (e.g., dynamic programming).

Deep reinforcement learning (DRL) algorithms have shown remarkable results [203], hav-
ing solved a wide range of challenging and complex sequential decision making problems in
industrial applications [105], robotics [202] or video games [344]. Extensions to natural multi-
agent (MA) environments such as the coordination of autonomous vehicles [74], multi-robot
control [216], network packet delivery [366] or testing environments like predator-prey, covert
communication, and physical deception [212] have been developed during the last years. De-
spite these successful implementations, multi-agent (deep) reinforcement learning (MADRL)
is an active research field: traditional algorithms and techniques developed for single-agent
environments are not directly applicable, obtaining poor performance on these problems.

Although DRL algorithms have erupted in several fields and practical problems, their
applications in fire management problems have not been deeply studied. Several efforts have
been done to integrate fire-management decision support systems (DSS) with real/simulated
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data via MIP models [356, 357, 358]. However, this approach has strong limitations: lack of
flexibility and generalization (strong assumptions), intractability when adding uncertainties,
and a fire-expert dependent performance. Also, the lack of well-structured links between fire
simulators and planning modules remains a challenge. Despite the explosion of learning algo-
rithms in the last years, scarce applications can be found in the fire-management literature.
In [35] and [279], interactive approaches are used, updating the parameters of a system for
planning the first attack once a fire is detected. However, expert dependent tuning is critical
for good performance. Regarding the application of RL algorithms, a conceptual framework
with applications in forest management can be found in [52], not including fire risk. The only
mention of RL algorithms in the context of wildfire suppression can be found in [362] where
only a theoretical framework is discussed, not providing any implementation/experiments.

In the context of multi-agents algorithms, cooperative environments have been extensively
covered by different strategies and algorithms (Q-learning, Policy Gradient, Actor-Critic, see
[254]) including centralized methods where multiple agents are modeled as one agent with
a larger (joint) action space. Despite obtaining good results in environments with a limited
number of agents, they easily become intractable with respect to their number, not being
suitable for more complex environments. Therefore, centralized versions of classic DRL
algorithms become non-tractable since the joint action space grows exponentially with the
number of agents. This motivates the application of decentralized algorithms where agents
take actions based on their local action-observation trajectories. However, coordination and
credit assignment [81] problems arise in this setting leading to poor results in tasks requiring
the coordinated participation of agents to reach a common global objective. Moreover, the
environment becomes non-stationary for individual agents since new states are not only
explained by variations of their own policy. In other words, agents are not able to quantify
their unique impact on the objective function due to the perturbations of the environment,
leading to poor performance.

Centralized training and decentralized execution methods where actors and critics are
conditioned on local/partial observations were proposed in [147]. In this study, the contri-
bution of individual agents to the global reward is achieved by introducing specific reward
functions, triggering an effective collaboration strategy. Despite difficulties in addressing the
credit assignment problem via reward functions, this work is one of the starting points for
the centralized/decentralized approach. In [212], a deep deterministic MA Policy Gradient
algorithm implementing centralized critics during training (one per agent) and decentral-
ized execution of the actors is developed. Collaborative and competitive environments with
continuous action spaces are tested, finding complex and efficient coordination strategies.
Our approach to addressing the wildfire suppression environment is mainly inspired by [123]
where a multi-agent StarCraft micromanagement environment is studied. The authors pro-
pose a centralized learning and decentralized execution approach, training a unique critic
used for estimating counterfactual advantage functions in an attempt to solve the credit
assignment problem [81] and estimating the individual contribution of each agent to the
reward function. Using recurrent neural networks for the agents and feed-forward networks
for the critics, authors obtain competitive results compared with state-of-the-art algorithms.
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Therefore, we focus our research on a centralized training and decentralized execution
approach [124, 169, 188], where agents have access to the true state of the system during
training, using this information to boost their performance during the execution phase.

The main contribution of this research is the development of one of the first DSS for
fire suppression planning using MADRL techniques. A novel training environment is built
on the top of a state-of-the-art fire growth simulator [251], feeding agents with realistic
simulated data/trajectories. The system seeks to find policies that select which areas should
be harvested/treated (acting as firewalls) inside heterogeneous landscapes under fire risk
in order to minimize the fire propagation damage once the fire starts. We propose a local
reward extension to a state-of-the-art MADRL actor-critic algorithm [123], with the aim of
finding efficient collaboration dynamics for subsets of agents with a common reward function.
This approach is inspired by our environment, where subgroups of agents – usually within
a certain spatial region – collaborate and split the tasks to contain the fire. Experiments
in real Canadian forests and challenging collaborative instances show the potential of the
system.

The rest of this Chapter is organized as follows. Section 5.2 introduces the theoretical
background of single and multi-agent DRL algorithms. Section 3 presents the environment,
the extensions applied to a state-of-the-art MADRL algorithm for solving our environment,
the architecture used to model the agents, and describes the set of experiments. Numerical
results for all experiments and relevant insights obtained are discussed in Section 4. A series
of conclusions and potential future extensions are discussed in Section 5.

5.2 Theoretical Background: Deep Reinforcement
Learning (DRL)

Reinforcement learning (RL) is an area of machine learning closely related to decision-making
models [324]. Founded on the top of dynamic programming and Markov decision processes
(MDP), reinforcement learning studies the impact of sequential actions taken over a time
horizon T by intelligent agents inside an environment with the goal of maximizing an ob-
jective function, normally representing a cumulative reward over T . An environment is
characterized by a set of rules/laws governing the evolution of the system through differ-
ent states st ∈ S as the agent interacts with it through a set of multiple actions at ∈ A.
After an agent observes the current state of the system s0, it executes an action a1. This
action impacts the environment, leading it to a new state s1 following a transition func-
tion P(s1, s0, a1). In its simplest form, the transitions between states follow the Markovian
property (i.e., depends only on the current state and action) as in an MDP and the agent
can directly observe the real state of the system before performing its action. After the
transition, the agent observes a reward R1. This state-action-reward sequence is repeated
until the end of the time horizon T , calculating the cumulative reward. RL algorithms ex-
ploit these state-action-reward trajectories in different ways to develop robust and effective
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policies πθ(s, a), given some parameters θ, to maximize the reward obtained by the agent in
the long-term. Depending on the approach, different functions are used to approximate the
expected long-term reward of the agent. The most commons are the state-value Vπ(s) and
the action-value Qπθ(s, a) functions. The state-value function Vπθ(s) = E[R|s, πθ] represents
the expected reward obtained when policy π is used in state s, obtaining its optimal value
V ∗(s) = maxπ V

π(s) across all potential policies. Alternatively, the action-value function
Qπθ(s, a) = E[R|s, a, πθ] is the expected reward obtained after performing action a in state s
given a policy πθ. Monte Carlo, temporal difference methods, Q-learning, and other methods
like SARSA [324] aim to approximate these functions to find the policy (or set of policies)
that optimize the long-return values, i.e., maximize the performance of the agent in the
environment. Several algorithms have been developed since the formalization of RL. For a
comprehensive review of RL algorithms and methods, please see [324].

DRL extends RL by using a deep neural network model to process the environment
outputs (states) and mapping them to rewards and/or actions, not needing to explicitly
design the state space. Thanks to this property, originally intractable problems due to the
number of potential states can be addressed by reducing the state space using an approxi-
mated function provided by the neural network. One of the most known examples of DRL is
the work on learning ATARI games developed by DeepMind [344], where agents trained by
just passing screenshots (states) of the different games into deep neural networks can reach
beyond-human performance in several games, without explicitly introducing any previous
knowledge of the mechanics of the games to the agent. Given the high number of potential
states (fire evolution, the position of the agents, weather conditions, etc.) and the possibil-
ity of modeling our wildfire suppression environment as a game where agents are rewarded
when a fire is suppressed, a DRL based approach emerges as a reasonable way to address
our environment.

5.3 A Wildfire Suppression Environment
We consider a multi-agent framework in a fully cooperative world, known as a Markov game
[204, 254]. This is defined for a set of n ∈ N agents interacting in an environment by
performing a set of sequential actions ant ∈ An for each time-step t ∈ T of the planning
horizon, given a set of observations On and available actions An per agent. The true state
of the environment is described by s ∈ S.

Each agent selects an action ant at time-step t by following a stochastic policy πθn :
An ×On → [0, 1]. A joint action vector at = (a1

t , ..., a
n
t ) ∈ A = A1 × ...× An is given to the

environment defining a state transition function P(st+1|st,at) : S×A×S → [0, 1] describing
the dynamics of the system. The initial states of the system are determined by a distribution
ρ : S → [0, 1]. Each agent n obtains a reward signal as a function of the state and the join
action rn : S×A→ R. This reward can be identical for all agents (i.e., a global reward rglobal :
S×A→ R) or local to model different agents in the environment. Agents seek to maximize
the discounted expected return Rn =

∑T
t=0 γ

trtn with γ ∈ (0, 1] a discount factor. Global
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value and action-value functions are induced by the joint action vector a ∈ A, calculating
the expectations of Rt as V (st)

π = Est+1:T ,at:T [Rt|st] and Qπ(st,at) = Est+1:T ,at+1:T
[Rt|st,at].

Figure 5.1: (a) Agents represented as yellow squares can harvest cells (dark green) to contain
the fire growth evolution (brown). (b) The true state of the system is represented using a
series of matrices and arrays potentially including the current fire progress, topographic
and weather information, the position of the agents, and the number of actions required to
transform a cell into a fuel break. (c) Agents can move horizontally/vertically or perform an
action (stay, harvest the cell to obtain a fuel break).

Following the network formulation presented in the previous Chapters, a landscape is
mapped into a grid composed of cells with an identical area where the size depends on the
desired spatial resolution and data available. Each cell represents a homogeneous portion
of the landscape and has two information layers: topographic and land cover. These layers
define each unit, modeling them as individual objects that can interact in the landscape.
We simulate fire growth with Cell2Fire by tracking the state of all cells as the fire progresses
through discrete time steps t ∈ T , allowing us to retrieve that information from the en-
vironment. Using the structure of the open-source package OpenAI Gym [66], we develop
a realistic fire suppression environment. The main objective of the environment is: given
a detected ignition point within the region of interest, the decision maker needs to deploy
N fire suppression teams with – potentially – different abilities which can take actions to
modify/perturb the fuel type structure of a landscape at a cellular level to contain the fire
growth dynamic as fast as possible.

A state is composed of (i) the expected fire progress, (ii) the number of actions needed to
harvest a cell, (iii) topographic information, (iv) the agents’ positions, and (v) the weather
forecast. Agents can prioritize which cells to harvest based on how critical is the fire progress
in that direction, as well as avoiding being caught by the flames. Given this information,
agents could plan in advance using weather forecast data, estimating the fire growth evolu-
tion between time-steps, similar to when firefighters define their on-field strategies based on
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these projections (see Figure 5.1). Agents can perform six different actions: four directional
movements, harvest/treat a cell to act as a fuel break, and wait/rest. In this first implemen-
tation, all agents have identical abilities. They are penalized by a proportional factor to the
fire progress motivating the agents to contain it as fast as possible, the number of burned
cells by the end of the episode (-1), and being caught by fire (-100). Available cells are
rewarded (+2) at the end of each episode (i.e., when no more actions are available, a team is
caught by the fire or t = T ). The environment can be naturally extended modifying certain
aspects of the teams like traveling/action speed or abilities, allowing to model alternative
resources such as helicopters/planes, among other possibilities.

5.4 Algorithms implemented

Deep Q-Networks (DQN)

For MDPs, Q-learning refers to a set of algorithms that aims at learning the expected long-
term reward of an action in a state, i.e. Qπ(st, at) = Est+1:T ,at+1:T

[Rt|st, at], so that an action is
greedily selected to maximize the long term reward πθ(st) = arg maxa∈A{Qπ(st, at)}. Initial
versions of such algorithms rely on building Q-tables, simple data structures containing all
observed values that are updated by looping over pairs of state and action. A simple Q-
learning algorithm for a single agent is to update the estimate Qπ(s, a) with the update rule
provided by [355]:

Q(s, a)← Q(s, a) + γ(r −Q(s′, a)) (5.1)

where r is the reward observed by the agent when choosing action a in state s and s′

is the state observed after choosing the action. This well-understood algorithm is rather
effective. However, it does not scale well to large state spaces such as images because the
size of the table grows linearly with the number of states. To overcome this challenge, [344]
develops a deep Q-learning algorithm for single agent MDPs. In this work, the Q-table is
replaced with a deep neural network that takes as input a vector representation of the state
and outputs the estimate of the expected long-term reward of each action.

DQN estimates the expected long-term reward Qπ(st, at) = Est+1:T ,at+1:T
[Rt|st, at] of

each action. Optimizing the loss function Li(θi) = Es,a∼%(.)[(yi − Q(s, a; θi))
2] with yi =

Es′∼P (.|s,a)[r + maxa∈A{Q(s′, a; θi}], and r the reward when choosing action a in state s, s′
the next state, an action is ε-greedily selected to maximize the expected long term reward
obtaining a policy πθ(st) = arg maxa∈A{Qπ(st, at)} with θ the latent parameters of the neural
network.

With deep Q-learning, instead of learning |S| × |A| values, only |θ| latent parameters
have to be learned. The input grows with the size of the vector representation of the state
and not with the number of states. This technique made Q-learning tractable for image
representation of states, for which it was intractable to learn Q-tables. When considering a
multi-agent system, the size of the joint action space grows exponentially with the number of
agents. Learning the Q-values associated with a state and a joint action vector is referred to
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as a centralized approach. Such an approach sees its complexity increases exponentially with
the number of agents for learning both the Q-tables and Q-network as the size of the output
layer of the Q-network is equal to the size of the joint action space. This approach reduces
to the traditional Q-learning algorithms that are proven to be efficient and will yield good
policies in practice. However, their scalability is limited as they become intractable when the
number of agents gets too large. To reduce the complexity of this algorithm, there have been
many attempts to decentralizing Q-learning. One of those attempts is known as independent
Q-learning, where each agent has its own Q-network. The idea is to let each agent have its
own Q-network or Q-table to learn the Q values of the best joint actions and find a policy
that selects the best of them. In [327], the authors show the gap in performance between
centralized and independent Q-learning techniques and explore how shared information and
mean of communication significantly improve the results.

The authors in [197] propose a distributed Q-learning algorithm to learn Q-tables in
the context of fully cooperative deterministic Markov games. They restrict the reward to
be non negative r : S × A1 × · · · × An → R+. Their approach is optimistic: each agent
assumes that every other agent will behave optimally with respect to its own action. By
allowing the estimate q(j) value of agent j only to increase, they show that it converges to
q(j)(s, a) = maxaQ(s,a). In this setting, each agent policy is deterministic and updated
as follows: if the estimate Q-value for this state and action does not increase, the policy
remains unchanged. If the estimate Q-value q(j)(s, a) increased, then the policy is updated
so that π(j)(s) = a:

π
(j)
0 (s) ∈ A arbitrarily

π
(j)
t (s) =


π

(j)
t (s) if s6= st or

maxa q
(j)
t (a, s) = maxa q

(j)
t+1(a, s)

a(j)
t otherwise

Moreover, the authors show that this algorithm converges to Qt(s, π
(1)
t (s), . . . , π

(n)
t (s)) =

max
a∈A

Qt(s,a). However, this technique could not be directly adapted to stochastic Markov
games as its convergence is not guaranteed under such a setting.

Hysteretic Q-Learning (HQL)

The work of [217] extends the previous algorithm to stochastic settings by applying a different
learning rate for an increase or decrease of the estimate Q value. Similar to the deep Q-
learning method, their algorithm updates the Q-values with a gradient descent step, however,
the loss depends on the sign of r+γmaxa′∈AQ(s′, a′)−Q(s, a) where r is the observed reward
when action a is taken in state s, all other action being chosen with respect to the agent’s
current policy, and s′ the state observed after taking the action [197, 217]. Though they have
no theoretical results, they show impressive experimental results on a hunter-prey problem.
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Policy Gradient (PG)/Actor-Critic (AC)

The main idea behind Policy gradient methods consists of adjusting the parameters of the
policy θ by directly take the gradient of the objective function J(θ) = Eτ∼πθ(τ)[r(τ)] and
taking steps in its direction∇θJ(θ). Several algorithms have been developed, mainly differing
in the way they estimate the Q-function. One of the major drawbacks of PG methods is
that they suffer from high variance gradient estimates, even worse in MA environments
since other agents’ actions are not considered when optimizing individual policies. Different
ways to reduce the variance have been documented [146] such as including a state/action
dependent baseline (actor-critic), and reward-to-go, exploiting the causality of the system
by noting that changes in the policy cannot affect past rewards, where we use the sum of
rewards as a sample estimate of the Q function:

T∑
t′=t

r(stt′ , att′ ) ≈
T∑
t=1

r(st, at) (5.2)

.
In an actor-critic (AC) approach, an advantage function A(s, a) is calculated by subtract-

ing a baseline to the estimated Q-function. A critic network estimates the sum of rewards-to-
go and is updated by performing a regression on target values, e.g., yt = r(st, at)+γV π(st+1)
from a target network with parameters copied periodically from the critic’s network. Differ-
ent approximations of the true state V π(s) or action-value function Qπ(s, a) lead to variations
of AC methods [324].

Difference Reward

Difference rewards methods were introduced in [365] to solve the credit assignment problem
[81]. This problem appears when a global reward function is optimized in a collaborative
setting and the quantification and evaluation of the contribution of each agent in the main
objective are not clear since no individual signals are gathered by the agents. These methods
aim to deal with failing strategies where agents are not aware of the global objective, prior-
itizing their own benefit instead of collaborating. Agents observe a shaped reward function
Dn, the difference between the joint and global rewards when replacing the agent’s action
an by a default action cn. Any action an that improves the value of Dn also improves the
global reward function.

Dn = r(s,a)− r(s, (a−n, an)) (5.3)

Despite its simple but powerful formulation, the method has two main limitations: (1)
depending on the environment, it is not always clear how to select/define the default action
and its meaning, and (2) it requires to significantly increase the amount of simulation time
since a separate simulation is required for each agent’s difference reward calculation.
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Counterfactual Multi-Agent Policy Gradients (COMA)

A collaborative AC multi-agent algorithm based on a counterfactual advantage function
[123] estimated by a centralized critic for each agent n ∈ N including the true state st of
the system and the previous and current joint action vectors. It compares the Q-value for
the current action an with respect to a counterfactual baseline where an is marginalized and
other agents’ actions a−n are fixed.

An(s,a) = Q(s,a)−
∑
a′n

πn(a
′

n|τn)Q(s, (a−n, a
′

n)) (5.4)

The importance of this advantage function lies in the fact that it is an efficient alternative
to the difference reward approach when dealing with the credit assignment problem: it does
not require to perform new simulators or determine the “default” action. This approach
allows to calculate all the terms in one forward pass of the critic and generating an output
of size |A| instead of |A|n (see Figure 5.2), capturing the impact of each agent’s decision in
the global reward function. To understand this, we note that in a traditional centralized
method, the number of output nodes from the network would be |A|n (all agents with
identical action space A for simplicity). Thus, the size of the joint action space becomes
intractable with respect to the number of agents. With COMA, the actions of the other
agents are used as inputs, generating the Q-value for each action of the processed agent.
Therefore, the advantage function is efficiently calculated by a forward pass of the actor and
critic, generating an output of size |A| instead of |A|n, i.e., that scales linearly in the number
of agents/actions.

Figure 5.2: a) COMA Policy Gradient structure. A central critic computes the advantage
function, used as an input for updating the actors’ policies. b) Proposed Sub-Groups COMA
structure. Thick (red) lines and highlighted text indicate changes in the information passed
to the agents and the critic.
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5.5 A local reward extension of COMA: SubG-COMA
In this Section, we propose an extension of the discussed COMA algorithm [123] following
a centralized training and decentralized execution actor-critic method with a counterfactual
advantage function. We apply the concept of local rewards and local Q-functions for each
sub-group of agents g ∈ G in the context of MARL Local rewards have been studied in the
context of multi-agent reinforcement learning [36], however, they have been implemented as
individual signals for each agent inside the environment and tested in simpler environments
using different RL algorithms.

In our setting, each agent n belongs to a unique sub-group g, ag is the vector of actions
taken by the agents in g, rg(s,ag) the local-reward obtained by sub-group g when taking
actions ag on state s, and Qg(s,ag) the sub-group action-state function (Figure 5.2). Follow-
ing the main structure of the original algorithm, we estimate the Q-function values for each
sub-group g ∈ G by including the groups’ IDs (g) as part of the inputs of the network and
keeping track of the different reward functions when estimating the target values. This way,
a central critic calculates the new advantage function for an agent n part of the sub-group
g as:

An(s,ag) = Qg(s,ag)−
∑
a′n

πn(a
′

n|τn)Qg(s, (a
−n
g , a

′

n)) (5.5)

Also, we allow agents from the same sub-groups to share their observations On, n ∈ g,
increasing the collaboration degree within the same groups. Despite its implementation sim-
plicity, this extension has a strong potential for complex environments because (1) it allows
the use of different – even individual – reward function among the agents of the environment,
potentially exploiting more complex collaborative behaviors while adding flexibility to the
researcher when designing/testing reward functions in the environment, (2) it potentially
reduces the noise when estimating the individual contribution of the agent via the advantage
function, and (3) improves the collaboration performance concerning the number of agents.

Our extension is mainly inspired by the real-life operational sub-teams approach used
when containing wildfires. Agents (firefighters) perform a specific collaboration with certain
teams more than the others, working together in determining zones of the landscape with
specific sub-objectives to reach the global goal (e.g., contain the fire in one direction to
redirect it to a natural barrier or a zone being protected by other agents). This can be
modeled as a set of teams obtaining a common sub-reward function that collaborates with
the global reward obtained from the environment. In this case, advantage functions are
calculated for the group, not the full reward function, potentially obtaining better estimations
of the individual agent’s contribution since we avoid calculations using the noisy global
reward, both characteristics that make it difficult to assign individual credit in the original
formulation.
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Training Architecture

Following the structure of the original COMA algorithm [123], actors are represented by
gated recurrent units (GRUs) [84] using fully connected layers for processing the inputs and
outputs from the hidden state. During our experiments, we obtained similar results using
feed-forward networks with three ReLu activated fully-dense layers. A similar structure is
used for the centralized critic, obtaining the best results with 5 fully-connected layers of 64
units with ReLu activation. The optimal learning rate (0.0005), discount factor γ (0.99),
and batch size (64) are found via derivative-free optimization methods [94, 95] using an
out-of-the-box package in Python (NLOPT) similar to our approach in Chapter 2.

5.6 Experiments
Two experimental sets are used to assess the performance of the algorithms (Figure 5.3). The
first set consists of real Canadian landscapes where fires on homogeneous (i.e., with identical
or similar fuel-types) and heterogeneous (i.e., multiple fuel types and non-flammable cells)
forests of different sizes are simulated. Homogeneous forests of 9, 400, and 1600 ha. are
extracted from the Alberta province data presented in the previous Chapters, focusing on
those sections with large connected areas of flammable land-cover. For the heterogeneous
experiments, we use the 400 ha and 1600 ha landscape patches extracted from the Dogrib
instance in Chapter 1. The second set contains five generated landscapes to assess the
performance of the algorithms in specific coordination tasks. Weather conditions and ignition
probabilities are based on the Dogrib publicly available forest dataset1.

We consider several scenarios varying the number of teams n ∈ {1, ..., 5}, forest char-
acteristics, and including uncertainty sources reflected in randomized ignition probabilities
and multiple weather scenarios per simulation. We test the algorithms when agents have
access to the full state of the system and a partial observation of the landscape, impos-
ing a restricted field of view (one kilometer - 10 cells radius). In the latter case, agents
will only access information regarding the fire evolution and other agents in their vicinity.
Policy gradient/Actor-Critic, Double Deep Q-Networks (DDQN), and Hysteretic Q-learning
algorithms are implemented in their centralized and decentralized versions, comparing their
performance with COMA [123] and SubG-COMA. We compare the average return of all
the implemented methods, as well as the average number of burned cells by the end of an
episode. Models are trained for 100,000 episodes, averaging metrics every 100 episodes.

1http://www.firegrowthmodel.ca/prometheus/software_e.php
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Figure 5.3: (a) Heterogeneous Canadian instances characterized by different flammable land-
covers. (b) Specific collaborative tasks are tested in generated instances using non-flammable
cells (grey). Given the structure of the landscape, agents require to develop complex collab-
oration strategies to minimize the expected area burned.

5.7 Results & Discussion

Homogeneous landscapes

Initially, we perform a series of experiments with a unique agent in the 3× 3 homogeneous
forest. As expected, average returns are similar across all algorithms – no coordination
between agents is needed – and we obtain a trained agent that can contain the fire by
trapping it inside a harvested zone. We experiment and modify the reward function, testing
different penalties associated with the death of the agents. As can be seen in Figure 5.4,
modifying the penalties lead to more/less cautious behaviors, giving us an important insight
into the environment and learning process of our agents. In (a), all cells surrounding the
ignition point are harvested to maximize the reward function while in (b) the penalty is
increased, so the agent tends to avoid the section of the forest facing the main wind direction
(East), minimizing the probability of being caught by the fire. Following this experiment,
we test the instance increasing the number of agents up to 5 teams. All methods obtain
similar performance, however, agents tend to require more time to contain the fire when no
centralized training is performed, due to the lack of collaboration strategies. Moreover, as
shown in Figure 5.4 (c), we observe how the variance of the returns is significantly increased
concerning the number of agents when using a decentralized actor-critic algorithm – similar
results are achieved with other decentralized methods – confirming our expectations.

All algorithms obtain similar performance in the 9 and 400 ha. instances, however,
agents tend to require more time (+50%) to contain the fire when no centralized training is
performed due to the lack of collaboration strategies. In addition, returns variance is sig-
nificantly increased (+20%) with respect to the number of agents when using decentralized
methods and are easily outperformed by centralized ones when dealing with larger homo-
geneous forests (e.g., 40 × 40, Figure 5.5-(a)) where coordination is critical. Centralized
methods tend to dominate in terms of average return (30% less of average area burned) but
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Figure 5.4: (a) A non-Cautious agent solution is able to keep the fire controlled in the ignition
point. (b) The cautious agent solution avoids the eastern side of the land to minimize the
risk of getting caught by the fire. (c) Average return comparison when solving the 3 × 3
instance with a different number of agents N , using a decentralized actor-critic method.

tend to be noisy. On average, COMA and SubG-COMA converge faster (requiring one-third
of iterations) and are stable. Moreover, SubG-COMA achieves a similar performance even
when we vary the number and composition of the subgroups. Q-Learning methods such as
DDQN and HQL did not reach good performance and were dominated by the rest of the
algorithms, thus, they are omitted from the rest of the experiments.

Similar results are obtained by varying the size of the homogeneous forest: centralized
methods outperform decentralized methods but training time is significantly higher in com-
parison to COMA and SubG-COMA methods. Moreover, average returns are similar or even
worse than the ones obtained with these algorithms. In addition, COMA and SubG-COMA
present similar performance for a different number of groups |G|, mainly due to the fact that
homogeneous instances do not require complex collaborative strategies between agents. No
significant variations are observed when limiting the agents to partial observations instead
of the true state of the environment.

Heterogeneous landscapes

On the heterogeneous case, we initially test the performance of a single agent in this new
setting obtaining great performance with Actor-Critic based methods. In particular, COMA
implementations were able to learn high-quality policies faster and with less variance than
other algorithms (Figure 5.5-(a)). When increasing the number of agents, The performance
of decentralized algorithms is worse than in the homogeneous case since the fire dynamic
is affected by the forest structure and coordination becomes crucial to contain the fire in
heterogeneous landscapes. Centralized algorithms are still competitive but they become
intractable after increasing the number of agents beyond 5. Therefore, we focus our analysis
on COMA and SubG-COMA methods.
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Both COMA and SubG-COMA are able to learn high-quality policies faster and with less
variance than other algorithms as we increase the number of agents (Figure 5.5-(b)). From
the results, we observe that COMA agents tend to over-harvest the forest in comparison to
SubG-COMA as the number of agents is increased. The explanation behind this pattern is
that COMA agents receive a noisy approximation of their contribution to the global reward,
not capturing their real impact. Thus, they perform sub-optimal actions. For example, we
observe the agents trained by SubG-COMA and COMA on the 400 ha. instance (Figure
5.5-(c)) where agents 1 and 2 are located at the bottom-center of the landscape and agent
3 is placed on the north-eastern side at the beginning of the episode. SubG-COMA agents
(left (C)) find an efficient collaborative strategy, using |G| = 2 by creating a sub-group with
agents 1 and 2. This happens because the third agent observes a different reward function,
allowing it to understand that harvesting cells on the northeast side is not useful to contain
the fire.

Figure 5.5: Results samples. (a) Homogeneous instance training comparison (n = 5, 1600
cells). (b) COMA and SubG-COMA performance comparison in a heterogeneous landscape
(n = 5). (c,d) Visualization of SubG-COMA and COMA policies. Agents are highlighted
by black circles, harvested cells in dark green, and fire in brown.

We also observe this pattern with a different number of agents trained with COMA. In-
creasing the number of agents leads to larger over-harvested portions of the landscape. From
the experiments, we notice that SubG-COMA’s sub-groups should be carefully selected in
order to exploit the characteristics/abilities of the teams. Also, understanding the likelihood
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of needing a significant amount of collaboration during an episode is crucial for establishing
efficient sub-grouping schemes to be exploited by the algorithm. With this in mind, exten-
sive future research should be developed in this direction to identify if the collaboration of
certain agents is critical for improving the global reward (or not) during execution instead
of fixing the composition of the sub-groups before solving the environment. As in the ho-
mogeneous experiments, no significant variations are observed when limiting the agents to
partial observations of the true state of the environment.

Coordination challenges

This set of instances allows us to compare and understand the potential impact of including
local rewards as part of the multi-agent formulation to find effective cooperation strategies.
Comparing the performance of our extension and COMA (Figures 5.5-(d) and 5.6), we
see how agents following SubG-COMA are able to find subtle but more efficient/complex
collaborative strategies. On the left side plots, SubG-COMA agents discover that harvesting
next to the fire is enough to protect the land beyond the non-flammable section (gray cells)
while COMA agents continue to harvest cells in non-risky places. We clearly observe this on
the isolated agent located in the instance including an inaccessible flammable area (island
instance) where the optimal action is to wait since it cannot help to contain the fire, however,
the agent tends to harvest cells due to a failed credit assignment when training the agents
while a more effective policy is achieved by using |G| = 2 SubG-COMA, coupling the two
agents located in the mainland.

Similar results are obtained in the rest of the coordination challenges (Figure 5.7), high-
lighting the more effective strategies collaboration strategies obtained with SubG-COMA.

Figure 5.6: Differences between the SubG-COMA and COMA implementations when co-
ordinating agents. Thanks to the local reward function, SubG-COMA agents are able to
extract information regarding their contribution to the global reward with less noise, ex-
ploiting actions that are useful for the main objective. COMA, on the other side, is able to
reach high-quality solutions but agents tend to over-harvest the landscape.
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5.8 Conclusions
In this Chapter, we explored operational data-driven decision-making problems in the context
of wildfire management. We focused our attention on the real-time wildfire suppression
problem, where a series of agents (e.g., firefighters) are deployed to the field to control and
stop the fire(s) once an ignition or fire source has been detected. Contrary to the previous
Chapters, the explicit sequential and temporal dimension of the problem is translated into
a complex and difficult to solve model, being intractable for traditional optimization and
mathematical programming models. Moreover, the coordination of multiple agents becomes
fundamental to obtain effective suppression policies.

To address this challenging problem, we explore RL and DRL algorithms, suitable for
complex large-scale sequential decision-making problems. After adapting our simulation
model to seamlessly interact with periodic decision-making steps, we tested state-of-the-art
MADRL algorithms in a novel fire suppression environment. An extension of a central-
ized training and decentralized execution AC algorithm (COMA) with local rewards and
Q-functions for sub-groups was implemented (SubG-COMA). We modify the reward and
advantage functions of the original algorithm to provide each agent with critical informa-
tion about the other teams/agents in the field, outperforming traditional algorithms in a
cooperative setting.

Agents trained with this algorithm were able to find more complex (and efficient) collabo-
rative strategies, minimizing the expected damage due to wildfires in a series of experimental
landscapes. From the results, we observe that to obtain the best performance of the pro-
posed SubG-COMA extension, sub-groups should be carefully selected to exploit complex
interactions within teams, matching agents with significant collaboration.

Future work could be focused on a natural extension to multiple agents with different
characteristics such as the effect of the actions/movement speed to simulate an even more
realistic system, representing real situations faced by fire managers. Deeper experimentation
of the proposed method could be performed to decrease the high variance as well as im-
proving the generalization of the trained agents to multiple forest classes, via meta-learning
techniques. Additionally, experiments using the proposed algorithm in other traditional (e.g.
predator-prey) and challenging multi-agent environments such as the StarCraft microman-
agement game would be performed in order to compare its performance with state-of-the-art
algorithms in alternative environments.

In the context of wildfire management, our results represent a novel DRL application on
fire suppression planning with the potential of multiple extensions and real-life applications.
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Figure 5.7: Coordination challenge instances set. Artificially generated instances are used
to test the effectiveness of traditional multi-agent DRL algorithms and the proposed SubG-
COMA algorithm when the collaboration of the agents plays a crucial role to effectively solve
the environment, i.e., minimize the expected losses due to wildfire.



125

Chapter 6

Landscape planning and wildfire risk:
opening the deep learning black box.

6.1 Introduction
In this Chapter, we focus on analyzing and quantifying the influence of landscape topol-
ogy, understood as the spatial structure and interaction of multiple land-covers in an area
of study, on fire ignition. We propose a comprehensive deep learning framework to esti-
mate and predict the wildfire ignition risk of different areas. We focus on understanding the
impact of these topological attributes and the rationale behind these results to provide in-
terpretable knowledge for territorial planning considering wildfire ignition uncertainty. This
study reveals the strong potential of landscape topology in wildfire occurrence prediction
and its potential implications for the development of robust landscape management plans
and similar applications using deep learning models.

Accounting for a warmer future, landscape planning could be one of the most effective
ways for local adaptation to increased fire activity [61, 233]. The wildfire regime depends
on and interacts with the spatial and temporal patterns of the landscapes [221]. Landscape
attributes quantified by the land-cover structure, composition, heterogeneity, spatial dis-
tribution, and interactions between its components could influence fire activity, potentially
perturbing multiple processes such as fire ignition, frequency, spread, the energy released,
and severity in fire-prone ecosystems [132, 231, 232, 234, 346]. Given climate change scenar-
ios, human coexistence with wildfires will necessitate informed decision-making to minimize
fire risk [61, 72, 174, 233, 237]. Moreover, historical fire occurrence is an empirical mani-
festation of the local spatial interaction between fire and fire-prone ecosystems. Therefore,
understanding these phenomena could help produce an informed fire risk evaluation and
evidence-based effective territorial planning [31, 132, 226].

The analysis of spatial patterns at large scales has evolved with geographic information
systems, remote sensing, and computational science capabilities [148]. This co-evolution al-
lows multidisciplinary thinking to integrates into one framework a large amount of data from
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different sources and high computational consuming analysis to solve old problems/hypotheses
with new techniques [98]. In this line, deep learning (DL) models have started a revolution
in multiple areas, with a significant contribution in intensive computer vision tasks such as
large-scale geographic data processing and inference. DL methods are a part of machine
learning techniques, a subset of the methods used in artificial intelligence (AI). DL provides
a set of techniques whose mechanism is inspired by the structure of neural networks in the
human brain [199] and is mathematically modeled with multiple layers of neurons. Each
layer builds new variables from the previous features, which are especially useful when an-
alyzing unstructured data, such as audio or image signals. The ability of DL to develop
models at different levels of abstraction has allowed the construction of complex systems
such as automatic voice recognition or object identification in images, with a performance
similar to that achieved by animals and humans [199]. Interest in DL methods has grown
recently owing to their remarkable success in various domains. Specifically, this interest is
because of technical aspects and their effective application to problems that have not been
efficiently addressed. The availability of large volumes of training data, affordable computing
power, and the development of new algorithms to automatically adjust crucial parameters of
the models [48] has led to the rebirth of these techniques since their early emergence in the
1980s. Their successful application in image recognition [371], speech recognition [199], text
analytics [172], and self-driving cars [160], among several others, has increased the popularity
of these systems.

Convolutional neural network (CNN) models have become the state-of-the-art DL models
in computer vision for image analysis since their introduction in [200] and are used by
researchers in many fields with remarkable success [206]. CNN-based models exploit and
extract implicit information from complex spatial patterns, given their contextual-based
exploration, by applying a series of filters within spatial windows. A CNN can discover
crucial features by capturing multiple levels of representations from spatial data that cannot
be easily detected by alternative models. Moreover, CNN models are insensitive to changes
in orientation, making them particularly robust for analyzing and extracting topological
features from raster data [369], understood as the spatial structure and interaction between
several components of an image (e.g., the position and proportion of different pixels).

DL can be a crucial tool for numerous ecological applications owing to the complexity of
ecological data and the ever-growing size of ecological datasets [86]. Recently, DL techniques
have been applied in the field of ecology. Specifically, species identification [244], animal
behavior classification, and biodiversity estimation for large datasets such as camera trap
images [288, 289], audio recordings, and videos [311] are some examples. In the wildfire
applications context, DL models trained for fire detection [316] and wildfire spread prediction
[161] are some examples found in the literature [165]. However, to the best of our knowledge,
only a few studies and applications of DL have been reported for understanding the effect
of landscape patterns on fire activity [148], being the closest application the one presented
in [368] for fire susceptibility mapping. Landscape metrics, such as proximity, connectivity,
adjacency, or composition index among others, that are typically used in landscape ecology as
a measure of structural characterization do not change significantly over time [148]. These
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metrics are widely used with the assumption that spatial patterns can explain ecological
processes and functions in a landscape. However, summarizing the spatial patterns with one
or a few metrics can leave out much information, limiting the understanding of landscape
patterns, interactions, and processes.

The study of fire occurrence focuses on measuring the chance that a fire might start in a
region given a set of conditions/factors. Previous studies have considered risk factors derived
from weather, danger indices, physiography, land-cover, or socioeconomic variables [104,
221], which are usually represented by a collection of individual (and potentially, correlated)
numerical or categorical variables [132]. The machine learning field has provided useful tools
and methods for modeling fire ignition. Techniques such as classification and regression trees
[22], fuzzy-metaheuristic ensembles [229], support vector machines [136], random forests [215,
248] and so forth, have been successfully applied, as alternatives to traditional statistical
methods. Topological aspects understood as the spatial structure and interaction between
several components of the land (e.g., land-cover), are captured by constructing and extracting
selected indexes of landscape structure and composition. For example, [208] includes patch
density, mean patch size, mean distance to the nearest neighbor of the same category, edge
density, and the Shannon diversity index for modeling the burned area in the Eastern Iberian
Peninsula. Similarly, the work by [282] studies the impact of the interaction between roads
and land-cover on fire ignition by constructing a selectivity index. There is sufficient evidence
that the spatial configuration of these elements can influence fire regimes, especially under
no extreme weather conditions [12, 221, 232]. From our point of view, this aspect of the
landscapes has been challenging to study and difficult to understand due to i) the difficulty
of explicitly extracting metrics that can capture aspects of the landscape topology, generally
requiring more computational resources and time; and ii) the non-spatial nature of traditional
statistical and machine learning models (e.g., random forest) that rely on the inclusion of
multiple variables, such as those previously mentioned, to explain the phenomenon and
improve the predictive performance of the model.

Land-cover data represent the basic information for landscape analysis at a pixel level
of the primary land uses in a geographically delimited territory. This two-dimensional rep-
resentation of the landscape also captures an intrinsic relationship between adjacency and
connectivity of its components, which can be studied to understand landscape phenomena
and complex patterns and processes. In the context of wildfire, effectively capturing, ex-
tracting, and interpreting this topological information can play a fundamental role in future
prevention and mitigation strategies [295]. Similarly, it could inform the optimal allocation
of resources across regions and the development of effective and sustainable risk management
policies. Therefore, we observe an opportunity to apply new effective methods/techniques,
such as DL, to try to isolate, quantify, and understand the impact of landscape topology as
a predictor of fire ignition, motivating the present study. Moreover, given the current open
access to huge global datasets on cloud services and the massive computational power that
allows fast training cycles of the models, the scalability and potential impact of such a model
are unbounded.

In this Chapter, we introduce deep fire topology (DFT), a comprehensive framework
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(available as open-source software) for landscape topology analysis. Landscape topology,
understood as the spatial structure and interaction of multiple land-covers in an area of study,
is extracted by training a DL model while focusing on understanding the rationale behind
the results, a crucial element to the applicability of the model. We present an application
on the landscape ecology of wildfire to evaluate the land-cover topology as a predictor of
the fire occurrence probability. We use a CNN-based model without considering additional
information such as population density or weather information, which are generally used
as variables [104, 132], to isolate and assess the impact of different spatial patterns in fire
ignition. DFT use a supervised learning approach where land-cover images are labeled as fire
or no-fire, representing the presence/absence of an ignition. We also open the DL black box
by including state-of-the-art visualization and statistical techniques aimed at understanding
the results. This, with the aim of informing and supporting landscape managers to minimize
fire risk or improve the effectiveness of suppression strategies by optimizing the allocation
of resources in high-risk areas, and potentially, support the development of new landscape
managing and protection policies.

6.2 Data mining, processing, and inputs
Data can be provided to the framework using two main approaches: (i) automatic collection
and processing of online assets in Google Earth Engine (GEE) to generate a ready-to-use
dataset and (ii) local data provided by the user for training/prediction. The first method
is integrated into our framework via scripts and can be used as an independent module for
queries.

In the first approach, users can provide a set of ignition points in a latitude/longitude
format, starting from our data mining and processing module. The landscape data are auto-
matically gathered from GEE, generating a square buffer of area A km2 (A = 1 by default)
centered at the given points. If other layers or metadata are required, for example, temper-
ature or road density, users can execute the module independently and include any relevant
source available at the GEE to be stacked as an extra band of the sampled image. Finally,
the data are automatically downloaded to a cloud account or local hard drive. Although
global public datasets are already available in GEE, users would need to provide and upload
their high-resolution regional datasets to take complete advantage of our framework.

Alternatively, users provide unclassified data consisting of images (RGB or grayscale)
with or without metadata as extra input features of the model. All samples are automatically
resized and scaled to match the dimensions required by the classification model (32 32
normalized pixels by default) and are recorded locally. The dataset is subsequently used for
training a custom model or processed for prediction by pre-trained models. Parameters such
as the training/validation proportion or classification labels can be modified.
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Study Area

We tested our approach using south-central Chile as a case study. It includes eight admin-
istrative regions (∼ 212,000 km2), corresponding to 28% of the national territory. It covers
an area from 32◦- 43.8◦S (2,750 km), which accounts for 98.5% of the national historical fire
occurrence [142]. The northern part of our study area has a semi-arid and Mediterranean-
type climate, with precipitations concentrated during the austral winter, a long dry season,
and peak temperatures over 30◦C. The southern part (∼ 38◦S) is dominated by a temper-
ate climatic regime with higher precipitation values toward the Andean range. In the last
five decades, central and southern Chile has had a highly dynamic land-use and land-cover
change with different temporal and geographic variability and patterns [227]. In central (33◦-
34◦S) and southern (40◦- 42◦S) Chile, the conversion of native forest to shrublands has been
the main pattern, with 45% being changed thus far. From El Maule (35◦S) to Los Ríos
regions (40◦S), the expansion of dense exotic forest plantations has been for pulp and paper
production, creating a highly homogeneous and flammable landscape [223].

Wildfire data

We used a temporal subset of the public database of wildfires provided by the Chilean Forest
Service that includes the ignition point coordinates for each fire from 0.01 ha of the burned
area since 1985. This database considers all type of fires, with a 99.7% human-caused fires
occurrence (CONAF1). The temporal wildfire subset includes all fires from January 2013 to
December 2015. We used this temporal window because the country’s most accurate land-
cover map was developed in 2014 [372]. This subset includes 19,413 ignition points with a
total burned area of 245,815 ha. From these fires, 70% were less than 1 ha, 23% from 1 to
10 ha, 6% from 10 to 200 ha, and only 1% over 200 ha. Among those fires, we select fires
located within a distance of less than 2 km around each city, accounting for 5% of the national
territory, but concentrating more than 50% of fire ignitions. The selected fires represent less
than 20% of total national burned area [226] (Figure 6.1). The selected ignition points are
associated with fires within this perimeter (buffer zone) to minimize landscape changes for
the study period due to burned areas by wildfires.

Land-Cover data

We used Landsat 8 (OLI) derived land-cover with a spatial resolution of 30 m from [372].
These land-cover data are in a raster grid that includes ten classes: croplands, native for-
est, forest plantation, grasslands, shrublands, wetlands, water bodies, impervious surfaces,
barren land, and snow/ice. The native forest includes primary and secondary forests of
Mediterranean and temperate types. Forest plantation is an industrial tree plantation with
a commercial purpose, with exotic species of Pinus and Eucalyptus. In this study area,
the impervious surface is represented mainly by urban and industrial infrastructure. The

1www.conaf.cl/conaf/seccion-stadisticas-historicas.html
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Figure 6.1: Case study data. (A) Ignition points of wildfires distributed along the national
territory of Chile are highlighted. (B) A buffer is generated for each point. (C) A rectangular
land-cover image centered at the ignition coordinates is extracted. The total number of
wildfires experienced (numbers on the right side of the panel), their main characteristics
(e.g., duration, size, and perimeters), and auxiliary variables to assess the predictions of the
model (e.g., population and road density) are registered for each rectangular area as part of
the dataset metadata.

landscapes are mainly composed of shrublands (29%), croplands (23%), grasslands (21%),
native forests (10%), forest plantations (8%), and impervious surfaces (6%).

Wildfire and land-cover data integration

The fire point pattern association with land-cover raster data was carried out in GEE. Within
a buffer of 2 km around each city, we extracted 20,000 selected square areas of 1 km2 randomly
centered at the generated points (Figure 6.1). These square areas could be overlapped and
contain parts of the land outside the 2 km buffer around the cities. We eliminate those
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square areas with a low proportion of fire-prone classes, deleting those with more than 30%
of their pixels within wetlands, water bodies, barren land, and snow or ice land-covers. We
associate each square area with the fire occurrence frequency within the 2013–2015 period,
labeling them as fire positive (1) or negative (0) observations (Figure 6.1, (C)). Additional
metadata (e.g., fire duration, size, and perimeter) are registered and associated with each
area for reference and posterior evaluation/interpretation of the results, not being used as
inputs of the model.

6.3 Deep learning framework
DFT is a framework and open-source software that specializes in understanding and analyz-
ing the role of landscape topology in fire ignition by applying state-of-the-art DL techniques.
Using a supervised learning approach, where land images are classified as fire positive or neg-
ative, our model predicts future wildfire ignition risk within a region of interest by exploiting
the topological information of land-cover. With a significant focus on the interpretability of
results, which is one of the biggest challenges in the AI field [78], the framework generates
crucial outputs to understand the risk assessment process, answering the why question, and
providing the logic behind the results. Together, the analysis and interpretation of these
outputs allow the users to investigate (i) the propensity of spatial configurations/patterns to
wildfire ignition, (ii) the creation of novel risk indexes based on topological characteristics
for landscape management, and (iii) the support and development of new urban policies.

By default, classification models are trained by randomly splitting the datasets into
training and validation sets, representing 75% and 25% of the images, respectively. This is
naturally extended to custom models, including metadata as features, by keeping track of
the image and their associated vector of numerical variables.

Convolutional neural network

We implemented a computer vision algorithm based on a CNN model for assessing the future
risk of wildfire, given the land-cover raster of a region. The proposed CNN was designed
and optimized to improve the prediction accuracy and performance validation metrics of
the model while maintaining a reasonable size and an end-to-end training time. Like the
popular Visual Geometry Group (VGGNet) architecture [314], our net stacks multiple (5) 3
3 filters to extract topological features on top of each other before performing max-pooling
operations. Depthwise separable convolutions [85] are used instead of standard convolution
layers to decrease the model complexity without significantly sacrificing its performance.
These layers are more efficient because they require less memory and computation, given
that the number of estimated parameters is reduced by several orders of magnitude. If used
effectively, the performance is not significantly impacted, which allows for the easy training
and deployment of the model with reasonable computational resources. Moreover, we include
batch normalization [164] and dropout [367] layers after each block to improve convergence



CHAPTER 6. LANDSCAPE PLANNING AND WILDFIRE RISK: OPENING THE
DEEP LEARNING BLACK BOX. 132

and avoid over-fitting of the model. A softmax layer is used at the end of the network,
normalizing the outputs to obtain Pi, the predicted probability of ignition. Higher values of
Pi indicate a higher future wildfire ignition risk in the area. We performed an exhaustive
grid search of the most relevant hyper-parameters of the model (learning rate, batch size,
and the number of layers) to maximize its performance in our case study area.

We provide the user with a compact and easy-to-train, but powerful classification model
that can be naturally extended to multiple applications.

Imbalanced data

The problem of learning from imbalanced data, where certain classes such as fire observa-
tions, are underrepresented in the dataset, has attracted the attention of both academia and
industry [155]; this is also true with CNNs, where this phenomenon has a significant impact
on the model performance [163].

To address this issue, our framework includes state-of-the-art sampling methods proposed
in the literature (e.g., Synthetic Minority Oversampling Technique (SMOTE) [82]) and cus-
tom weights on the loss function of the model to penalize certain classification errors. In
this study, we apply the SMOTE, where new synthetic observations mimicking the distri-
bution of the original ones from the minority class are generated, increasing the proportion
of these observations. In practice, synthetic examples are generated by randomly selecting
an observation from the minority class, select its k (generally 5) nearest neighbors based on
a distance metric (e.g., Euclidean), and create a new observation by randomly selecting an
observation in the feature space of one of these neighbors and the initial observation. More-
over, we exploit the data augmentation capabilities of our DL framework. We improve the
model performance by generating variations of the original images provided to the classifica-
tion model. Applying a series of transformations within the context of our study, including
rotation, horizontal/vertical flips, or shifts, we expand the training samples to obtain a more
general and robust model.

From the original 19,413 images, we exclude those landscapes covered by more than 30%
of water or unknown land-cover types. The final dataset comprises 17,579 images, with
the initial ratio of positive-to-negative cases being 1:4. We use the SMOTE to account for
imbalanced data in the training set (75% of the full dataset) consisting of 13,185 images
with 10,521 non-fire and 2,664 fire-positive observations, respectively. Using this procedure
on the training data, we obtained a balanced set of 10,567 burned (from the original 2,664
images) and 10,521 non-burned (the original negative observations) sample landscapes.

Understanding the results

A critical aspect of AI models is their interpretability [78]. Despite the development of algo-
rithms with remarkable performance, researchers and practitioners often fail to understand
the logic behind the outputs; instead, they use them as an efficient black box. This approach
leads to several limitations such as erroneous conclusions, unfair/discriminative results, and
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overfitted or shortsighted models focused on specific or non-relevant characteristics of the
samples, among others. DL models are not an exception. Some authors have focused their
attention on understanding and visualizing the outputs from different layers of the model to
identify relevant patterns [328, 370].

To address this challenge in our framework, we implemented three of the most effective
visualization techniques to understand the outputs from CNN networks. These techniques
are: (i) gradient-weighted class activation (GradCAM) that exploits the gradients of the final
layers of the network to generate attention maps highlighting the portions of the images where
the network focuses for the prediction [309]; (ii) guided backpropagation [313], a technique
focused on the pixel-space gradient visualizations; and (iii) guided GradCAM, combining
the previous two ideas. The analysis of these outputs provides insights into the information
that the model focuses on to predict the most likely class of a sample, that is, the topological
configurations that are associated with fires or non-fires, the role of discontinuities within
the landscape, and the proportion of different land-covers, among others.

To exploit and study the outputs generated from these visualization techniques, we imple-
ment a zonal statistic analysis procedure. Attention maps can be understood as heatmaps
where darker areas represent those sections of the image with a stronger impact on the
model’s predictions. Conversely, lighter areas indicate that the patterns observed in those
sections are not strongly affecting the outcome of the predictive model. In an extreme case,
some sections of the image could not provide any relevant information (e.g., null data) to the
model, completely ignoring them during the predictive phase. Therefore, we can use these
heatmaps to filter the original image at different density levels, capturing and analyzing the
specific topological patterns affecting the results of the model. We filter images at four α-
density levels (0%, 30%, 50%, and 70%), meaning that we filter out all pixels with heatmap
values below α%. Once an image is filtered, we compute zonal statistics including the pro-
portion, fragmentation, and local landscape metrics within the attention maps hotspots.
Thus, we can quantitatively compare the components of the landscape at different attention
levels, focusing on relevant areas for the prediction while improving the interpretability of
the results. Specifically, we calculated for each filtered image: the landscape composition
defined as the proportion of the landscape occupied by each land-cover; the number of ho-
mogeneous patches in the area; the mean area of the individual patches; and the Simpson’s
diversity index to quantify the proportionality of the distribution of land occupation among
the different class types within an area [220]. The analysis is implemented as a series of
automatic scripts that can be used as part of our framework or as an independent custom
post-processing tool, allowing the planner to define custom α thresholds to perform the
analysis.

To understand and interpret the results of the model, we ordered the observations by their
predicted probability of ignition (Pi), splitting them into three classes: high-risk (Pi ≤ 0.7),
medium-risk (0.3 ≤ Pi < 0.7), and low-risk (Pi < 0.3). The rationale behind these thresholds
is two-fold. First, they provide natural breaks in our results as major differences in spatial
distribution and composition of land-cover types are observed between the images associated
with those Pi values (see Section 6.5). Second, they allow us to simplify the exposition of
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our results and their discussion as we compare them with previous studies using similar
categories.

Evaluating the model

We evaluate the model performance by calculating conventional metrics on the validation
set, including accuracy, precision, and recall, as well as by analyzing the confusion matrix,
receiver operating characteristics (ROC), area under the curve (AUC), and total training
time. Owing to the aim of our study, where type-II classification errors (false negatives)
should be avoided, models with high recall and ROC-AUC are prioritized over high-accuracy
models. To this end, we provide custom loss functions to optimize the performance of the
model in specific directions.

6.4 Computational implementation
The framework is implemented in Python using Numpy, Keras, and TensorFlow libraries
for the training and prediction of the CNN model. The performance metric functions are
obtained from the scikit-learn package. The imblearn package provides specialized algorithms
for dealing with imbalanced data. Image and raster manipulations are performed using
OpenCV and rasterio packages. Cloud data gathering and processing are performed using
the GEE API. Our current implementation can be found in a public repository2, where we
provide a step-by-step tutorial, examples, pre-trained models, and the case study dataset.
All scripts can be used directly, regardless of the OS. It should be noted that each component
of the framework can be used independently, thereby allowing the users to construct their
dataset, train a custom model from scratch, and predict their dataset using pre-trained
models.

We ran all experiments on an Intel Core i7 3.4 GHz machine with 16 GB RAM, RTX 2080
8 GB NVIDIA GPU, and Windows 10 OS. Twenty minutes of training time were required for
the entire dataset (17,579 images) using optimal hyper-parameters. On average, all outputs
generated at the prediction module required a total of 12 seconds per image. Pre-trained
models, including weights, are significantly compact (approximately 7 megabytes) because
of the proposed CNN structure.

6.5 Results and Discussion

Classification

DFT predicted the correct fire class of each landscape with an accuracy of 91.85% in the
validation set after 50 training epochs (AUC = 0.98, specificity = 0.91, sensitivity = 0.96). A

2https://github.com/cpaismz89/DeepFireTopology
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similar performance was obtained when deploying the trained model over the entire dataset
(AUC = 0.98, specificity = 0.95, sensitivity = 0.95, and accuracy = 92.4%).

False-negative (186 cases) and false-positive (1,150 cases) misclassification errors only
represented 5.57% and 8.9% of their classes, respectively. These results agree with our goal
of achieving a high sensitivity if false-positive errors are not as harmful as false-negative
cases, to prepare a mitigation strategy against the ignition risk of a landscape.

As expected, the inclusion of SMOTE and data augmentation techniques (Section 6.3)
had a strong impact on the model performance, significantly boosting the original results
(accuracy = 82.7%, sensitivity = 0.65, and AUC = 0.61) and improving the convergence of
the algorithm from 200 to 50 epochs. A similar performance was obtained when training
the model using single-channel (grayscale) or RGB images, not significantly affecting the
training times or optimal hyper-parameters. Although training times were increased, no
significant impact on the performance metrics was observed when training the model with
larger image sizes (e.g., 64 x 64 pixels).

Analyzing the performance of the model across the three categories defined by the igni-
tion probability Pi (Section 6.3), we observe similar performance metrics. From the results
summarized in the top-right panel of Figure 6.2, we note that all performance metrics of the
model tend to be stable across these groups, obtaining the best overall performance with
the high-risk group (accuracy = 100%), followed by the medium-risk (accuracy = 93%), and
low-risk (accuracy = 91%) categories. We observe similar values for the precision (98%,
89%, and 88%, respectively) and almost identical performance when comparing the AUC
per group (97%, 100%, and 100%, respectively).

From these numbers, we note how the model can successfully learn and identify relevant
spatial patterns from land-cover images to explain why a specific area, represented as an
array of pixels, is more/less likely to suffer a fire ignition. With only land-cover data, DFT
reaches higher accuracy than other fire ignition risk models incorporating human activity,
topography, or climatic data. The authors in [226] achieved an 89.3% global accuracy using
a bagged decision tree method with the same binomial response variable. In a previous
study, [20] reached only a 65% accuracy fitting a logistic regression model. This ability of
DFT to accurately predict risky landscapes represents a unique opportunity to understand
the combination of the landscape attributes that increase the risk of fire ignition in terms
of its composition, spatial structure, and interaction between different land-covers. It also
reveals that fires occur in very identifiable conditions in the area of study, reflected in DFT
reaching high prediction accuracy. Given this performance, the main challenge is to unravel
those patterns to provide relevant insights for both practitioners and researchers.

Opening the black box

In this section, we focus our efforts on understanding the outputs of the model and the ratio-
nale behind them. For this, we try to answer some of the following questions: why an image
is classified as a fire positive/negative sample, which land-covers proportions/distributions
are translated into higher/lower Pi values, how are these differences being captured by some
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Figure 6.2: Summary results obtained for the whole dataset. Representative sample areas
classified into the three ignition risk categories, defined from the predicted fire ignition prob-
ability thresholds (Section 6.3), are shown in the top-left panel. Performance metrics of the
classification algorithm as a function of the predicted fire ignition probability and land-cover
proportions for each group (high-, medium-, and low-risk) are shown on the right panels.
Resulting attention maps from one hundred randomly selected samples using GradCAM and
guided backpropagation (BP) algorithms are shown in the bottom-left panel, highlighting
the areas where the model focuses its attention (warmer colors).

of the existing landscape metrics, what does the model observe when classifying an image,
and how is the end-to-end evolution of the inputs during the inference process.

Focusing our attention on the outputs of the model, we can provide an initial assessment
and identify the main characteristics of the images in each group (Figure 6.2, top-left panel).
For interpretation purposes, we complement this evaluation using metadata associated with
each image, including variables such as population and road densities. Based on the results,
DFT classifies the fire-positive and negative observations accurately. Moreover, it shows
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Figure 6.3: Filtered landscapes using different attention levels (full map, top 30%, 50%, and
75% of the densest areas). Attention masks are calculated at different density thresholds to
filter the original landscapes, focusing the analysis on the densest sections of the attention
maps. Red to blue color represent a gradient from the most to the least relevant zones to
classify an image as a positive case. In this example, the network mainly highlights the
urban land-cover, represented by areas covered by roads and cities, classifying the image as
a fire-positive high-risk landscape.

a consistent performance when assigning the observations to the auxiliary risk categories
defined as a function of Pi (Section 6.3), leading to accurate predictions within these cate-
gories. This is reflected in distinctive and characteristic proportions and spatial structures of
land-covers for each group, aligned with previous studies from different regions of the world
[208, 232, 318, 348] and also in Chile [20, 223, 226].

The effect of different land-cover types on fire risk in Chile has been evaluated in previous
studies [141, 223, 226, 299]. However, the interaction between land-covers, continuity, and
heterogeneity of the landscape concerning fire risk assessment is empirically evaluated for
the first time using DL and the proposed topological interpretation framework. Observing
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Figure 6.4: Risk predictions and characterization using activation maps. Horizontal bars
indicate the number of observations at different intervals representing the probability Pi of
being classified as a positive class area. Samples are then separated into three categories using
Pi thresholds where significant differences are observed in terms of land-cover composition
and landscape metrics. Then, these are characterized by calculating zonal statistics within
the attention maps hotspots. Zonal statistics are obtained by focusing on high-density areas
of the map to characterize and unveil the learning process of the classification model based
on the detected spatial/topological structures and interaction between multiple land-covers.
This understanding could play a crucial role in defining insightful and practical planning
policies incorporating wildfire uncertainty and the mitigation of their future impact.

the results (Figures 6.2, 6.3, and 6.4), we analyzed different landscape structures and com-
positions to understand why each image is classified as high-, medium-, or low-risk. Images
with high-risk Pi values are mainly composed of areas covered by a significant percentage
of urban land-covers and forest plantations or high roads density in rural areas. They are
also less diverse (i.e., fewer land-cover types per sample) than other categories, expressed
in lower Simpsons index values (Table E.1). Samples belonging to the medium-risk inter-
val present an even proportion of the most common land-covers in the study area and low
population density. On the other hand, observations with low Pi values are characterized by
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the presence of crops and the absence of human settlements, and proportionally, fewer forest
plantations. More than 99% of wildfires in Chile are human-caused fires [142]. Therefore, fire
frequency is closely related to zones with a human footprint, such as cities or other highly
human-populated areas and roads, and agricultural or forest plantation industry [141, 223].
Considering this evidence, our model classified high-risk landscapes as those with land-cover
dominated by industrial activities, such as forest plantation or agricultural activities, and
with a high population density represented by urban areas and high road density. Con-
versely, low-risk landscapes are those with a homogeneous land-cover but mainly covered by
native forests and represented by a low human population density. The model trained in
DFT with the complete dataset coincided with these criteria. This result is significant, as
it indicates that the model assigns higher or lower Pi values to those landscapes that, are
known, considering the historical evidence, to be more fire-prone based on their ecological,
environmental, social, or economic aspect by only capturing land-cover spatial patterns. As
an example, we observe how the forest plantation cover increases from 6% (low-risk) to 13%
in high-risk landscapes, in agreement with the findings in [223] and [226]; however, these
landscapes have a relatively stable proportion of the other land-cover types.

Table 6.1: Zonal statistics. In this table, we present the statistics for high-risk (HR), medium-
risk (MR), and low-risk (LR) images filtered with attention maps at different density levels.
We include the total area of the landscape covered by the filter (% area heatmap), the average
number of connected components (Ncomp), the sum of all values in the filtered landscape
divided by Ncomp (MN), and the Simpson’s diversity index (Section 6.3) to illustrate our
methodology.

Attention map threshold Risk level % Area heatmap Ncomp MN Simpson

HR 1 118.03 12.00 0.26
0% MR 1 103.00 15.68 0.29

LR 1 88.64 22.04 0.32

HR 0.24 44.78 29.00 0.40
30% MR 0.25 35.83 40.00 0.49

LR 0.24 29.42 6.00 0.55

HR 0.12 24.65 25.50 0.42
50% MR 0.12 19.68 34.40 0.52

LR 0.12 16.14 38.00 0.58

HR 0.04 9.19 19.20 0.50
75% MR 0.04 7.51 23.90 0.58

LR 0.03 6.24 24.00 0.65

The detailed distribution of land-covers and their proportion within each category are
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shown in Figure 6.2, bottom-right panel. Although we found some differences in land-cover
composition, those differences are low for the majority of the land-covers (less than 5% on
average) with the main difference being in the crops and forest plantation covers between
high- and low-risk areas with 26.5% and 6.2% versus 12.6% and 12.9%, respectively. This
suggests that spatial patterns or the arrangement and interaction of land-covers within the
landscape could be crucial knowledge for land planning. Another differentiating pattern is
the average number of patches (Figure 6.4) in the risk categories following an increasing
trend from 88 (low-risk) to 118 (high-risk) components. The number of patches is not only a
proxy of landscape fragmentation but also of landscape heterogeneity. This result shows that
continuous and homogeneous landscape decrease the ignition risk, in contrast to, e.g., spread
risk: if our response variable were the burned area or fire size, the continuity of land-cover
could increase fire propagation associated with larger wildfires. Therefore, the interpreta-
tion must be cautious [148], because certain patterns may be caused by different landscape
processes depending on the predominant land-cover types, climate, or anthropogenic influ-
ence in wildfire regime. Thus, practitioners should have prior knowledge of the landscape
processes and dynamics for a correct interpretation of the models based on machine learning
algorithms [268].

As in the analysis of the full image, insights obtained from the attention maps are con-
sistent with the reality of the area of study, where human-caused fires represent more than
99% of fire ignitions [142]. Moreover, this reduced wildland-urban interface area (less than 2
km from cities) produces one-half of the total fires [226] mainly associated with the human
footprint, expressed as human population or road density in combination with productive
land-covers such as agriculture and forest plantations [140, 141]. On the other hand, the lack
of these spatial patterns and the significant presence of non-flammable land-covers such as
water bodies or rocky areas next to urban areas are translated into lower ignition probability
values. Similarly, attention maps indicate that the model observes areas covered by large
sections of homogeneous native forest patches without human presence to further decrease
the estimated probability, aligned with our initial assessments. Therefore, our analysis for
Chile shows that more homogeneous landscapes, reflected in fewer components and large
patch areas, are associated with low-risk areas for ignitions. However, important is to note
that this conclusion could be land-cover or bioclimatic zone dependent, as suggested by [223]
that proposes that the preference of fire varies in a latitudinal gradient, but it is consistent
with the fact that forest plantation is the preferred land-cover for fire in Chile.

For example, we can observe the attention maps generated for a high-risk landscape
characterized by an urban area connected to a road and the presence of flammable grasslands
and forest plantations in Figure 6.3. The classified images were filtered using the masks
generated from these attention maps at different density levels. We then calculated zonal
statistics (see Section 6.3) starting with the complete attention map, up to the selection of its
densest area (red hotspots), characterizing the most relevant areas for the model during the
classification process. From the plots, we note how both the road and city land-cover pixels
are highlighted in the majority of the attention maps (warmer colors), indicating the main
components of the image used by the deep learning model to estimate the ignition probability
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Table 6.2: Zonal statistics obtained at different layers of the model. The table summarizes
the proportions of croplands (CR), native forest (NF), forest plantations (FP), grasslands
(GR), shrublands (SL), and non-vegetated (NV) covers obtained from ten random samples
of each three risk categories, filtered using the full attention maps and compared with the
proportions of the original landscape. Significant variations across the layers illustrate how
the network focuses its attention on specific areas of the image during the classification
procedure.

Attention map filtered at 0%
Layer Risk level CR % NF % FP % GR % SL % NV %

0 HR 2 9 21 17 12 38
0 MR 11 9 6 25 41 4
0 LR 0 70 17 12 1 0
8 HR 2 10 28 16 10 33
8 MR 20 15 7 20 35 1
8 LR 0 67 12 21 1 0
19 HR 1 21 43 9 7 19
19 MR 28 14 4 19 29 3
19 LR 0 57 6 35 1 1

Original HR 1 18 47 9 6 18
Original MR 22 13 5 22 31 3
Original LR 0 51 13 33 2 1

of the area. As we increase the filtering threshold, we notice how the model ends up focusing
its attention on the bottom-left section of the image, mainly composed of human-related land-
covers and roads interacting with adjacent grasslands and forest plantations. The example
also shows that the model mainly focuses its attention on the road’s insertion area in the
city instead of the city or roads independently. This could suggest that increased traffic into
wildlands from dense human-populated areas, as represented by this insertion point, could
indicate a higher ignition risk. Similar results are observed across the entire dataset.

Despite the previously mentioned differences in general patterns between the risk cate-
gories identified by DFT, the landscape metrics that compare the complete image against the
hottest attention map areas also show clear differences between the categories (Figure 6.4,
Table E.1). These metrics showed that more fragmented but less diverse landscapes are clas-
sified as high-risk, which is reflected in more components and a lower Simpson’s index [220].
These differences help improve the identification of the most relevant patterns in a landscape
that affect the propensity of fire ignition, having the same trend in both the complete image
and the hot spots. Again, the results agree with the regions of certain human-caused fires,
with fire ignition mainly associated with a highly fragmented wildland-urban interface [325].
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Figure 6.5: Zonal statistics at different layers of the network (0, 8, and 19). Statistics are
calculated by filtering the original landscapes with the attention maps/masks generated from
the GradCAM algorithm, focusing the analysis on relevant regions of the landscape. Warmer
areas indicate higher levels of attention to predict the probability of ignition.

The attention maps also provide a clear assessment of which land-cover requires more
attention to classify the images in the risk categories at different stages of the net, giving
us insights into the learning process of the model. For this purpose, we select ten images at
random close to Pi = 1 (high-risk), ten with Pi near 0.5 (medium-risk), and ten close to Pi = 0
(low-risk) to highlight the differences between landscape attributes across categories. In
Table 6.2 and Figure 6.5, we show that different layers of the network (i.e., where convolutions
and filters are applied) pay attention to different land-cover types. In the original image, the
dominant land-cover for the high-risk (HR) image is forest plantation (47%); however, for the
first layer (0), DFT focused on non-vegetated areas. The areas represented by urban land-
covers and roads dominate the hottest pixels by 38% while the proportion of forest plantations
is only 21%. The attention paid by DFT in non-vegetated areas even increases when filtering
the landscape by the 75% hot spot, covering 73% of the hottest pixels. A middle layer of the
model (8) still paid more attention to non-vegetated areas but in combination with grassland,
as it is the second dominant land-cover among the hottest pixels (75% threshold). Deeper in
the net (layer 19), DFT focused on the effect of forest plantations, showing patterns similar
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to some recent findings [226]. The combined layers can provide a general overview of the
interaction among land-covers that boosts the propensity of fire ignition. Besides, users can
see where the most critical interactions occur. However, understanding the individual layer
attention maps and their internal patterns opens the black box of AI, thereby unraveling
different landscape patterns that could provide a deeper understanding of the ecological
processes as well as support crucial management decisions in the context of landscape and
urban planning policies.

To illustrate this knowledge discovery process, we follow the complete path of one image
in our end-to-end classification model to understand the model functioning and help in
interpreting the results (Figure 6.6). The outputs obtained at each step of the workflow
show the most relevant topological attributes of the landscape for decision-making. In this
case, we analyze the same HR landscape of Figures 6.3 and 6.5 composed of each risky
land-cover type, such as forest plantations, human settlements, and roads. The DFT model
highlights the different topological attributes of the landscape in the first convolutional layer.
The results mainly highlight the highways and a combination of roads and highly populated
areas represented by urban land-covers, thereby focusing not only on their presence but also
their continuity because isolated pixels or small patches of roads and cities get less attention
than large and continuous components. In the second convolutional layer, the model focuses
on forest plantations near a town and roads, especially where roads and highly populated
areas are adjacent to a forest plantation. As we move towards the final layers, the attention
moves on the presence of continuous patches and their interaction with urban-related land-
covers. Using this information, the model calculates Pi in its final layer, using a threshold
(Pi ≥ 0.5 by default) to determine if the sample is labeled as a fire-positive or negative
observation.

Managerial insights and practical applications

The ability to live with wildfires and be adapted to their evolution is the central perspective of
wildfire policy globally. For this, it is important to design landscapes that are progressively
less fire-prone and more resilient. A territorial planner commanding this task generally
faces two challenges depending on the state of the landscape: i) pre-fire vulnerability and
ii) post-wildfire recovery. The first is generally associated with the wildland-urban interface
expansion, which requires decisions on the location of homes or the construction of new roads,
among others. Urban design decisions, which minimize construction costs and/or consider
aspects of landscape beauty, are generally taken into account in this process without directly
considering fire uncertainty, potentially producing fire-prone areas. On the recovery side, it
represents a period of rebuilding physical infrastructure, realigning local institutions, and
reevaluating policies that govern risk.

The decisions, in this case, are important because the first impulse (from the community
and government authorities) is to recover everything as it was before the fire, thus perpet-
uating the problem [302]. In both cases, the new spatial configuration (e.g., of land-cover)
should be evaluated. The present study and tool developed could be used for this purpose.
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Figure 6.6: End-to-end classification of an example HR landscape. GradCAM, guided Grad-
CAM, and filters visualizations are obtained at the different convolutional layers of the
network to improve the interpretability of the model and open the DL black box. The model
outputs the probability of ignition associated with each image.

The model provides an interpretable and meaningful gradient of probabilities (Pi) when
processing the land-cover images, being a useful supporting tool for evaluating and guiding
territorial planning activities under wildfire ignition risk. This could allow planners to iden-
tify and define custom thresholds aligned with their areas of study (with as many categories
as required) and objectives, being able to exploit the outputs of our framework in similar
applications requiring high interpretability of the results. Therefore, it would be possible to
provide an input-map (before its commissioning) and evaluate how susceptible it is to fire ig-
nition, identify the elements (quantitatively from the image) that are promoting the increase
in risk, and complement it with other fire ignition and spread risk models incorporating
relevant variables of the area under evaluation (e.g., climate) to provide a comprehensive
evaluation of the proposed configuration.

On the other hand, the integration of our proposed framework with existing statisti-
cal/machine learning models to estimate ignition risk could lead to relevant practical appli-
cations. For example, we could combine the outputs of both models, weighting the generated
heatmaps of the study area to evaluate different risk scenarios depending on the importance
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assigned to each layer. Landscape planners could identify those areas characterized by i)
the presence of risky spatial patterns, ii) dangerous combinations of variables, including e.g.,
climatic and sociodemographic features, or iii) the overlap of both factors. Using this infor-
mation, managers could design and implement effective measures to mitigate future losses
due to wildfires. These measures could include i) effective suppression resource allocation
plans by identifying the most dangerous areas of the land; ii) focus the efforts on modi-
fying those variables that can be influenced (e.g., modifying the land-cover distribution or
composition in public lands) by the planner; iii) establish new policies to avoid dangerous
combinations of all variables included in the models; and iv) evaluate landscape planning
policy and actions in the future including trade-off of economic, social, and ecological values.
Questions such as why this combination of spatial patterns, sociodemographic, and climatic
variables are risky whereas the absence of certain features is translated into low ignition risk
could be further study, leading to multiple research opportunities.

An open challenge

Landscape metrics measure the structural or functional characteristics of a delimited terri-
tory to quantify its spatial patterns and changes through space and time. These metrics are
widely used in ecology, following the assumption that spatial patterns can explain ecological
processes and functions in a landscape [337]. This pattern-process hypothesis is the basis
of several landscape metrics, derived mostly from categorical maps that describe the com-
position and spatial distribution of each land use or land-cover [342]. However, the analysis
and interpretation of landscape topology have received little attention as a novel metric of
landscape patterns and as a crucial indicator to advance informed territorial planning. Also,
incorporating land-cover dynamic or landscape spatial pattern change as a predictor of fire
regime could expand its applications and allows a better understanding of present/future
drivers and scenarios of land-cover and climate change in fire risk [231, 281, 348]. Computer
vision has become essential in the analysis and extraction of relevant features and patterns
from images and multidimensional data. Advances in this field have achieved remarkable
results in multiple scientific studies and applications. However, interpreting and understand-
ing the performance of models and, sometimes surprisingly and counter-intuitively learning
processes, have remained an open and active research challenge [308]. In this study, we pro-
pose a flexible and customizable end-to-end DL framework integrated with automatic online
data gathering and processing modules, to characterize and study the role of land topology
in understanding a future wildfire ignition risk by following a supervised learning approach.
Focusing on the interpretability of the results, we implement multiple visualizations and
statistical techniques to understand the model outcomes.

In the field of landscape planning aimed at fire protection, this novel methodology is a step
towards decreasing fire ignition risk, avoiding dangerous land-covers, their spatial patterns,
and interactions. Moreover, DFT could be a valuable resource for the prevention of fires in
risky areas as well as support suppression planning strategies, e.g., by allocating relevant
resources according to the risk associated with the detected topological patterns of the area.
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This would be reflected in more efficient and effective wildfire suppression strategies, in
addition to providing supporting insights when developing landscape treatment plans (e.g.,
fuel treatment, prescribed fires, or thinning) that aim to minimize the impact of future
wildfires. In general, however, the proposed methodology could be an essential development
in landscape pattern and process interpretation in a broader sense for different ecological
disciplines.

Although a step forward in the understanding of the learning mechanism of these methods
and improve their outputs’ interpretability, more efforts are required in this direction to
continue opening the artificial intelligence black box to exploit the full potential of these
powerful models.

Framework advantages and limitations

The main advantages of our framework, in addition to its performance, are its scalability,
flexibility of customization, and interpretability. The seamless interaction with cutting-
edge planetary-scale data cloud services allows the framework to easily scale complex and
challenging global studies, enabling users to train and test state-of-the-art models without
regional limitations. With thousands of high-quality datasets being available in GEE and
the option of providing in-house data, the possibilities are limitless. Integrating our method
with effective rebalancing methods, combined with a light CNN model that can be trained,
saved, and deployed in daily-use hardware, provides our project with useful tools for various
applications.

Although our example consists of a binary classification problem, the framework supports
both classification (binary or multi-class) and regression models. In this regard, custom
models with different research objectives can be tested (e.g., classify the landscapes into
multiple predefined classes based on the type of ignition, or even by the expected area
burned after an ignition) while taking advantage of the framework’s pipeline. Moreover,
pre-trained models provided with its code can be adjusted with new training samples by
adjusting the weights of the layers.

Depending on the characteristics and similarities of the dataset and the one used during
training, this method can provide high-quality results while reducing the training time. In
addition, the features generated by the implemented models can be extracted as numerical
variables to analyze and use them in alternative formulations, such as feeding a classification
model (e.g., random forest or support vector machine), and train it with an enriched dataset
in a form of “transfer learning” approach. Implementations of baseline ML models such as
random forests and logistic regression, ready to exploit these inputs, are provided in the
project’s repository as open-source code, illustrating how our framework can interact with
alternative models and methodologies. The generalization of the model to different realities
(e.g., where the human factor is not as critical in fire ignitions as in our case study) is an
open research question that we expect to cover in future studies, potentially incorporating
extra layers of information into our framework.
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Previous studies, such as [368], have effectively used a CNN model to study the fire sus-
ceptibility of China’s Yunnan province by combining a variety of features (e.g., temperature,
topography) with different resolutions into a unique multi-layer picture. However, this study
is not oriented to understand and interpret the outputs and logic behind the proposed CNN
model because of its structure, but focused on maximizing the performance of the model by
including a wide range of attributes to accurately estimate wildfire susceptibility. In con-
trast, we focus our study on what we call learning to understand the model. We provide
the possibility of observing what the model sees and understand/interpret the rationale be-
hind the results, supported by techniques that generate relevant visualizations and statistics.
Therefore, the clear pipeline, flexibility, and customization of the proposed framework allow
its adaptation to multiple studies where the interpretability of results is critical to assess the
performance of the model and support decision-making processes such as landscape planning
under wildfire risk and the optimal allocation of suppression resources, among others. The
framework is simple to use, allowing researchers and practitioners to save significant time
and resources.

6.6 Conclusions
In this Chapter, we developed and tested a comprehensive DL framework in the future
wildfire ignition risk assessment of landscapes exploiting topological information, defined as
the spatial distribution and interaction of the data derived from land-cover maps. DFT
provides state-of-the-art tools that can be used to collect multidimensional data at a large
scale, train custom models, and understand the results by interpreting the model learning.
It significantly decreases the training, evaluation, and model deployment cycle, and provides
users with limitless and complex research questions with an efficient framework and software.

The proposed methodology adequately assesses the fire occurrence risk of a given area,
using only digital information on land-cover. Furthermore, it reveals that a CNN architecture
can capture drivers from the spatial configuration of landscape, showing that topology could
be a key to the development of landscapes resistant to wildfire or at least, prepare them
to minimize consequences due to future wildfires. This is translated into a huge potential
to provide landscape managers with crucial evaluations and insights during the decision-
making process. The model is able to identify and determine the risk of wildfire ignition in
multiple areas by exploiting information about the interaction, continuity, and frequency of
different land-covers, providing managerial insights. Given the high interpretability of the
results, from both, statistical and visual perspectives, we note that the model may become a
valuable resource to effectively guide fire risk mitigation and management plans, potentially
informing the development of urban policies by taking into account the impact of topological
patterns in the design and protection of the land.

This research can be extended in several important ways. First, the model can be general-
ized incorporating a series of relevant layers representing other components of the landscape
(e.g., topographic characteristics such as elevation). However, this incorporation should be
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performed with caution to avoid obscuring the interpretability of the results, measuring the
impact of new layers in the predictions. The incorporation and quantification of these effects
are relevant to a variety of applications in the fire ecology field, being an interesting future
research direction.

Second, the framework could be used to generate novel landscape metrics summarizing
the topological information from the image. For this, the weights of the network and their im-
pact at different layers of the CNN could be analyzed in detail to understand the end-to-end
transformation from inputs into a real-valued function describing the area of study. Third,
a modified version of the framework could be used to predict other fire behavior phenom-
ena such as the expected rate of spread, perimeter, average flame length, intensity, among
other options. Depending on the application, the original framework could be complemented
with analytical models, exploiting state-of-the-art formulations. Fourth, an interesting fu-
ture direction could be to extend the framework to provide effective landscape management
recommendations in the context of wildfire ignition risk. Given a set of high-risk landscapes,
a generative model (e.g., using generative adversarial networks [101]) could be developed to
provide ideal modifications in the landscape to reduce the overall risk of the area. We plan
to expand our initial research in this direction in a near future.

Finally, the framework can be applied in similar computer vision studies requiring a high
level of interpretability, flexibility, and customization. For this, potential modifications to
the original CNN could be pertinent (e.g., number or type of layers). It could also be com-
bined with other ML models. For example, the model could be extended to incorporate
parallel deep neural networks processing different layers of information; being part of an en-
semble model including other ML models such as random forests to study complex ecological
phenomena; among several options. This Chapter has outlined a new DL framework in the
context of wildfire ignition risk prediction, incorporating analytical and visualization tech-
niques to understand and exploit the results of the complex DL black-box. It is, however,
only the beginning of future research in this direction.
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Chapter 7

Wildfires in a nutshell: a global-scale
study

7.1 Introduction
Fire regimes are considered as the pivotal framing concept to understand the complex rela-
tionship between fire activity, its driving factors, and the interrelation with the ecosystems
where a fire regime is allocated. Still, the different interpretations of the fire regime concept
have limited the capacity to allocate specific fire regimes across the globe [191]. In order to
solve such a relevant limitation, we attempt to define a methodology to frame spatially fire
regimes at a global scale in this final Chapter. With this in mind, we consolidate more than
20 million wildfire records between 2000 and 2018 across the six continents. This data is
processed with artificial intelligence methods to investigate and characterize global pyromes
and fire regimes, areas with characteristic fire behavior over long periods of time. This
spatial framing of fire regimes allows an interpretation of how a combination of vegetation,
climate, and demographic features results in a specific fire regime. The current work expands
on existing classification efforts by providing a unique open-source data analysis framework
that makes no prior assumptions about spatial location during classification. This novel
methodology bridges existing gaps between global and regional fire studies.

Fire is a global phenomenon, existing since the emergence of terrestrial plants [304] and
currently present across all vegetation types [210]. The long cohabitation of vegetation and
fire has induced their co-evolution [303] and shaped adaptive strategies within different plant
species. Our understanding of fire activity and the relationship with its influencing factors
is lacking, especially at large spatial scales [238] because of the absence of consistent long
term data [236]. Currently, satellite data, despite their limited-time series length, are the
primary source for analyzing fire regimes globally owing to their comparability in time and
space [89]. Although studies that characterize fire activity at regional level are common [29,
92, 93, 196, 198, 235, 264, 283, 326, 347], the lack of long temporal series has limited the
study and assessment of global fire activity and potential influencing factors [24, 30, 43, 49,
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60, 89, 108, 109].
Several researchers have utilized global forest fire data to investigate various questions

including evaluating the impact of fire on vegetation and emissions as well as studying factors
influencing spatial and temporal fire activity variation [23, 152, 168, 181, 190, 238, 343]. It
has been demonstrated that changing environmental conditions and human activity can and
will continue to modify fire activity in several parts of the world. However, these findings
have been primarily based on regional-scale studies, which do not always reflect the global
reality and its variability either in influencing factors or societal perceptions [107]. The
complex interrelation between environment, climate, human factors, and fire dynamics make
any related study challenging on a global scale.

The relationship between vegetation and fires, for a specific ecosystem, is characterized
by a fire regime [30, 51, 58, 303]. A fire regime is defined as a set of consistent and repeated
wildfire conditions in a particular region over a long period of time [191, 236]. These regimes
depend on a combination of factors that influence fire occurrence and behavior such as igni-
tions, fuel composition and arrangement, and conductive fire weather [239]. Fire conditions
that define a fire regime [122, 236] have a clear impact not only on the presence of certain
vegetation types but also on soil and atmospheric characteristics [89]. The combination of
different factors influencing fire activity is expected to change unevenly across the globe,
generating diverse patterns of the occurrence and severity of fires [181]. Although a major-
ity of terrestrial ecosystems are familiar with fire and, in many cases, rely on its effects to
maintain their natural ecosystem dynamics and health [100, 111, 276], significant changes
in fire activity may lead to unwanted consequences for human communities and ecosystems
conservation [60, 143, 173, 241, 276, 278]. Moreover, although the presence of a certain fire
regime depends on the combination of climate, vegetation, and human activity [30], simi-
lar regimes can appear even with a different combination of factors, making future wildfire
predictions a difficult task [190].

Still, the interpretation of the concept of fire regimes has changed over the years and
remains a matter of discussion in the present. In [191], the authors provide insight into the
discussion by dividing the present interpretations between (a) studies that consider that a fire
regime or its swift reflects a core group of parameters reflecting where, when, and which type
of fires occur on a certain area; (b) studies that use the factors influencing the occurrence and
characteristic of fires to frame fire regimes; and (c) those that use immediate impact of fires
on ecosystems and humans, as the consequence and spatial context of a fire regime. These
approaches are often not used independently, and combinations between them are frequently
used to provide a more comprehensive understanding of the complex relationship between fire
activity, driving factors, and its impact on ecosystems [284]. However, when addressing the
issue of studying fire regimes at global scales, there is a clear barrier that has impeded yet to
set a specific spatial frame to those regimes, as they should combine similar characteristics in
fire activity, driving factors, and impact on ecosystems. An attempt to dilute this limitation
has been to define pyromes and evaluate how frequent they are within a biome [30, 89], as it
is assumed that a fire regime can only be defined within a vegetation type [361]. Therefore,
as science has moved from the idea that a fire regime is just a homogeneity of fire activity
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over a period of time on a certain area, to accommodate new visions on influencing factors
and cohabitation with a vegetation type, it has also limited its capacity to clearly delineate
the extent of a fire regime.

Increased understanding of fire regimes will provide an essential tool for knowledge trans-
fer between regions sharing a regime. As a result, any study on factors altering fire activity
evolution or its impact will be significantly improved if implemented per fire regimes [30,
89]. In addition, the knowledge gathered could unveil useful insights and improve various
studies, providing relevant information to characterize and assess the impact of current fire
regimes on ecological aspects such as vegetation adaptability, soil degradation, carbon stocks,
air quality/pollution, and conservation of the biosphere [50, 180, 266, 336]. Moreover, the
potential evolution of the regimes, their expected impact on human communities [57, 59,
76, 175], and measures to mitigate future threats or to restore desirable conditions prior
to a regime change [100] could be determined. Therefore, characterizing global fire regimes
impacts multiple areas of knowledge.

Advances in generating global-scale fire data [24, 137, 138] and their accessibility [32] can
be combined with artificial intelligence (AI) and processing techniques to unveil previously
unseen patterns in environmental phenomena by handling large and complex data in the
cloud. This is the key to better understanding and determining underlying processes in the
current and future of fire dynamics across the world. To date, the use of large scale satellite
data in environmental science is still restricted to satellite data [41]. Even with its current
limitations, some of the premises of the use of large data [151] such as large data storage
management, use of innovative processing methods to solve multidimensional problems, and
sharing of data and information, facilitate the understanding of complex problems, such as
identifying fire regimes across the globe.

In this final Chapter, we present a comprehensive study on investigation, understanding,
and characterization of current global fire regimes using AI and a statistical framework that
analyzes yearly global wildfire events over 19 years from vectorial 500m resolution datasets.
We process and consolidate this data to a resolution of 1 × 1 degree grids covering the en-
tire planet to calculate annual statistics on fire behavior. Next, a global classification of
fire pyromes, areas with similar fire-related characteristics, is derived based on unsupervised
machine learning methods. This grouping step distinguishes our analysis from existing cat-
egorization methods because we make no prior assumptions about the spatial positioning
of each group. The investigation results in pyromes with significant geographical dispersion
and complexity leading us to explore an extended spatial assessment of their core areas to
evaluate variations in the seasonality of fire activity and to determine key underlying factors
such as climate, land use, and socio-economics defining specific fire regimes.

As a result, we propose a spatial delimitation of regimes within the pyromes by defining
areas with similar fire activity and select underlying factors, providing a basis for under-
standing the distribution of fire across the globe and the underlying factors defining them.
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Figure 7.1: Overall framework of the study. (1) Wildfire data describing individual events
in terms of fire-related characteristics such as size, perimeter, duration, and average expan-
sion are collected from products derived from MODIS satellite observations. (2) Data are
processed and consolidated into a raster dividing the world into a grid with a resolution of
1◦ × 1◦. Annual statistics and features are calculated for each cell, generating numerical
(e.g., average fire frequency per time period) and spatial datasets. (3) Statistical methods to
analyze multidimensional data are combined with unsupervised learning in order to discover
similar groups of cells sharing fire-related characteristics. No explicit spatial components
are included. (4) Climatic and socio-economic layers are introduced for each cell in the
grid. (5) Spatial density plots are generated for each pyrome, detecting the regions of the
world with more observations, assumed to spacially frame a specific regime. Detected fire
pyromes and regimes are characterized by climatic and demographic data. An evaluation
of the influencing factors is performed for the most relevant areas. A temporal analysis to
determine trends and seasonality patterns of fire activity is also carried out. (6) All results
and generated datasets are deployed on cloud services and a public-access repository, along
with the scripts to reproduce all steps of the study.
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7.2 Global Wildfire Datasets
Two global datasets containing observations of individual wildfires in vector formats obtained
from MODIS MCD64A1 collection 6 [139] with an underlying resolution of 500m were used
in this investigation. This collection, although a well-known and commonly used product,
is still limited. It suffers from a negative bias when estimating the total area burned at a
global scale, systematically underestimating smaller burned areas, being a limitation of the
dataset and our study in the MCD64A1 product. This limitation is characterized by a high
proportion of commission and omission errors (40.2% and 72.6%, respectively) compared
to Landsat 8 Operational Land Imager (OLI) image at a 30m resolution [55]. The lowest
errors (24% and 27%, respectively) are observed in the boreal forest biome characterized by
large, persistent, and well-defined wildfires while the highest error levels are achieved in the
tropical forest, temperate forest, and Mediterranean biomes (> 50 and > 90%, respectively).
However, both errors are found to be significantly compensated when evaluating the accuracy
of the product at coarser resolutions [55] (e.g., the order of km) as the one used in our study.

The Global Fire Atlas [24] from NASA1 provided us with about 13.3 million individual
wildfires between 2003-2016. This dataset contains information about the timing and loca-
tion of ignitions, the fire size, duration, and daily expansion as well as the fire line length,
its average speed, and dominant direction during the spread. Individual wildfire samples
between 2000-2018 were obtained from the GlobFire [32] Database2. This dataset provides
similar attributes to the Global Fire Atlas set (ignition, duration, size, daily burnt areas,
etc.) from which the same features are obtained via simple calculations.

Although these two databases represent the best available datasets depicting individual
fires and their characteristics, they have limitations. A known limitation of both datasets is
the over-fragmentation of wildfire events [32], where unique wildfires are split into multiple
ones due to the way these datasets are generated. In the case of Global Fire Atlas, it
applies a fire event identification algorithm at a tile level (obtained from MODIS data). This
approach leads to an artificial splitting of the fires following the pattern of grid tiles generated
by MODIS when a fire spreads over multiple tiles. The GlobFire Database attempts to
correct this limitation by introducing an algorithm that runs independently of the grid tile
and source, allowing it to avoid splitting unique wildfires covering more than one tile from
MODIS. Despite this improvement, it still suffers from this known limitation. Therefore, the
results presented in this study are impacted by this limitation, biasing fire behavior attributes
such as the average frequency and average wildfire sizes depending on the intensity of this
effect in different sections of the world. In practice, we dealt with this limitation, and
partially mitigate it, by consolidating both datasets. We deleted duplicated wildfires and
identified as many fragmented fires as possible by comparing overlapping events between
both datasets. Then, we selected the entries with the minimum number of wildfires, to
minimize the impact of this limitation in the analysis.

1https://daac.ornl.gov/cgi-bin/dsviewer.pl?ds_id=1642
2https://doi.pangaea.de/10.1594/PANGAEA.895835
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Finally, we generated a global raster summarizing yearly observations (2000-2018) and
statistics multiple resolutions (0.05 - 1), focusing the study on the 1 product. For this,
each wildfire and its attributes are projected into a grid according to the selected resolution,
calculating the average frequency [fires/year], size [km2], perimeter [km], duration [days],
expansion [km2/day], and the ratio between the perimeter and the area [km−1] at a cellular
level. A latitudinal correction is automatically applied (to all layers) to account for high-
latitude area perturbations. In addition, non-flammable areas including the poles and large
concentrations of water (oceans, ocean edges, lakes, etc.) are filtered from the grid to avoid
bias in the analysis and comparison between regions.

Climatic, land cover, and demographic layers were obtained from global reanalysis projects
providing gridded, monthly and yearly data between 2000-2018. The average, maximum,
minimum 2m temperature, and accumulated precipitation at resolution of 0.25 produced by
the ECMWF ERA 5 reanalysis3 were summarized to yearly data. We used the TerraClimate
dataset4 to extract the PSDI and climate water deficit with a resolution of 2.5 arc-min.
Annual land cover with a resolution of 500m was obtained from the MODIS/Terra + Aqua
Land Cover Type Yearly L3 Global 500m grid (MCD12Q1) Version 6 data product 5, that
provides global land cover types yearly. It classifies the world into 17 different land covers
including: water bodies, evergreen needleleaf forests, evergreen broadleaf forests, decidu-
ous needleleaf forests, deciduous broadleaf forests, mixed forests, closed shrublands, open
shrublands, woody savannas, savannas, grasslands, permanent wetlands, croplands, urban
and built-up lands, cropland/natural vegetation mosaics, non-vegetated lands, and sparsely
vegetated areas.

The estimated population density (number of people per square kilometer) for years
2000, 2005, 2010, 2015, and 2020 (used as a proxy for 2018) was extracted from the Gridded
Population of World Version 4 (GPWv4), Revision 11 dataset 6 at a resolution of 30 arc-s
grid cell and summarized for the period under study. Accessibility to cities, measured as
the land-based travel time (minutes) to the nearest densely-populated areas with 1,500 or
more inhabitants per square kilometer was obtained from the Malaria Atlas Project 7 with
a resolution of a 30 s-arc for 2015. In addition, we used the gridded global datasets of
Gross Domestic Product and Human Development Index between 2000-2015 8 to extract
and calculate zonal statistics for each spatial subgroup determined in our research of the
average GDP per capita in a given administrative area at a 5 arc-min resolution NetCDF
file, covering the period of 2000-2015. All features extracted from the different datasets
were consolidated into global GeoTif files with a common resolution as well as correcting the
perturbation of high-latitude regions using a Geographic information system (GIS).

3https://cds.climate.copernicus.eu/cdsapp#!/dataset/reanalysis-era5-single-levels
4http://www.climatologylab.org/terraclimate.html
5https://lpdaac.usgs.gov/products/mcd12q1v006/
6https://sedac.ciesin.columbia.edu/data/collection/gpw-v4
7https://malariaatlas.org/research-project/accessibility_to_cities/
8https://datadryad.org/stash/dataset/doi:10.5061/dryad.dk1j0
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7.3 Clustering analysis
A numerical database derived from the global wildfire data between 2000-2018 was generated
from the consolidated GeoTif files with each row associated with a cell in the global grid map.
We only included cells within the land (no water/oceans). Features (columns) correspond to
yearly fire-related variables. Clusters were defined using the normalized yearly average values
of the whole data of the frequency (number of fires per year), size (area in square kilometers
covered by the fire), perimeter (km), duration (days until the fire was suppressed), daily
expansion (area evolution per day), and ratio perimeter/area of the observations, classifying
each pixel of the grid as a part of a unique fire regime.

Multiple clustering and unsupervised machine learning algorithms (density-based spatial
clustering of applications with noise (DBSCAN), ordering points to determine the clustering
structure (OPTICS), K-Means, and self-organizing maps) along with dimensionality reduc-
tion techniques (principal component analysis (PCA) and t-distributed stochastic neighbor
embedding (t-SNE)) were tested and compared. Quantitative and qualitative comparisons
were performed using various performance metrics such as intra/inter distance between
groups, the silhouette value [330], and the elbow method comparing the sum of squared
distances from each point to its assigned center [182]. Therefore, a range of potential groups
were obtained based on the described fire behavior characteristics. The final number of
groups was obtained by performing statistical analysis of all possible classifications by com-
paring multiple subsets of features, number of clusters, algorithms, and expert assessment.

The PCA [364] algorithm is implemented to quickly visualize multidimensional data
into a two-dimensional map by selecting independent components that retain the maximum
percentage of the dataset variance. In our study, we implemented it as a pre-processing step
before applying clustering algorithms, useful for testing the robustness of the classification,
and to evaluate/visualize the incidence of the climatic and demographic components on each
pyrome and fire regime. For this step, we performed an independent PCA for each set
of attributes, i.e., climatic and demographic, selecting a unique component to summarize
each dimension. Applying this method, we obtained unique components explaining 51%
and 59% of the variance of the features, respectively. These components provide us with
potential explanations regarding the driving factors behind each fire regime, characterized
by the following weights: βPDSI = -0.135, βAV GTemp = 0.694, βTotalPrecipitation = 0.707, βGDP
= -0.590, βPopD = 0.556, and βAccess = -0.584.

The t-SNE algorithm [213] is a non-linear dimensionality reduction technique used for the
visualization of high-dimensional datasets. It computes a probability distribution for pairs i, j
of multidimensional observations such that similar objects lead to higher probability values
(Eq.1, σi is the bandwidth of a Gaussian kernel). Then, a second probability distribution
is defined over all observations in a low-dimensional map, minimizing the Kullback-Leibler
divergence [194] between the two calculated distributions.

P(j | i) =
e(−‖xi−xj‖2/2σ2

i )∑
k 6=i e

(−‖xi−xk‖2/2σ2
i )

(Eq.1)
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We apply this algorithm to visualize the centroids of the regimes into a two-dimensional
map, providing an effective tool for evaluating similarities/differences between clusters and
interpreting the fire regimes obtained from multiple clustering algorithms. This analysis
is supplemented by dendrograms providing a hierarchical structure of the centroids of the
clusters (see Appendix E).

K-means [126] is used as the main unsupervised learning algorithm to classify the obser-
vations into k clusters. It seeks to minimize the within-cluster variance. We apply it to our
multidimensional dataset with different pre-processing techniques (e.g., normalization, stan-
dardization, and dimensionality reduction methods). Although this is an NP-hard problem
[19], it can be solved with heuristics converging to local optimal values.

K-mean models are fitted for all k ∈ [2, 35]. Performance metrics (e.g., silhouette, the
sum of squared distances) and all centroids statistics are recorded and a series of plots are
generated to visualize the core characteristics of each fire regime. From the experiments,
convergence in the performance metrics is observed with k ∈ [10, 20] and significant im-
provements are observed until k = 10. We determine the configurations that best balance
the trade-off between complexity, interpretability, and reproducibility. Once a cell is classi-
fied, a label feature is generated in a GeoTif band, capable of remapping the cells into the
world grid for visualization purposes and expert assessment. A Gaussian kernel is applied
to smooth the results.

We compare the results of the previous algorithm with DBSCAN [301], a non-parametric
clustering algorithm that groups points closely packed together (based on a distance metric)
and can detect outliers points (belonging to low-density regions) as noise, discarding them
from the grouping procedure. The algorithm finds the set of points in the ε-neighborhood of
point x, i.e., Nε(x) := {y ∈ Rn : ||x− y|| ≤ ε}, where ε is a parameter provided by the user
(100 in our study). Next, we determine core points which are points with |Nε(x)| > minP
where minP is the minimum number of points needed to be considered as a core point
(35 in our study). Using a network approach, connected components of the core points are
determined. Finally, non-core points are assigned to their closest ε-cluster satisfying the
cardinality constraint, otherwise, they are labeled as noise. As opposed to K-means, it does
not require to specify the number of clusters k in the data before training and there is no
assumption about the shape of the clusters or their distribution. Similar results are obtained
using the OPTICS [27] algorithm.

Self-organizing maps [184] correspond to artificial neural network models applied in the
context of non-linear dimensionality reduction of high-dimensional data. Following an unsu-
pervised learning approach, models are trained using competitive learning, where nodes of
the network are activated (compete) to represent certain characteristics of the data. Training
samples are fed into the network, calculating their Euclidean distance with respect to the
weight vectors of the nodes, initialized by sampling from the subspace generated by the two
largest principal component eigenvectors [90]. The weights of the neuron(s) with the closest
distance (best matching units) are updated using Eq.2 where Wu(t) is the weight of neuron
u at time-step t, θ(v, u, t) is the distance function between neuron v and u at step t, η(t) is
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the learning rate, and D(i) is the input vector of the i-th training sample.

Wu(t+ 1) = Wu(t) + η(t)θ(v, u, t)(D(i)−Wu(t)) (Eq.2)

This process is repeated for each input vector for a number of training epochs or until
convergence within a small δ > 0 threshold is achieved. Once the map is obtained, the
components of the U-Matrix [341] are calculated as the average distance between the vectors
of node’s weights and their closest neighbors (eight nodes in a rectangular grid), representing
high-dimensional data as a two-dimensional matrix. By applying a color gradient (e.g., blue
to red), the U-matrix can be used to determine potential clusters of data where cooler sections
(compact regions) can be considered as clusters and warmer areas represent the boundaries
(larger distances) between these groups.

This representation can help to visualize the clusters in high-dimensional spaces or to
recognize them automatically using relatively simple image processing techniques. We pro-
cess the resulting U-matrix with a Laplacian of Gaussian (LoG) [185] kernel, one of the most
widely used and effective blob detection methods aimed to detect homogeneous areas within
an image that are significantly different (e.g., color and brightness) from their neighbor-
hood. Belonging to the family of differential methods, based on derivatives of the function
with respect to the position, it consists of a sequential application of a Gaussian kernel (to
smooth the image and attenuate its noise) and the Laplacian filter, emphasizing regions of
rapid intensity change. Thus, the LoG operator (Eq.3) used to convolve with the U-matrix
is obtained to determine potential fire regime classifications.

LoG(x, y) = − 1

πσ4

[
1− x2 + y2

2σ2

]
e
−
x2 + y2

2σ2 (Eq.3)

7.4 Spatial and temporal analysis
Gaussian kernels using a radius of 5 and bandwidth h that minimizes the mean integrated
squared error (Eq.4) – measuring the difference between the original function f(x) and its
kernel density estimator f̂h(x) – are applied for the spatial characterization of regimes. We
determine the regions of the world with the most fire observations, based on the density
of cells belonging to a particular regime. Contour lines are calculated for each local region
(regime) accounting for 10, 30, 50, 70, and 90% of the local observations to determine
the areas of the world where the fire regime is focused. Regions with at least 30% of the
local observations are then ordered by area (largest to smallest), characterizing the top five
or maximum numbers with a significant area in terms of demographic, climatic, and soil
features. Once the regions are determined, historical time series are generated for each
regime for all relevant features, focusing on the inter-annual and monthly aggregated fire
frequency and average fire size, to determine regional seasonality and trends.

MISE(h) = E
[∫

(f̂h(x)− f(x))2dx

]
(Eq.4)
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The time series are decomposed into trend (T ), seasonality (S), and noise (ε) using a
linear additive decomposition model where y(t) = T (t) + S(t) + ε(t). Seasonal components
are filtered using a centered moving average. The average of this smoothed series, for each
period, corresponds to the seasonal component.

7.5 Identifying Pyromes and Fire Regimes
The proposed framework is presented in Figure 7.1, emphasizing the knowledge discovery
and extraction process of the study. Core operations are performed at the third stage of
the framework, where unsupervised learning algorithms and techniques to process multidi-
mensional data, such as self-organizing maps (Figure 7.2), are applied to determine patterns
from the data and to validate the interpretability of the obtained results.

First, cells covering the world are classified into different pyromes based on historical fire
behavior and observed patterns within their location. The observed fires are characterized by
six variables: the average frequency [fires/year] (0.30 to 1175.74), size [km2] (0.28 to 511.61),
perimeter [km] (2.25 to 102.79), duration [days] (1.34 to 12.81), expansion [km2/day] (0.23
to 18.23), and ratio between the perimeter and the area [km−1] (0.78 to 8.45). We determine
fifteen clusters defining general fire pyromes (Figure 7.3) distributed across the globe (Figure
7.4). These pyromes significantly differ in the mean characteristics of their fires and their
spatial distribution (see Appendix E for details per pyrome and regime).

These pyromes can be further condensed into six relevant macro-groups sharing clear fire
behavior characteristics (Figure 7.3): very large, fast-spreading, and frequent wildfires (R10);
large and frequent fires (R11, R2, and R4); medium-sized, slow-spreading and infrequent fires
(R7, and R14); small, medium-to-high frequency, and long-shaped fires (R13, R0, and R5);
small and infrequent fires (R9, R1, and R8); and small/medium and very frequent wildfires
(R12, R3, and R6).

Further analysis of the different pyromes based on their fire sizes, frequencies, and ex-
pansion rates reveals that R10 regime, mainly distributed across northern Australia and
Southern parts of Africa, is defined by the largest and fast expansion fires, with an average
fire size of 511 km2 and 18 km2/day average expansion. Following in ranking of the fire size
but with medium-to-high occurrence frequencies (average of 172 fires per year), are R11, R2,
and R4 pyromes with mean fire sizes of 107, 34, and 24 km2, respectively. These four py-
romes are often spatially associated with each other and the region covered by R10 pyrome.
We observe that R11 pyrome regions usually surround the most fire-affected R10 areas. In
some cases, the surrounding R11 cluster is accompanied by milder R4 and R2 pyromes,
even though the latter pyromes generally occur in the Central African region, Brazil, and
Kazakhstan. This spatial pattern of the observed fire activity matches with the gradient of
environmental conditions, a common process of several ecological phenomena [183].

Pyromes R7 and R14 have average fire sizes of 34 and 9 km2, respectively, but signifi-
cantly lower frequency than the previously mentioned. The occurrence of R7 and R14 show
similar patterns, being mainly distributed across the boreal forests of America and Asia.
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A heterogeneous macro-group was created from R13, R0, and R5 pyromes, consisting of
small-to-medium fires, with sizes between 2 to 5 km2, and medium frequencies. In the case
of R0 and R8, there are 31 and 9 fires per year, respectively. In the case of R13, there are
307 fires per year on average. These pyromes are distributed across most of Europe, Asia,
and America, on warmer zones than those where R7 and R14 are distributed.

R12, R6, and R3 pyromes comprise a more spatially compact category defined by small to
medium sizes (2.94 to 4.7 km2) and very high frequencies (598.62 fires per year on average) of
fires occurring almost exclusively in the tropical areas of Africa and in South Asia. Finally,
regimes R8, R1, and R9, with average fire sizes of smaller than 2 km2 and low frequencies
(lower than 2 fires per year for R1 and R9, and 9.44 fires per year in the case of R8), are
widely distributed across the world, particularly abundant in both cold and dry vegetated
regions as well as in wet evergreen tropical forests. From the above mentioned analysis, it
can be seen that the characteristics of fires and their distribution confirm that there is a
relationship between vegetation, climate, socio-economic factors, and fire activity. However,
the distribution of the areas corresponding to a majority of the fire pyromes is rather dis-
persed (Figure 7.4), and no single combination of factors seems to explain the occurrence of
individual regimes.

Next, we deepen the analysis by exploring the spatial distribution of the pyromes across
the globe in an attempt to define fire regimes. For this, we determine the most relevant
(largest and densest) disjoint regions belonging to each pyrome. Fire regimes are determined
by a spatial density analysis (see Section 7.4), indicating the regions of the world where
observations belonging to each pyrome are mainly distributed. We denote the regimes by
the combination of the regime alias with letters (a, b, c, d, and e) associated with their area
(decreasing order), i.e., R1-a denotes the largest regime of pyrome R1 and, R2-c the third-
largest regime belonging to R2 (see Figures 7.5 and 7.6). Interestingly, although the regimes
within a pyrome share historical fire patterns, significant differences can be observed for
those regimes in terms of location, climate, and socio-economic variables (Figure 7.5) and the
proportion of dominant land covers. Here we include socio-economic descriptors (per capita
gross domestic product (GDP) [USD], population density [individuals/km2], and accessibility
[minutes]) and climatic conditions (historical temperature [C], precipitation [m], water deficit
[mm], and Palmer drought severity index (PDSI) [18]) Similarly, different seasonal patterns
and trends of fire-related variables such as frequency and average size, are observed from a
time series analysis within the areas of different regimes as represented for the five largest
regimes related to pyrome R1 in Figure 7.6.

When evaluating the relationship between the location of fire regimes within the identi-
fied pyromes and potential driving factors (i.e., climate and socio-demographic conditions),
different patterns and trends can be observed. However, due to their significant variability,
there is no conclusive evidence to identify the main factors defining each pyrome. There-
fore, we proceed to analyze the regimes within each pyrome. By applying an independent
principal component analysis (PCA, see Section 7.4) on the climatic and socio-demographic
features characterizing each pyrome and regime, we project them into a two-dimensional
map to identify relevant patterns. Plotting and analyzing their demographic and climatic
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(A)

(B)

Figure 7.2: Discovering pyromes. Self-organizing maps are useful for summarizing multidi-
mensional fire data and for determining potential groups of similar characteristics. These
data are reduced to a two-dimensional grid and samples are organized according to their
Euclidean distance. Observations sharing similar characteristics are easily visualized in a
topographic map (A) where warmer colors represent widely separated samples and cooler
colors depict closely related values. Using image processing algorithms (see Section 7.3),
we detect significant potential pyromes/clusters (red circles). The number of observations
belonging to each section of the map can be presented in a matrix known as hit-map (B).
As an example, we can easily observe the group of cells without fire activity as a large dark
blue region (top) and white valley (bottom), representing a significant percentage of the
observations.

components (Figure 7.5) we observe: a) Regimes associated with low fire activity pyromes
(R1, R8, and R9) show similar dispersion and trends for their demographic and climatic
components. These regimes are commonly located in dry, cold, and sparsely populated ar-
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Figure 7.3: Pyromes’ hierarchy. Dendrogram summarizing the hierarchy of the determined
fifteen pyromes and similarities between them. As observed, the pyromes can be collapsed
into six macro groups sharing fire behavior characteristics, consistent with our statistical re-
sults (see Appendix E), where, for example, the pyrome of observations representing extreme
and rare events (R10) is clearly independent of other clusters.

eas, with an exception for the regimes associated with the R8 pyrome. These regimes often
appear in more densely populated regions of the world and under less extreme weather con-
ditions. In all cases, no common land uses were found to define fire activity. No pattern
is observed, with land covers varying from a predominance of evergreen forest in warmer
areas, to grasslands and sparse vegetation in colder regions, whereas in milder and more
populated areas, there is often the presence of mosaics of different land uses; b) Regimes
experiencing large fires (within pyromes R2, R4, R10, and R11) are often located on bal-
anced areas where no predominance on any of the demographic or climatic components can
be observed, but focusing on colder regions for regimes within the R4 pyrome, the one with
the milder fire activity of the group. The most common land uses within the area of these
regimes are grasslands, savannas, and shrublands. c) Regimes belonging to pyromes where
large but slow spread fires are present (R4 and R7), are always framed by cold, dry, and
non-populated areas, covered mainly by savannas and shrublands. In this case, regimes and
the associated pyromes share very similar climatic and socio-economic characteristics; d)
Regimes where small but very frequent fires are characteristic (pyromes R3, R6, and R12)
are located in densely populated areas, with less than average incomes, where warm and
moist conditions plus the dominance of savannas and shrublands are common. However,
a singularity can be observed in South-Asia, where the observed fire conditions are related
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Figure 7.4: Fire pyromes. Cells covering the gridded world are classified into the six macro
groups determined in the dendrogram (different colors) composed by the determined pyromes
based on historical averages of fire characteristics including average annual burning frequency,
size, perimeter, duration, daily expansion, and perimeter to area ratio values. The white and
light brown backgrounds represent sections of the world where no fire events were registered
for the studied period. From the results, certain pyromes cover multiple regions of the globe
that do not seem to be related by climatic or demographic conditions. In order to understand
their composition, we need to determine and characterize those areas where the observations
of each group form a compact and well-defined cluster (via a density analysis) identifying
fire regimes associated with specific regions.

to more diverse landscapes in which evergreen forest, savannas, and croplands cohabitate;
e) Regimes associated with medium-small size fires but far less frequent than the previous
ones, tend to be present under a wider range of conditions, as observed in their associated
pyromes (R0, R5, and R13). These regimes can occur in areas dominated by grasslands,
croplands, and savannas, but we can also find large areas covered by mixed or evergreen
forest, leading to a higher level of landscape fragmentation. In general, we note that low
population densities are common for those regimes located in dry and cold regions. On the
other hand, the density of the human population increases sharply when these regimes are
located in warmer and moister regions.

Although an analysis of combined driving factors by regimes provides a deeper under-
standing of the variability of conditions associated with these regimes, it still captures only
a portion of the full picture required to understand fire regimes. To accomplish this goal,
the best way is to observe each of the regimes and the potential influencing factors indepen-
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Figure 7.5: Regimes and driving factors. Demographic and climatic variables of the most
relevant regimes per pyrome are summarized into two independent components using a prin-
cipal component analysis (PCA) to visualize the regimes’ driving factors (A.1, B.1, C.1,
D.1, and E.1 panels). A denser population, lower GDP, and harder accessibility characterize
regimes located in higher values on the demographic component (y-axis). Regimes located
in higher values on the climatic component experience higher average temperatures, higher
precipitation levels, and lower PDSI values (x-axis). A shaded region connects regimes within
the same pyrome, highlighting the dispersion of the regimes’ potential driving factors within
each pyrome. The spatial location of the regimes (A.2, B.2, C.2, D.2, and E.2 panels, match-
ing the colors of the regimes in the PCA plots) and the proportion of the dominant land
covers per pyrome (A.3, B.3, C.3, D.3, and E.3 panels) are included for reference, providing
an overall comprehensive characterization of the most relevant regimes (62 in total) for each
pyrome. Detailed results per regime including their dominant land-covers can be found in
Appendix E.
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Figure 7.6: Characterizing fire regimes. Five largest spatial regimes are determined and
represented with different colors for R1 pyrome after a kernel and contour level analysis.
Despite belonging to the same pyrome, dense observation areas are spread in regions with
very different climatic and demographic characteristics. In this pyrome, regimes cover parts
of the western coast of Canada and Alaska (dark green), the Amazonian forest of Peru and
Brazil (blue), the North America great lakes area (green), the eastern extreme of Russia
(orange), and the central Asia region (gray). Significant differences can be observed be-
tween these regions in (A) location and land-cover distribution; (B) socio-demographic and
climatic attributes; and (C-E) seasonal fire characteristics. Land covers observed in the py-
rome include savannas (WDS, SAV), grasslands (GRS), conifers (ENC), evergreen broadleaf
palmate (EBP), shrublands (OSL), mixed forest (MFS), water bodies (WBS), non-vegetated
(NV), croplands (CRO), and permanent wetlands (PWL). Similar comparisons and deeper
assessments can be performed for all regimes (see Appendix E).
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dently. As an example, we explore the regimes within the R1 pyrome (Figure 7.6), where
differences between regimes are especially clear between the Amazonian regime, denoted in
blue, and the two regimes located on the northern hemisphere denoted by different shades
of green. In this example, we found that the largest regime (R1-a) located in the western
part of North America describes the characteristic of low fire activity (1.63 fires per year
on average) of R1 regime, driven by cold temperatures and sparse vegetation on the in-
land parts of the area and probably an intense suppression on the coastal zones. On the
other hand, the Amazonian hot-spot (R1-b) is influenced by very high moisture (PDSI of
75.39, 0.23 m of average yearly precipitation) due to rainfall and closed vegetation coverage.
The hot-spot located in the area of large lakes (R1-c) is characterized by a heterogeneous
landscape of mixed forests (16.8%) and croplands (35.9%), which together with suppression
policies may justify its limited fire activity. From the two regimes located in Asia, the one
on the eastern part of Siberia (R1-e, orange) is characterized by cold weather (an average of
-8.88 C through the year), low population density (0.056 individuals per km2), and sparse
vegetation. On the other hand, the area in central Asia (R1-d) is clearly defined by the lack
of water (average water deficit of 415.79 mm) and absence of large plants (86% of the land
covered by a combination of grasslands and non-vegetated areas). Considering the omission
of seasonality from the metrics used to define the pyromes, differences in this regard can be
observed a posteriori among the regions. Whereas some subgroups show a clear tendency
to aggregate the number of fires and area burned in summer in the northern hemisphere,
the Amazonian regime shows a lesser tendency to aggregate over a specific season, with the
peak fire activity between December and January, but still occurring in the rest of the year.
The eastern Siberian regime also shows a different temporal pattern, having most of the
fires in spring, but those of larger size during summer (see Appendix E for a comprehensive
description of all pyromes and regimes).

The results show that different combinations of climatic, vegetation, and human factors
may lead to similar fire patterns in different regions of the world. However, a change in those
factors may induce swifts on fire activity to nearby locations [17, 315]. Nevertheless, it is also
possible to determine clear gradients of fire activity if one of the influencing factors, especially
climate or vegetation, changes accordingly. This spatial gradient is clear in those regimes with
little fire activity and limited by low temperatures and scarce vegetation in northernmost
boreal areas. As an example, we observe some regimes associated with pyrome R9 shifting
into regimes characterized by the fire activity of R1, and, when fire-related conditions become
more conducive, to regimes belonging to R7 or R14 pyromes. Similarly, regions with larger
and fast expansive fires (e.g., characteristic of R10) are surrounded by pyromes sustaining
smaller but still large fires (R11, and this one, surrounded by regimes within R4) if the
climate and vegetation become gradually less hazardous. It is also possible to identify swifts
on fire activity in nearby areas caused by non-natural processes. For example, in the limits of
the Amazonian forest (R4-c) where continuous coverage of the rain forest has been disrupted
[91, 92, 134] leading to sustain frequent fires of considerable size nowadays. Other natural
processes can be observed across Asia, where slight differences in climate and subsequently
in vegetation, e.g., increased rainfall in Kazakhstan (R4-a) or higher temperatures (R0-a),
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modify the recurrence and size of fires. Contrary to this process of increased fire activity due
to deforestation processes, in western Australia (R4-e), an arid environment is also able to
sustain recurrent fires after stabilization of the allochthonous vegetation [67]. Therefore, it
can be stated that there is a clear, but still complex relationship between the distribution of
the driving factors and fire activity. Studies based on the impact changing factors have on
fire activity, provide an important source of information about the past and future change of
fires and their impact [49, 143, 176], but only an understanding of the interactions between
factors in an area corresponding to a fire regime, and comparisons between regimes will
provide the whole picture to understand why a regime is present on a certain region and not
in another. Moreover, a similar approach should be conducted to predict possible swifts in
regimes that, as has been shown can hardly be interpreted by the change of a unique factor.

The proposed methodology is able to spatially frame a fire regime on a specific area, with
a high level of fire activity homogeneity, vegetation characteristics, and underlying vegetation
factors. Constraints due to the different interpretations of fire regimes [191] have restraint
this delimitation process at a global scale. This point is crucial, as it is recognized that
understanding the fire regimes is the key to understand the present and future fire activity
and its impact on the earth. The most limiting constraint for delimiting fire regimes at a
global scale seems to be coupling the fire activity and the associated vegetation. This study
did not assume that a single vegetation type has to be associated with a fire regime, as fire
controls are heterogeneous across landscapes, and the spatial configuration of vegetation and
fuels define the characteristics of a fire regime on a landscape [262, 321]. Assuming that,
at a global scale, a mosaic of vegetation groups does not influence or can be part of a fire
regime seems a very limiting premise. In this context, we believe that a global mosaic of
vegetations types and other land covers, even if coarse, should be also considered as a part
of what defines a regime, not a constraint. Moreover, if fire regimes are to be studied, they
need to be framed spatially, and neither the results from defining equal fire pyromes nor the
use of single vegetation groups can solve one of the most essential requirements for setting a
fire regime: define the specific region where fire characteristics are repeated over time [191,
236].

7.6 Conclusions
Understanding and characterizing the wildfire regimes will provide crucial knowledge for a
better understanding of both temporal and spatial impact of fire on the evolution of ecosys-
tems, and on several services that are provided by them [65]. For example, perturbations in
the regime have a significant impact on the whole ecosystem, particularly with vegetation
[51]. A comprehension of the characteristics/trends and main features/factors that define
the current regime will be crucial to support environmental conservation decisions in order
to avoid swifts in undesirable and sometimes irreversible directions. This will allow national
or supranational authorities to account for and whenever possible mitigate those changes
supported by scientific and quantitative results/analysis.
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The proposed framework and classification system allow the determination of fire regimes
and their most common regions in a systematic way, without assuming that geopolitical
borders or climatic characteristics of vegetation biomes are a constraint when framing their
influencing area. Revealing similarities and dissimilarities between the fire pyromes and
underlying factors provides the necessity of specific studies and adaptation measures across
the globe, planned according to the relative importance of the driving factors and their
expected change. This type of assessment, as shown by the study, requires a two-step
clustering process. One based on fire characteristics alone and a second one focused on the
spatial distribution of those fire characteristics. Without splitting a fire pyrome into spatially
framed regimes, it has been clearly stated that understanding the underlying factors that
cause such specific fire behavior becomes not only difficult but also may produce inconclusive
or even misleading results. Maintaining, restoring, or mitigating fire activity depends on the
understanding of current natural fire regimes, and their change under future conditions.
This knowledge cannot be based on global generalizations but should base on site-specific
recommendations. Site-specific considerations other than climate should be embedded into
the models. Similarly, any global study related to fire activity or its future change should
integrate the combination and interrelation of all influencing factors, often regionally specific,
without assuming global oversimplifications on the impact of a single factor or its change.
Delimiting fire regimes in the space, study them individually, compare distant regimes with
similar fire activity, or adjacent fire regimes with differences in fire activity may be the key
to truly understand the complexity of fire regimes.
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Appendix A

Cell2Fire: Cellular-Automata Wildfire
Simulator

A.1 Cells attributes
Cells have attributes concerning the structure of the forest as well as the past and current
state of the simulation are the main processing units in Cell2Fire. The main fields that
define the state of a cell i ∈ N are the following:

i) Fuel type: following the classification criteria of the Canadian FBP System, each cell
is assigned a specific fuel type (e.g., conifer, grass, non-fuel) represented by an FBP
code, which will be used for selecting the specific fire spread models and corresponding
coefficients defined by the FBP System in order to predict the ROS in that cell.

ii) Slope: the slope (%) and the upslope direction (radians) have a significant impact on
the predicted ROS.

iii) Elevation: altitude in meters of the current cell with respect to the sea level.

iv) Location: latitude and longitude coordinates are provided with the instance.

v) Status: cells are classified into five different states during the simulation time steps,
namely “Available”, “Burning”, “Burned”, “Treated”, or “Non-Fuel”.

In addition, each cell contains a series of secondary parameters that allow Cell2Fire to
track the growth of the fire within the forest and change the state of the current simulation
run. The fire dynamics group includes the fire ignition date and time of each cell, the fire’s
progress along each axis, and the effective rate of spread ROS(t, θ) values (per period and
axis angle). Due to this independent structure, cells can be treated as individual units al-
lowing an efficient parallel computing approach for each time step. We can therefore update
their status and generate the relevant fire messages to model the fire dynamics of each burn-
ing cell in parallel using independent threads and thereby obtain significant improvements in
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execution times (from hours in serial mode to minutes in parallel mode) when dealing with
large fires that have many simultaneously active cells.

A.2 Fire propagation dynamics
The fire growth model is straightforward. Every time a cell is ignited by an adjacent cell
it acts as a new source of potential ignition for neighboring cells in the forest, updating
the progress of the fire along each available axis (center-to-center directions).Once the fire
instance data has been read and the forest has been initialized, the main simulation steps
are as follows:

Algorithm 2 Cell2Fire Pseudo-code
1: procedure Sim(ForestData, FTypes, Ignitions,Weather, TMax,Options)
2: Step 0: Initialize Cell2Fire
3: Parse inputs, options, read data, initialize objects
4: FPeriod← 0, nsim← 0
5: Step 1: Ignition
6: ic← Choice(Ignitions)
7: BurningCells ∪ {ic}
8: FPeriod← 1
9: Step 2: Fire Dynamics (Send-Receive)

10: Let i ∈ BurningCells, if i→FPeriod j, where j ∈ Adj(i) :
11: BurningCells ∪ {j}
12: FPeriod← FPeriod+ 1, Update Forest, Weather
13: Repeat, until FPeriod > TMax
14: Step 3: Results and Outputs generation
15: Generate Grids, Statistics, Output plots
16: end procedure=0

where we use the following notation to describe the main steps of the simulation shown
in Algorithm 2:

• N denotes the set of cells in the forest and i ∈ N represents cell i ∈ N .

• Adj (i) denotes the set of available cells that are adjacent to cell i (at most 8).

• BurningCells is the set of cells that are currently burning.

• i→t j indicates that cell i “sends a message” to cell j at time t

i) Relevant fire parameters are calculated by performing calls to the FBP System module
to determine the ROS for each available fire spread axis of burning cells based on
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fuel characteristics, topography, and weather. Following a discrete time simulation
approach, the internal simulator clock advances one unit of time – a user-input precision
parameter – and the fire’s progress is updated along each axis for each burning cell.

ii) Fire spread between cells is modeled by using a sending/receiving message approach
(which enables parallelization) based on the computed ROS along each axis. If the
fire reaches the center of an adjacent cell during the simulated time step, a message is
sent and instantaneously received. Checking environmental conditions and the cell’s
characteristics, the cell begins burning (or not). This process is the core of the simulator
and the critical performance bottleneck that comes into play when simulating fire
spread across large landscapes. However, we designed it to maximize the parallel
performance of the code.

iii) The previous steps are repeated until some specified ending criterion is satisfied: e.g.,
the maximum number of weather periods, the maximum simulation time, and/or some
fire-ending event condition. Statistics regarding the status of the forest as well as plots
and other outputs of the fire scar evolution are produced.

Rate of Spread from cell to cell

We use the Canadian FBP System and the procedure for parameterizing an elliptical fire
growth model described to model the growth of elliptical fires in each burning cell. This
method does not require the ignition point or the point of propagation to coincide with
either of the two foci of the ellipse, although the authors indicate that “small differences
between the point of ignition and the focus of the ellipse do not change the results”, i.e., the
elliptical propagation shape/size. The components of the fire spread model are the following:

• An elliptical fire has a HROS (head), a BROS (backing) and a FROS (flank). Let a,
b, and e be the semi-major, semi-minor, and eccentricity of the ellipse, respectively.

• The FBP system predicts the HROS, the BROS and the length to breadth ratio (LB)
which is 2a/2b or a/b.

• During the first time interval t, the fire will spread from its ignition point towards the
center of the ellipse and then from the center of the ellipse to the farthest edge of it.

• At time t, we have:

a =
HROS +BROS

2
× t, (A.1)

b =
2× FROS

2
× t, (A.2)

to expand the ellipse generated by the propagation of fire at time t on its two main
axes.
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• Noting that LB =
a

b
we have FROS =

HROS +BROS

2LB
. Therefore, the eccentricity

is:

e =

√√√√√√√1−

 (FROS × t)2

(HROS +BROS)× t
2

2

 (A.3)

Using these equations and the procedure described in Prometheus, we can estimate the ROS
from the center of a cell to the center of any adjacent cell as in equation (1).

A.3 Detailed inputs

Scenario datetime APCP [mm] TMP [C◦] RH [%] WS [m/s] WD[◦]

JCB 2001-10-16 13:00 0.0 17.7 20 21 225
JCB 2001-10-16 14:00 0.6 16.9 18 25 205
JCB 2001-10-16 15:00 1.2 16.1 20 27 190
JCB 2001-10-16 16:00 10.0 15.8 20 37 232
JCB 2001-10-16 17:00 5.3 13.9 25 43 225
JCB 2001-10-16 18:00 2.1 12.1 35 45 222
JCB 2001-10-16 19:00 0.9 10.6 41 46 241
JCB 2001-10-16 20:00 0.0 11.3 39 18 248

Table A.1: Extract of an hourly weather stream file. Average precipitation (APCP), tem-
perature (TMP), relative humidity (RH), wind speed (WS) and wind direction (WD).

Sample files are included with the distribution of Cell2Fire for the publicly available
Dogrib fire instance1 as well as simple generated test instances. In addition to the main
input files, a set of options and user-provided parameters for exploiting all the flexibility of
the simulation engine including adjusting options for the ROS are available as secondary
inputs when running Cell2Fire.

1http://www.firegrowthmodel.ca/prometheus/software_e.php
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A.4 Propagation model validation

Dogrib fire

Figure A.1: Dogrib MSE and SSIM hourly evolution (22 hours simulation).

Hour 1-MSE [%] SSIM [%]
1 99.98 99.83
2 99.85 99.42
3 99.74 99.05
4 99.47 98.28
5 98.29 96.27
6 96.54 93.94
7 94.33 90.86
8 93.08 89.30
9 92.26 88.32
10 89.50 84.81
11 88.74 83.87

AVG [%] 95.62 93.08

Hour 1-MSE [%] SSIM [%]
12 88.37 83.38
13 88.01 82.84
14 88.03 82.83
15 88.06 82.81
16 88.06 82.77
17 88.04 82.74
18 87.98 82.62
19 87.96 82.58
20 87.94 82.54
21 87.95 82.51
22 87.97 82.49

AVG [%] 88.03 82.74

Table A.2: Dogrib accuracy and structural similarity index measure values per hour (22
hours evolution).
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A.5 Parallel performance analysis

Methodology

The high complexity of the simulation scheme poses a challenge for measuring the per-
formance of our implementation: each fire has a large number of parameters and specific
characteristics that lead to different outcomes. Thus, different fuel types, weather streams,
forest structures, and/or ignition points could lead to completely different fire dynamics (e.g.,
number of simultaneous burning cells, number of burned hectares), and hence, to different
performance when operating serially or in parallel. In order to account for this, multiple in-
stances/forests based on real fuel, weather and topographic data are generated and average
results are used to describe the performance of Cell2Fire.

Performance is measured by calculating both the strong and weak scaling efficiencies –
as well as speedup factors – obtained for different experimental instances ranging from sizes
(number of cells inside the forest) n ∈ [4 − 1M ]. Summary plots are generated in order to
visualize the performance of our parallel implementation.

Instances: Data

Two weather files from weather stations located in Canada containing all relevant inputs
for 7 and 36 hours were used for all instances. Each set of experiments for n cells uses the
same ignition points for comparison purposes, starting fire growth at the same time for 1-
minute time-steps. Larger instances are generated by mixing locations using real landscape
attribute data gathered from Canadian forests. In addition, homogeneous instances (same
fuel type for all cells) are included in each experimental set for the purpose of performance
experiments.

Hardware & Software

The optimization and parallelization of Cell2Fire were developed for a specific hardware
and run-time environment for the National Energy Research Scientific Computing Center
(NERSC). In addition, tests have been performed in a common laptop for comparison pur-
poses. All experiments, benchmarks, and performance results are implemented using the
following hardware and software:

1. NERSC’s Cori supercomputer: Phase I

• Intel R© XeonTM Processor E5-2698 v3 ("Haswell") at 2.3 GHz (32 cores per node)

• 64 KB 8-way L1, 256 KB 8-way set L2, and 40 MB 20-way set L3 cache (shared per
socket)

• SUSE Linux version 4.4.74-92.38-default. Built with g++ version 4.8.5
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2. Laptop

• Intel R© Core I7 4510U at 2.0 GHz (2 cores)

• 64 KB 8-way set L1, 2 x 256 KB 8-way set L2, and 4 MB 16-way set L3 cache

• Ubuntu 16.04.2 LTS / Windows 10

Parallel Structure

Our algorithm performs three operations at each time step: (1) checking for new lightning
ignitions (igniting), (2) updating the fire progress of already-burned cells and analyzing newly
burned ones (sending messages), and (3) marking newly burned cells as burning (receiving
messages).

The ignition stage is very quick (less than 1% of the total execution time), with most
simulations only igniting a single time at the first time step of the simulation. The sending
messages stage updates the ellipse associated with every burning cell. Because we can have
a large number of cells burning at once and there are no direct dependencies on neighboring
cells, this part is easily parallelizable. Each cell, in addition to updating itself, can also “send
a burning message” to an adjacent cell. In the receiving messages stage, we analyze the
“burn messages” sent to non-burning cells and mark them as burned if the conditions are
met. This part is also potentially parallelizable, but because the number of newly burned
cells at a single time-step is dwarfed by the number of currently burning cells, we found that
a speedup here is of lower priority (≈ 10% of total execution time).

Parallelization: OpenMP work-sharing

Due to the easily parallelizable structure of our code, the most suitable approach for paral-
lelizing its execution consists of a shared-memory approach using the well-known OpenMP
API. This is an advantage since the code will be also optimized for its execution in normal
desktop/laptop computers without needing a multi-node architecture to exploit parallelism.
We found that we could easily make the loop embarrassingly parallel if instead of adding
to a single data structure, we add to a data structure local to the worker thread. Since we
would iterate over the initial data structure to compute statistics, we found the additional
complexity of “distributing” the data structure does not scale with grid size. In addition,
different loop scheduling options were tested: dynamic, guided, auto, run-time, and static,
as well as the chunk-sized block process. Following a brute force optimization approach, we
were able to obtain an average of 15%-20% extra performance for the parallel region.

One final improvement we made to our parallelism was analyzing the false-sharing effect.
Because we had a vector < DS > to store our “distributed” data structures, where DS is the
data structure of choice, we found there to be a bottleneck on the parallelism exploited in the
problem. Upon further analysis, we found this to be false-sharing in the array of DS backing
the vector. After adding padding between elements of the array – where optimal values
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were obtained following a binary search optimization approach – we achieved a significant
additional speedup from our initial attempt.

Parallel section: percentage of the total code

In order to identify the potential benefits of a parallelization, we performed a detailed analysis
of the execution times, breaking it into: (1) sending time (“parallel” region), (2) receiving
time, (3) ignition time, and (4) copying time. In Tables A.3 (a), (b) we can see that the
average — across all instances — time spent in the parallelizable region represents a 79%
of the total execution time. The other ≈ 20% is divided evenly between (2) and (4), while
(3) is almost negligible. These results give us a sense of the potential impact of an efficient
parallel implementation in our code.

Instance (n) AVG % Time in Parallel Zone: Sending
Bottom 10% Middle 80% Top 10%

4 80.44% 86.00% 94.10%
9 74.15% 82.63% 93.11%
400 56.75% 72.09% 95.84%
1600 64.32% 71.57% 90.45%
10K 54.00% 77.46% 88.34%
50K 62.00% 71.73% 87.43%
100K 64.50% 79.13% 91.23%
AVG 65.17% 77.23% 91.50%

Instance (n) AVG % Time in Parallel Zone: Sending
Bottom 10% Middle 80% Top 10%

160K 72.43% 87.60% 88.32%
250K 70.82% 78.28% 90.05%
500K 69.94% 73.70% 80.19%
1M 68.64% 78.01% 89.00%
10M 60.25% 80.00% 92.43%
50M 58.30% 88.77% 93.11%
100M 52.00% 90.03% 95.24%
AVG 64.63% 82.34% 89.76%

Table A.3: Average percentage of the running time parallelizable for different instances.
Upper and lower tails are included for completeness. Results obtained by simulating 20
different forests (fuel types, spatial distribution, etc.) for each size n with the same weather
conditions.

It is important is to note the fact that some instances (lower tail) will experience a poor
parallel performance. The reason behind this behavior is clear: certain combinations of fuel
types and forests distributions lead to a significantly smaller set of simultaneous burning
cells per simulation, and thus, the parallelization of (1) will not impact the overall execution
times as much as we desire. Knowing this limitation, we proceed to analyze the solving times
and accuracy of the simulations.

Running times & speedup analysis

Comparing the running times of our pure Python prototype and C++ implementations with
the results obtained using Prometheus, we can see in Figure A.2, how the optimized version
clearly outperforms the pure Python prototype, reaching up to 15-20x speedups when dealing
with large instances. Furthermore, Cell2Fire (C++) obtains significant shorter times than
Prometheus (up to 30x speedups). This is important since wave-based simulators perform a
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(a) Running times for small instances. (b) Running times for large instances

Figure A.2: Running times for serial versions. Python’s large instances results are omitted
for visualization purposes.

series of approximations when generating the final fire scar that simplifies the calculations
performed under our cell-based approach, indicating that our implementation is efficient.

It is interesting to note that Prometheus is not able to solve our three largest instances
(80M, 90M, and 100M, due to an "out of memory" error). Looking at Table A.4 we can
see that the detailed and average speedups obtained for the small instances with the opti-
mized OpenMP version are very good, obtaining high-performance with a certain number of
threads. Performance is even better when dealing with the large instances, improving each
average speedup up to an average of 16.48x when running 32 parallel threads.

Table A.4: Speedup factors for small instances for different numbers of threads.

Instance (n) 2 threads 4 threads 8 threads 16 threads 24 threads 32 threads

4 0.50 0.40 1.00 1.00 1.50 6.00
9 0.71 2.50 5.00 3.33 5.00 5.00
400 3.01 3.26 3.69 3.66 3.66 3.69
1600 3.07 3.50 4.18 4.34 4.34 4.34
10000 2.24 2.81 3.64 4.84 6.12 8.70
50000 1.93 3.21 3.51 3.86 4.23 8.66
100000 1.83 3.72 4.26 4.35 5.71 8.38
160000 1.86 3.05 3.29 3.63 3.58 10.50
250000 1.85 3.21 4.76 5.52 9.12 11.98
500000 1.98 3.71 6.44 8.88 13.06 17.45
1000000 2.10 3.67 6.09 8.99 12.16 17.13

AVG Speedup 1.92 3.00 4.17 4.76 6.23 9.26
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As expected, even better speedups are obtained when the dealing with homogeneous
forests as can be seen in the Table A.5 where a summary for the large instances speedup
averages is shown. From this, we can see a near optimal average speedup up to 16 threads,
while reaching a great ≈ 20x with 32 threads.

Table A.5: Average speedups for large instances: heterogeneous and homogeneous forests

2 threads 4 threads 8 threads 16 threads 24 threads 32 threads

AVG Speedup Large Homogeneous 1.99 3.76 7.01 12.33 15.34 19.78
AVG Speedup Large Heterogeneous 1.84 2.44 4.22 6.89 11.62 16.48

Strong Scaling

After generating the speedup and strong-scaling efficiency plots for the experimental in-
stances, we observe that the optimized implementation is able to obtain up to 15x and 20x
speedups for the small and large instances respectively, as well as averages strong efficiency
factors between 75% and 82%, depending on the size and structure of the forest. In Figures
A.3 (a) and (b) we present the results obtained for the average values obtained among 20 in-
stances with 500,000 cells using the optimized OpenMP implementation. Similar — slightly
better — results are obtained for larger instances.

(a) Strong-scaling efficiency. (b) Speedup Factors

Figure A.3: Strong-scaling and speedup factors for OPT version n = 500, 000.

Based on all our experiments, adding more threads leads to better execution times follow-
ing a flat pattern w.r.t. the strong-scaling efficiency. Thus, our optimized implementation is
able to obtain a great strong scaling performance, taking into account the high complexity
of the instances and variability of the results depending on the forest’s structure.
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Weak Scaling

Due to the high dependency of the results on forest structure, we separated our analysis for
heterogeneous and homogeneous forests. When the forests are heterogeneous, the comparison
between instances of different sizes and number of threads looses its meaning since there is
no guarantee that the problem will scale in complexity: increasing the problem size does
not affect the computations time directly, it depends significantly on the composition of
the forest, leading to different fire dynamics. Therefore, we expect an erratic pattern when
dealing with heterogeneous forests in terms of weak-scaling efficiency.

Figure A.4: Weak-scaling efficiency (Homogeneous)

Figure A.5: Weak-scaling and speedup factors for homogeneous instances, starting with
n = 500, 000.

In Figure A.5 we can see the weak efficiency obtained for homogeneous instances. The
results for heterogeneous instances lack meaning since we are not comparing the same fire
dynamics (and thus, the number of simultaneous burning cells, critical for the parallel per-
formance). On the other hand, comparing homogeneous instances gives us correct results,
since we compare the same fire dynamics reaching an average weak-scaling factor value
equal to 81.6%. Again, similar and even better weak factors are obtained with larger (and
homogeneous) instances, following the discussion above.
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Therefore, our optimized parallel implementation is able to obtain high-performance
values in both strong and weak scaling factors thanks to its naturally parallel design.
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Appendix B

General Wildfire Spread Model

B.1 Additional fire components

Interaction with neighboring cells

The ROS r(φ) function can be calculated for all angles φ using:

r (φ) = a
(
1− e2

)
/ (1− e · cosφ) (B.1)

Cell2Fire calculates the ROS towards the 8 directions where the neighboring cells are located.
We denote by ROSij the fire that travels from cell i to cell j and let Adj(i) the set of
adjacent cells to i. Each adjacent cell to i corresponds to an angle φ ∈ {0o, . . . , 315o} by a
step of 45o. Thus, ROSi,i5 = r(0o), ROSi,i3 = r(45o), ROSi,i2 = r(90o), ROSi,i1 = r(135o),
ROSi,i4 = r(180o), ROSi,i6 = r(225o), ROSi,i7 = r(270o), and ROSi,i8 = r(315o).

In the propagation dynamics of Cell2Fire, once the ROSij values have been calculated,
the effect of the slope (SE) is introduced by means of a simple equation extracted from the
Kitral system [170].

SEij = 1.0 + 0.023322 · SLOPEij + 0.00013585 · SLOPE2
ij (B.2)

where the SLOPEij value is the slope between adjacent cells i and j and their corre-
sponding elevations ELEVi and ELEVj, where SLOPEij = (ELEVj − ELEVi)/L, with L
the length of an individual cell. Therefore, the ROS from i to j is updated by the slope
effect:

ROSij = ROSij · SEij. (B.3)

Critical fireline intensity

The fireline intensity I [70] describes the rate of energy release per unit length of the fire
front [kW/m], calculated by:

I = H ·W ·ROS (B.4)
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where H represents the heat yield of the fuel [kJ/kg] and W the weight of the fuel per area
[kg/m2] burned. Based on this concept, Van Wagner (1977) [352] designed a model to derive
conditions for the beginning of crown fires. The model assumes that the threshold for the
transition to crown fire Iinit [kW/m] is dependent on the crown foliar moisture content FMC
[%] and the crown base height (CBH) — the vertical distance between the surface and the
crown.

Iinit =

(
CBH (460 + 25.9FMC)

100

)3/2

[kW/m] , (B.5)

In our system, we can calculate fireline intensity I because we know the parameters H and
W for each forest fuel (Canada, USA, Spain, and Chile), being able to introduce crown fire
if required.

B.2 Sofware & Reproducibility
All code of the project can be found in the GitHub repository of this project http://www.
github.com/cpaismz89/Global_Cell2Fire, as open-source software. Starting from the
root directory, instances and weather scenarios can be found in the data folder and all code
scripts are located inside the src folder. All C++ code for the simulator is located inside
the Cell2FireC folder whereas the Python modules can be found inside the DFOCell2Fire
folder.
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Appendix C

Downstream Protection Value Detailed
Results

C.1 Evaluation plots
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Figure C.1: Treatment plan evaluation for treatment fraction tf ∈ [5%, 25%] interval. Dif-
ferent fraction levels are indicated in the (x-axis). We evaluate their performance using the
expected area burned (y-axis). Shades along the lines associated with each plan generated
from a particular fire metric trained with a certain number of replications.
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Figure C.2: Treatment plan evaluation for treatment fraction tf ∈ [5%, 100%] interval.
Different fraction levels are indicated in the (x-axis). We evaluate their performance using
the expected area burned (y-axis). Shades along the lines associated with each plan generated
from a particular fire metric trained with a certain number of replications.
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C.2 Experimental Results

Instance Trained Metric Mean 5%-25% tf Max STD ∆%∗

Sub20

BP 10 140.5 271 103.0 0
BP 100 140.1 271 102.4 -0.3
BC 10 104.3 271 91.6 -25.7
BC 100 118.0 270 96.9 -16.0
DPV 10 38.1 157 35.7 -72.9
DPV 100 27.8 128 30.8 -80.2

Sub40

BP 10 292.0 1258 280.2 0
BP 100 262.2 1258 256.7 -10.2
BC 10 211.2 1208 219.2 -27.7
BC 100 224.4 1181 227.7 -23.2
DPV 10 196.6 1229 226.2 -32.7
DPV 100 137.6 1211 198.2 -52.9

Sub100

BP 10 472.9 3795 560.1 0
BP 100 384.4 2895 442.2 -18.7
BC 10 327.0 2804 422.6 -30.9
BC 100 279.8 2831 394.8 -40.8
DPV 10 278.3 2417 368.6 -41.2
DPV 100 135.7 1415 228.2 -71.3

Dogrib

BP 10 290.0 1407 327.1 0
BP 100 263.4 1382 299.0 -9.2
BC 10 233.4 1292 255.9 -19.5
BC 100 125.8 806 151.9 -56.6
DPV 10 211.8 1248 242.5 -27.0
DPV 100 109.7 688 133.5 -62.2

Table C.1: Average number of burned cells including treatment levels tf ∈ [0.05, 0.25]
for the Alberta region instances. The proposed DPV model is consistently outperform-
ing alternative metrics when trained with |R| = 100 replications. *Performance dif-
ference ∆% is calculated for each instance f with respect to the worse performance —
higher average number of burned cells— obtained among all metrics. We use the formula
(Meanfi−Max(Meanf ))/Max(Meanf ) where i is the corresponding row for the f instance.
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Instance Trained Metric Mean 5%-25% tf Max STD ∆%∗

Mica Creek

BP 10 479.8 1969 516.3 0
BP 100 459.4 1969 500.0 -4.2
BC 10 440.5 1953 517.0 -8.2
BC 100 343.3 1648 330.5 -28.4
DPV 10 414.0 1878 517.6 -13.7
DPV 100 219.0 1595 254.4 -54.4

Central Kootenay

BP 10 435.5 2459 536.4 0
BP 100 316.6 2047 367.8 -27.3
BC 10 373.1 2131 490.8 -14.3
BC 100 259.6 1637 275.7 -40.4
DPV 10 375.0 2091 492.4 -13.9
DPV 100 169.7 2508 280.7 -61.1

Revelstoke

BP 10 561.7 1579 444.8 0
BP 100 443.0 1617 365.9 -21.1
BC 10 459.3 1506 402.7 -18.2
BC 100 357.8 1466 312.7 -36.3
DPV 10 459.2 1487 397.2 -18.2
DPV 100 244.9 1488 274.9 -56.4

Arrowhead

BP 10 1099.6 4666 1090.3 0
BP 100 1066.7 4671 1191.7 -3.0
BC 10 637.9 2686 625.9 -42.0
BC 100 529.2 3093 691.1 -51.9
DPV 10 510.1 2256 547.3 -53.6
DPV 100 343.4 3054 609.0 -68.8

Glacier National Park

BP 10 934.0 3192 771.4 0
BP 100 911.9 3107 719.2 -13.1
BC 10 722.2 2893 691.0 -22.7
BC 100 469.7 2424 512.0 -49.7
DPV 10 539.9 2676 551.9 -42.2
DPV 100 303.1 1674 412.8 -67.5

Table C.2: Average number of burned cells including treatment levels tf ∈ [0.05, 0.25] for
the British Columbia instances. The proposed DPV model is consistently outperforming
alternative metrics when trained with |R| = 100 replications. *Performance difference ∆%
is calculated for each instance f with respect to the worse performance —higher average
number of burned cells— obtained among all metrics. We use the formula (Meanfi −
Max(Meanf ))/Max(Meanf ) where i is the corresponding row for the f instance.
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Appendix D

Detailed Results of Extended Framework

D.1 Experimental results

Table D.1: Average discounted utility results for Napa instance evaluated from 100 simula-
tions. Results for all λ combinations between the DPV heatmap and NV layers are presented
by dominating utility category (column 1) and treatment fraction level (column 2).

Utility tf ∆U(0) ∆U(0.25) ∆U(0.5) ∆U(0.75) ∆U(1)

0.05 −630.36± 697.47 −719.95± 733.02 −212.01± 343.35 −2.29± 217.35 168.94± 123.13
0.10 −204.23± 680.14 −222.66± 685.27 275.49± 260.19 444.88± 165.37 567.69± 86.51

Access 0.15 76.93± 725.53 482.08± 431.61 731.61± 220.05 800.39± 151.74 903.39± 65.42
0.20 747.88± 539.28 939.52± 371.53 1143.22± 213.7 1134.43± 147.12 1216.88± 57.02
0.25 1218.59± 453.58 1373.17± 344.61 1533.92± 213.11 1552.99± 132.53 1508.5± 53.91
0.5 3298.82± 198.32 3324.25± 169.89 3423.14± 99.82 3352.41± 42.74 3097.83± 13.78

0.05 −98.88± 264.17 −236.28± 369.97 −388.85± 298.23 −217.91± 196.83 −119.62± 146.07
0.10 126.69± 258.7 15.7± 339.87 −155.04± 217.61 −8.59± 137.88 60.61± 103.34

Carbon 0.15 330.78± 231.39 345.71± 214.09 172.81± 178.55 154.35± 118.93 209.04± 75.63
0.20 496.06± 199.97 520.36± 183.79 438.15± 161.36 404.96± 109.03 339.83± 59.88
0.25 759.32± 167.12 822.89± 151.53 715.74± 139.45 608.36± 79.46 494.92± 46.97
0.5 1661.86± 113.59 1623.56± 116.32 1559.84± 132.09 1533.92± 78.67 1170.72± 25.24

0.05 −393.71± 441.85 −471.49± 519.2 −346.28± 325.8 −139.49± 204.77 −1.67± 132.82
0.10 −49.04± 430.45 −100.32± 480.92 19.05± 243.76 154.46± 151.34 262.15± 94.0

Equal 0.15 272.19± 389.96 347.36± 302.84 356.9± 203.05 403.82± 135.65 491.04± 70.41
0.20 563.05± 337.88 626.91± 260.67 692.6± 191.55 635.5± 129.05 694.99± 59.39
0.25 827.96± 284.05 966.14± 236.93 1017.39± 186.06 958.71± 108.22 934.82± 52.73
0.5 2373.07± 197.32 2251.69± 195.28 2237.53± 174.00 2288.82± 56.59 1980.16± 18.02

0.05 −29.83± 222.46 −151.18± 304.25 −367.75± 267.31 −267.42± 203.46 −181.82± 163.4
0.10 196.82± 198.16 51.23± 275.67 −198.23± 206.55 −71.48± 134.11 −11.37± 95.93

Forest 0.15 355.85± 184.95 231.59± 249.27 −38.34± 177.71 53.45± 107.85 105.97± 72.67
0.20 523.46± 165.59 482.76± 179.07 242.87± 164.76 307.56± 107.06 229.7± 50.59
0.25 756.43± 156.15 751.86± 162.06 573.52± 156.47 493.94± 78.28 350.95± 43.45
0.5 1437.75± 119.00 1485.83± 83.09 1366.29± 102.55 1244.37± 69.88 957.45± 25.99

0.05 −54.52± 145.67 −122.11± 201.67 −215.18± 282.34 −202.21± 166.13 −154.92± 139.03
0.10 47.22± 142.73 10.4± 147.42 −7.44± 149.98 −82.36± 139.5 −40.6± 110.42

Population 0.15 126.16± 136.79 129.71± 112.21 99.94± 121.06 7.84± 116.75 48.0± 84.91
0.20 213.52± 121.23 213.94± 107.48 172.36± 125.59 150.56± 103.08 185.98± 70.19
0.25 288.26± 105.29 285.93± 118.84 241.63± 125.67 250.5± 99.98 273.0± 52.72
0.5 681.34± 103.15 645.12± 127.37 856.13± 30.42 817.33± 26.46 748.70± 17.05
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Table D.2: Average discounted utility results for the Paradise instance evaluated from 100
simulations. Results for all λ value combinations between the DPV heatmap and the NV
layer are presented by dominating utility category (column 1) and treatment fraction level
(column 2).

Utility tf ∆U(0) ∆U(0.25) ∆U(0.5) ∆U(0.75) ∆U(1)
0.05 178.43± 318.39 219.03± 277.09 271.39± 171.98 314.29± 106.98 351.16± 69.99
0.10 709.31± 257.46 713.05± 247.5 772.21± 135.73 763.92± 94.98 770.0± 65.49

Access 0.15 1170.32± 257.5 1182.01± 235.67 1236.91± 133.02 1201.7± 94.7 1188.84± 66.45
0.20 1628.9± 254.39 1647.97± 215.35 1666.09± 131.14 1639.13± 95.41 1585.71± 72.64
0.25 2074.37± 243.06 2096.7± 200.28 2079.68± 128.94 2046.8± 89.94 1981.67± 74.27
0.5 4107.38± 142.12 4121.74± 152.96 4139.48± 51.61 3974.30± 15.38 3440.25± 0.93
0.05 170.0± 167.37 119.33± 212.13 112.99± 202.85 79.86± 169.74 92.99± 144.35
0.10 501.83± 154.96 395.71± 203.75 406.94± 205.52 377.67± 163.68 326.32± 146.97

Carbon 0.15 880.92± 119.85 829.95± 143.02 749.78± 139.05 621.85± 66.66 594.98± 62.37
0.20 1136.25± 115.12 1111.82± 140.39 1000.25± 82.06 851.37± 35.68 770.77± 30.33
0.25 1366.23± 118.15 1322.46± 141.34 1267.54± 79.92 1079.41± 23.32 930.57± 13.21
0.5 2325.86± 75.56 2263.15± 73.76 2242.70± 17.81 2128.67± 8.69 1917.48± 1.24
0.05 146.99± 253.0 96.19± 298.17 126.65± 192.1 139.03± 133.54 163.79± 96.69
0.10 517.53± 254.44 463.82± 299.69 454.8± 188.2 430.92± 131.2 402.6± 97.28

Equal 0.15 869.89± 250.2 814.78± 293.29 846.11± 114.27 716.38± 133.36 658.84± 98.7
0.20 1338.95± 210.91 1296.81± 237.16 1148.0± 85.11 1026.82± 31.18 906.99± 103.73
0.25 1740.49± 207.27 1744.59± 192.15 1516.46± 71.49 1302.24± 21.32 1154.24± 107.06
0.5 3295.83± 103.08 3286.24± 104.47 3190.06± 45.89 2953.84± 13.94 2390.28± 1.29
0.05 216.81± 202.38 249.91± 204.67 213.87± 184.86 198.49± 157.21 190.93± 134.61
0.10 683.54± 154.58 694.02± 161.88 624.48± 165.31 545.56± 150.06 479.31± 137.23

Forest 0.15 1024.93± 150.04 1017.27± 141.46 990.61± 110.4 848.03± 62.04 778.14± 56.25
0.20 1298.57± 148.71 1296.31± 142.27 1250.72± 69.61 1115.27± 37.33 991.0± 28.6
0.25 1528.34± 140.52 1562.9± 106.9 1500.39± 60.08 1395.67± 31.94 1192.01± 12.08
0.5 2598.65± 64.54 2566.28± 63.29 2551.14± 17.53 2452.89± 8.03 2296.49± 0.90
0.05 324.29± 70.44 268.57± 125.4 −26.16± 106.26 −12.03± 91.99 −0.25± 86.53
0.10 695.32± 71.5 630.53± 129.06 354.47± 104.33 91.32± 87.87 93.99± 82.53

Population 0.15 955.1± 73.52 889.47± 127.92 707.54± 105.29 183.65± 88.69 173.49± 85.17
0.20 1164.93± 72.59 1101.32± 123.66 928.23± 102.43 418.05± 93.16 241.01± 90.85
0.25 1333.8± 69.21 1279.45± 69.42 1106.89± 103.3 811.5± 93.61 319.53± 93.13
0.5 2007.73± 35.38 1958.83± 62.23 1852.77± 114.98 1741.65± 78.41 708.24± 3.74
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Table D.3: Average discounted utility results for the Getty center instance evaluated from
100 simulations. Results for all λ value combinations between the DPV heatmap and the
NV layer are presented by dominating utility category (column 1) and treatment fraction
level (column 2).

Utility tf ∆U(0) ∆U(0.25) ∆U(0.5) ∆U(0.75) ∆U(1)
0.05 −472.96± 453.7 −392.1± 417.92 −262.43± 303.32 −139.59± 230.58 −80.92± 201.81
0.10 −353.71± 443.07 −227.01± 375.65 −72.71± 266.06 4.14± 189.54 69.61± 150.55

Access 0.15 −205.64± 434.12 −75.1± 364.49 82.81± 213.83 160.22± 136.52 211.05± 103.45
0.20 −64.41± 431.02 82.69± 350.25 225.15± 184.66 284.95± 120.86 330.84± 74.25
0.25 125.28± 407.03 211.91± 338.75 355.09± 159.94 406.88± 97.7 445.96± 51.63
0.5 905.18± 291.65 949.64± 256.68 971.89± 138.03 967.81± 70.83 988.54± 24.95
0.05 −205.02± 215.85 −252.35± 283.41 −250.66± 255.97 −177.37± 220.13 −151.03± 213.97
0.10 −95.77± 205.28 −131.89± 259.1 −85.9± 175.91 −83.15± 171.28 −47.19± 142.25

Carbon 0.15 10.27± 191.77 −48.71± 245.27 7.7± 146.14 33.27± 111.25 50.12± 103.33
0.20 106.72± 176.78 51.74± 222.78 112.5± 140.3 104.59± 82.4 114.97± 82.65
0.25 183.74± 174.64 121.02± 217.3 187.24± 118.38 170.12± 69.47 178.04± 51.78
0.5 578.29± 149.24 569.52± 136.31 514.78± 94.54 492.50± 48.50 467.99± 28.17
0.05 −291.81± 270.13 −340.11± 348.64 −267.66± 274.53 −156.46± 214.39 −121.35± 200.53
0.10 −182.42± 264.34 −238.24± 329.64 −127.19± 229.6 −52.0± 168.74 −18.22± 153.08

Equal 0.15 −77.81± 262.55 −137.06± 321.14 10.99± 165.64 64.96± 117.05 82.66± 107.17
0.20 11.86± 255.07 −37.58± 311.16 96.22± 150.43 146.98± 100.09 170.95± 82.78
0.25 96.76± 246.77 31.2± 307.0 203.37± 136.78 225.95± 82.37 244.5± 52.99
0.5 636.70± 186.57 633.69± 165.57 589.46± 112.89 600.49± 54.09 599.59± 26.80
0.05 −154.77± 168.04 −216.76± 232.17 −285.57± 288.36 −226.0± 244.0 −164.97± 214.63
0.10 −56.82± 156.05 −114.55± 208.5 −133.43± 205.9 −115.09± 178.6 −72.47± 144.47

Forest 0.15 19.91± 144.58 −26.92± 189.24 −45.63± 158.45 −11.54± 119.47 15.09± 103.73
0.20 96.95± 133.05 36.43± 176.55 38.2± 128.73 48.1± 96.83 67.37± 77.59
0.25 147.82± 131.6 110.52± 165.47 115.68± 120.95 108.12± 77.0 125.16± 53.59
0.5 474.79± 99.54 474.01± 102.52 390.05± 94.46 369.58± 54.05 359.10± 28.73
0.05 −70.86± 65.58 −112.05± 109.7 −193.76± 204.4 −173.36± 196.66 −170.81± 198.96
0.10 −43.46± 64.26 −70.31± 89.42 −136.47± 160.56 −115.5± 150.06 −112.4± 151.19

Population 0.15 −16.44± 64.65 −27.52± 66.72 −75.13± 113.62 −59.41± 105.36 −56.56± 105.75
0.20 7.38± 61.85 −4.0± 59.09 −38.04± 93.7 −21.94± 85.87 −19.29± 84.26
0.25 35.15± 59.66 22.34± 55.45 −2.93± 74.14 14.77± 55.57 18.24± 53.49
0.5 158.55± 43.87 123.64± 43.91 106.78± 48.59 119.83± 32.95 123.32± 28.41
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EqualFire ( = 0) (Nodes = 2328) AccessFire ( = 0) (Nodes = 819) CarbonFire ( = 0) (Nodes = 5739)

EqualFire ( = 0.25) (Nodes = 2328) AccessFire ( = 0.25) (Nodes = 819) CarbonFire ( = 0.25) (Nodes = 5739)

EqualFire ( = 0.5) (Nodes = 2328) AccessFire ( = 0.5) (Nodes = 819) CarbonFire ( = 0.5) (Nodes = 5739)

EqualFire ( = 0.75) (Nodes = 2328) AccessFire ( = 0.75) (Nodes = 819) CarbonFire ( = 0.75) (Nodes = 5739)

EqualFire ( = 1) (Nodes = 2328) AccessFire ( = 1) (Nodes = 819) CarbonFire ( = 1) (Nodes = 5739)

Figure D.1: Resource allocation sample plans for Napa valley, Getty center, and Paradise
(columns) instances for different λ weights (rows) to account for the expected losses due
to future wildfires, at a specific treatment fraction tf . Significant variations in the optimal
plans can be observed as the λ values are modified to include future wildfire risk into the
objective function. Original land cover colors have been modified for better contrast and
non-flammable nodes have been removed (white space).
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D.2 Availability of data and material
All data products and sub-products have been recorded and organized into a series of GeoTif
files, ready to share with other researchers and the community in an open-source repository
(http://www.github.com/cpaismz89/DPV_Utility_Extension) and Google Earth Engine
assets. The code to reproduce every step of our research is available as a series of Python
scripts and Jupyter notebooks for visualization convenience.
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Appendix E

Delineating Fire Regimes with AI

E.1 Framework and clustering results

Figure E.1: Cluster convergence. Sum of squared distances of samples with respect to the
nearest cluster center as a function of the number of clusters k using the K-means algorithm
on the data obtained after training our self organizing map. As expected, larger values of k
lead to lower SSE values, converging towards 0. We found significant variations in the slope
of the function in the [15,20] interval across all tested algorithms.
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Figure E.2: Dimensionality reduction. Two-dimensional reduction using the t-SNE algorithm
with the centroids of the discovered 15 regimes. From the plot, it is possible to observe the
clear six macro-groups (highlighted with ovals of multiple colors) and the differences between
the regimes.
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Figure E.3: Pyrome 0. R0 spatial distribution (left) and hot spots (right) representing local
fire regimes.

Figure E.4: Pyrome 1. R1 spatial distribution (left) and hot spots (right) representing local
fire regimes.

Figure E.5: Pyrome 2. R2 spatial distribution (left) and hot spots (right) representing local
fire regimes.
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Figure E.6: Pyrome 3. R3 spatial distribution (left) and hot spots (right) representing local
fire regimes.

Figure E.7: Pyrome 4. R4 spatial distribution (left) and hot spots (right) representing local
fire regimes.

Figure E.8: Pyrome 5. R5 spatial distribution (left) and hot spots (right) representing local
fire regimes.
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Figure E.9: Pyrome 6. R6 spatial distribution (left) and hot spots (right) representing local
fire regimes.

Figure E.10: Pyrome 7. R7 spatial distribution (left) and hot spots (right) representing local
fire regimes.

Figure E.11: Pyrome 8. R8 spatial distribution (left) and hot spots (right) representing local
fire regimes.
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Figure E.12: Pyrome 9. R9 spatial distribution (left) and hot spots (right) representing local
fire regimes.

Figure E.13: Pyrome 10. R10 spatial distribution (left) and hot spots (right) representing
local fire regimes.

Figure E.14: Pyrome 11. R11 spatial distribution (left) and hot spots (right) representing
local fire regimes.
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Figure E.15: Pyrome 12. R12 spatial distribution (left) and hot spots (right) representing
local fire regimes.

Figure E.16: Pyrome 13. R13 spatial distribution (left) and hot spots (right) representing
local fire regimes.

Figure E.17: Pyrome 14. R14 spatial distribution (left) and hot spots (right) representing
local fire regimes.
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E.2 Data & Code availability.
All data products and sub-products were recorded and organized into a series of GeoTif
and shapefiles, ready to share with other researchers and the community in an open-source
repository http://www.github.com/cpaismz89/Vulcano and as part of Google Earth En-
gine assets. The code to reproduce every step of our research is available as a series of Python
scripts and Jupyter notebooks for visualization convenience.




