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ABSTRACT 

 

Efficient co-transcriptional splicing is thought to suppress the formation of genome-destabilizing R-loops 

upon interaction between nascent RNA and the DNA template. In this work, it is demonstrated that 

inhibition of the SF3B splicing complex using Pladienolide B (PladB) in human K562 cells caused 

widespread intron retention and nearly 2,000 instances of R-loops gains. However, only minimal overlap 

existed between these events, suggesting that unspliced introns by themselves do not cause excessive R-

loops. R-loop gains were instead driven by readthrough transcription at a subset of stress-response genes, 

defining a new class of aberrant “downstream of genes” (DoG) R-loops. Such DoG R-loops were 

temporally and spatially uncoupled from loci experiencing DNA damage. Unexpectedly, the predominant 

response to splicing inhibition was a global R-loop loss resulting from accumulation of promoter-proximal 

paused RNA polymerases and defective elongation associated with premature termination. Thus, SF3B1-

targeted splicing inhibition triggered profound alterations in transcriptional dynamics, leading to 

unexpected disruptions in the global R-loop landscape. 
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CHAPTER I: INTRODUCTION 

 

This chapter includes text that was published in DNA Repair (Amst) Volume 106, 103183, October 2021. 

  

Castillo-Guzman D, Chédin F. Defining R-loop classes and their contributions to genome instability. 

doi:10.1016/j.dnarep.2021.103182. PMID: 34303066. 

 

The original manuscritpt has been modified to rename the figures based on the format of this dissertation. 

My contributions to the original manuscript included writing of the introduction and editing of the entire 

manscript. I also contributed to the figure making of all the figures in the original manuscript. The figures 

were not included in this dissertation.  
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1.1 Overview 

 Gene expression in eukaryotes is a complex and tightly regulated multistep process. It involves 

transcription, mRNA maturation and splicing, mRNA export, translation, and degradation of mRNAs and 

proteins. Misregulation or alteration at any one of these steps can be detrimental to the cell, so understanding 

how cells maintain their gene expression programs is important for both basic biology and health. In 

addition, regulation of gene expression is the basis for cellular differentiation, development, 

morphogenesis, and the versatility and adaptability of any organism. At the foundation of gene expression 

programs is the DNA molecule, the source of all information necessary for life in every species. Maintaining 

stability of the genetic information is critical for the generation of proper RNAs from the DNA template by 

transcription. There are many sources of DNA Damage, exogenous and endogenous, that can give rise to 

DNA lesions or genome instability. Some examples of exogenous sources include ultraviolet light, X-ray 

irradiation, and toxins, while endogenous sources can arise from both normal and altered cellular 

metabolism (Lindahl, 1993; Lindahl and Nyberg, 1972). For example, transcription, a complex process that 

results in the expression of a gene, introduces significant force or torque on the DNA fiber resulting in 

superhelical stress (Forth et al., 2013; Ma et al., 2013). This stress or superhelicity favors transitions to 

alternative non-B DNA structures (Kouzine and Levens, 2007), such as the formation of R-loops (Chedin 

and Benham, 2020). R-loops are three-stranded non-B DNA structures that form during transcription. The 

nascent RNA reanneals to the template DNA strand, forming an RNA:DNA hybrid and causing the non-

template DNA strand to loop out in a single-stranded state. Studies have linked R-loops to both positive 

and negative roles in the cell (Costantino and Koshland, 2015). For example, R-loops associate with 

hyperassible chromatin, thus may help maintain open, active chromatin states (Sanz et al., 2016). Given the 

impact genome instability has on cell function and organism health, including the development of cancers 

(Abbas et al., 2013; Negrini et al., 2010), understanding how normal cellular and metabolic activity, such 

as R-loop formation, can lead to genome instability is important.   
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Figure 1.1 Schematic of gene expression pathway. Highlights transcription, splicing, mRNA export and 

translation. 

 

 Several studies have implicated R-loops as drivers of genome instability, but this model had never 

been directly tested at the genome-wide level. In my PhD work, the model that excessive co-transcriptional 

R-loops lead to genomic instability was tested and shown to be incorrect. In the following sections, key 

topics necessary for understanding R-loop biology and the questions addressed in dissertation will be 

introduced. A general overview of the gene expression pathway in higher eukaryotes will be provided, 

focusing on transcription, splicing, and mRNA export with pertinent background on R-loops and how they 

fit within the gene expression pathway (Figure 1.1). This will highlight how it is important to look at 

multiple parts of the gene expression pathway to understand the metabolism of R-loop structures. Current 

literature describing how R-loops may be sources of genome instability when mRNA biogenesis pathways 

are disrupted will be reviewed and used to identify the key gaps in knowledge my dissertation work aimed 

to address.   
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1.2 From DNA to a functional cytoplasmic mRNA 

1.2.1 Transcription 

 During transcription, DNA is transcribed into RNA by a RNA polymerase complex. In eukaryotes, 

there are three types of RNA polymerases (RNA Pol). RNA Pol I is responsible for the majority of the 

transcriptional output as it transcribes tandem repeated array of genes encoding ribosomal RNAs (rRNAs) 

in nucleoli. RNA Pol III, which is located in the nucleoplasm, transcribes short non-translated RNAs 

necessary for ribosomal function such as transfer RNAs (tRNAs) and 5S rRNAs. Lastly, RNA Pol II, which 

is also located in the nucleoplasm, transcribes all the precursors of messenger RNAs (mRNAs) and a range 

of long and small non-coding RNA molecules. The intricate regulation of RNA Pol II transcription 

underlies cell differentiation and development via differential gene expression, contributing to the richness 

of eukaryotic form and function. From here on out, I will focus predominantly on RNA Pol II transcription 

and associated co-transcriptional processes such as splicing, and mRNA export.  

Transcription consists of three main phases – initiation, elongation, and termination. At each of 

these steps, RNA Pol II is regulated and has extensive coordination with many essential accessory proteins. 

The RNA Pol II core catalytic complex consists of 12-subunits and is capable of unwinding DNA, 

synthesizing RNA, and rewinding DNA. RNA Pol II alone, however, is incapable of recognizing a promoter 

sequence and initiating transcription (Cramer, 2004). For this, it requires the participation of general 

transcription factors (GTFs), known as TFIIB, -D, -E, -F, and -H (Cramer, 2004; Hantsche and Cramer, 

2016). In addition, other accessory factors are required for entering productive elongation and termination.  

 

Initiation:  

 To initiate transcription GTFs must assemble with RNA Pol II near a core promoter. The core 

promoter encompasses 50 base pairs upstream and 50 bp downstream the transcription start site (TSS) 

(Hantsche and Cramer, 2016; Schilbach et al., 2021). At these core promoters the formation of the pre-

initiation complex (PIC), which consists of RNA Pol II and six GTFs, occurs sequentially. There is 
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extensive evidence that the core promoter is first recognized by TFIID, followed by binding of TFIIA and 

TFIIB (Kraemer et al., 2001; Kuhlman et al., 1999; Nikolov and Burley, 1997). Then, RNA Pol II-TFIIF 

complex is recruited (Chen et al., 2007; Chen et al., 2010). Lastly binding of TFIIE and TFIIH follows 

(Maxon et al., 1994; Nikolov and Burley, 1997). TFIIH is 10-subunit protein complex that has a dual role 

in transcription initiation and in nucleotide excision DNA repair (NER) (Compe and Egly, 2016; Sainsbury 

et al., 2015). The XPB and XPD subunits both have helicase activity. XPB has 3´à5´ helicase activity, 

while XPD has 5´à3´  helicase activity (Rimel and Taatjes, 2018). This helicase activity is important to 

transition RNA Pol II from a closed to an open complex, where the TFIIH kinase DK7 can phosphorylate 

the RNA Pol II C-terminal domain (CTD) (Feaver et al., 1994; Lu et al., 1992; Meinhart et al., 2005). The 

CTD of RNA Pol II contains 52 heptad repeats with the consensus sequence Y1‐S2‐P3‐T4‐S5‐P6‐S7 

(Harlen and Churchman, 2017). Throughout transcription the CTD is dynamically regulated by post-

translational modifications, which can recruit or prevent the binding of key regulatory factors of RNA Pol 

II (Harlen and Churchman, 2017). 

 

Promoter-proximal pausing and its regulation. 

 For years, it was thought that initiation was the major regulatory step during transcription, followed 

by monotonous and continuous transcription elongation. In metazoans, after PIC assembly and RNA Pol II 

has cleared the TSS, it transcribes 30-50 nucleotides downstream of the TSS before undergoing promoter-

proximal pausing (Adelman and Lis, 2012). This pause is a key regulatory step under various conditions, 

as it primes RNA Pol II for entering productive elongation at the onset of a stimulus. Paused RNA Pol II 

was initially detected under heat shock conditions in heat-shock-responsive genes (Lis, 1998; Rougvie and 

Lis, 1988). Upon heat-shock, genes with primed RNA Pol II showed rapid release into productive 

elongation. The half-life of the paused RNA Pol II at different promoters can vary, a recent study reports 

half-lives ranging from ~2 to 30 minutes (Core and Adelman, 2019). Others have reported from several 

minutes to an hour or more (Jonkers et al., 2014; Krebs et al., 2017). In addition, stalled or paused RNA 

Pol II seems to block new transcription initiation and helps prevent new rounds of initiation (Shao and 
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Zeitlinger, 2017). The paused RNA Pol II is stabilized by the protein complexes negative elongation factor 

(NELF) and DRB sensitivity inducing factor (DSIF). NELF binds to the polymerase funnel to restrain RNA 

Pol II mobility that is require for pause release (Vos et al., 2018). The sequence downstream of the TSS 

may play a role, as core promoters of strongly paused genes often have elevated CG content (Hendrix et 

al., 2008) (see R-loop formation section below). Another model for how RNA Pol II pausing suggests that 

promoter-proximal pausing is an inherent property of transcription and occurs independent of the promoter 

sequence downstream of the TSS, which can still influence the stability of the interactions between DNA, 

nascent RNA, and paused RNA Pol II (Landick, 2006).  

 Many key factors are involved to transition the paused RNA Pol II into productive elongation. 

Release from promoter-proximal pausing involves phosphorylation of the RNA Pol II CTD at Ser 2 residues 

by the cyclin-dependent kinase 9 (CDK9) subunit of the positive transcription elongation factor b (P-TEFb). 

CDK9 forms a heterodimer with either Cyclin T1 or Cyclin T2 to form the positive transcription elongation 

factor-b complex, P-TEFb. Interestingly, the splicing factor SRSF2 promotes CDK9 activation through 

direct interaction with 7SK, a small ribonucleoprotein complex that binds to and inactivates P-TEFb, at 

exonic recognition sequences (Ji et al., 2013), suggesting that splicing dynamics are important for efficient 

transcription elongation. Other factors involved in enforcing the paused transcription complex are also 

phosphorylated by CDK9, including NELF and DSIF (Henriques et al., 2013; Lis et al., 2000), which results 

in the removal of NELF, while DSIF travels with RNA Pol II and transitions into an elongation factor.  

 The activity of P-TEFb is highly regulated and is part of at least three larger complexes. P-TEFb 

can interact with the super elongation complex (SEC) (Dahlberg et al., 2015). P-TEFb is also recruited to 

core promoters by the transcriptional cofactor BRD4, which is a member of the Bromodomain and 

Extraterminal (BET) protein family. BRD4 interacts with P-TEFb through its C-terminal domain (Dey et 

al., 2009; Schroder et al., 2012; Yang et al., 2008; Yang et al., 2005) and prevents P-TEFb from binding to 

the inhibitory ribonucleoprotein complex 7SK/HEXIM that sequesters P-TEFb in its inactive form (Jang et 

al., 2005; Schroder et al., 2012). BRD4 accumulates on hyper-acetylated and transcriptionally active TSSs 

and this accumulation functions as docking sites for P-TEFb. The acetyltransferase p300 and Pol II-



 
 
 

 
- 7 - 

associated factor 1 (PAF1) have also been reported to be involved in RNA Pol II pause release (Boija et al., 

2017; Imhof et al., 1997). 

Elongation 

 The transition from initiation to a stable, elongating, RNA pol II complex occurs upon release of 

the RNA polymerase from the paused state. The elongation phase of the gene expression program is far 

from a simple, monotonous event and it has recently become clear that gene expression is also regulated at 

the level of elongation (Bentley and Groudine, 1986; Eick and Bornkamm, 1986). Elongation speed, for 

instance, is tightly regulated both between genes and within genes, as slower elongation correlates with 

higher splicing efficiencies (Jonkers et al., 2014; Kwak et al., 2013; Kwak and Lis, 2013). Reduced 

elongation can eventually lead to transcription pausing (Jonkers and Lis, 2015), which can either hinder or 

assist RNA processing or even lead to premature transcription termination at alternative gene ends.  

 At the rudimentary level, the elongation complex is composed of DNA, nascent RNA, and RNA 

Pol II. To describe the process of elongation requires delving into the mechanistic conformational changes 

RNA Pol II undergoes in transcribing DNA into RNA. During this process, RNA Pol II moves forward to 

produce RNA by a ‘Brownian ratchet’ translocation mechanism (Dangkulwanich et al., 2013; Nudler, 

2012), where the polymerase oscillates between a pre-translocation state and a post-translocation state. In 

the pre-translation state, the active site of RNA Pol II contains base-paired RNA and DNA, while in the 

post-translocation state, the active site contain template DNA that is ready to be paired with a nucleoside 

triphosphate (NTP). In the post-translocation state (forward translocation), the incorporation of the NTP is 

thermodynamically favorable and generates a new RNA 3´-end causing the cycle to reset and repeat itself 

as RNA Pol II moves forward (Abbondanzieri et al., 2005; Bar-Nahum et al., 2005). Because of the 

‘Brownian ratchet’, the moments of active transcription elongation are separated by transient pauses 

(Adelman et al., 2002). The RNA Pol II can undergo a reverse-translocation movement, where the active 

site of RNA Pol II and the 3´-end of the nascent RNA may become disengaged, in a process known as 

backtracking (Ishibashi et al., 2014; Nudler et al., 1997). This movement renders RNA Pol II inactive, but 

stable, providing a mechanism for many regulatory pauses and arrests. For example, when RNA Pol II 
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encounters unrepaired DNA lesions, backtracking allows repair enzymes to access the template 

(Mullenders, 2015). Arrested complexes can be rescued by TFIIS (Izban and Luse, 1992), which induces 

RNA cleavage by displacing RNA from the backtrack site within RNA Pol II (Cheung and Cramer, 2011) 

and stimulates the endonuclease activity of RNA Pol II so that the active site of RNA Pol II engages with 

the 3´-end of the nascent RNA.   

 In addition to the intrinsic pausing behavior of RNA Pol II, other factors can influence elongation 

in a positive or negative manner. For example, factors can favor the forward translocation state, help 

stabilize the paused state, or allow RNA Pol II to escape from backtracking (Ishibashi et al., 2014), all of 

which modify or influence the dynamics of RNA Pol II.  

  Transcription occurs in the context of a nucleosomal template and many factors that regulate RNA 

Pol II elongation function by modifying the chromatin landscape, including factors involved in nucleosome 

turnover and co-transcriptional modifications of histones and DNA. The nucleosome is the fundamental 

unit of chromatin, and wraps ~147 bp of DNA around its histone core and can hinder transcription 

elongation (Lai and Pugh, 2017). The histone core, or octamer, has one H3-H4 tetramer and two H2A-H2B 

dimers (Kornberg and Lorch, 1999). During transcription, one H2A-H2B dimer is removed from the 

nucleosome, resulting in the sub-nucleosomal particle called the hexasome (Kireeva et al., 2002). The 

facilitates chromatin transcription (FACT) complex travels with RNA Pol II and interacts with H2A-H2B 

dimers to regulate disassembly and reassembly of nucleosomes (Bondarenko et al., 2006; Hondele et al., 

2013; Saunders et al., 2003). There are other factors that help mediate transcription elongation through 

nucleosomes, such as SPT6, chromodomain-helicase DNA binding protein 1 (CHD1) and imitation SWI 

(ISWI) (Petesch and Lis, 2012; Teves et al., 2014). Histone tails and globular domains can be modified by 

a wide range of post-translational modifications. Some of these modifications are specifically associated 

with distinct stages of transcription. Actively transcribed promoters contain high levels of H3K4me3 and 

acetylated H3 and H4 residues. Actively transcribed gene bodies are enriched for mono-ubiquitylated H2B, 

H3K36me3, H3K79me2 and H3K79me3 (Fuchs et al., 2014; Guenther et al., 2007; Vakoc et al., 2006). 

SETD2 is a histone methyltransferase that methylates K36 on H3 and associates with the phosphorylated 
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Pol II CTD. Deposition of H3K36me3 in gene bodies can affect RNA splicing and prevent cryptic 

transcription (McDaniel and Strahl, 2017; Venkatesh and Workman, 2015). For example, this histone mark 

can be recognized by the PWWP domain of DNA (cytosine-5)-methyltransferase 3B (DNMT3B), which 

methylates DNA in gene bodies to help prevent cryptic transcription (Neri et al., 2017). However  the 

functions of the other modifications are not well understood.  

 Enhancer-promoter interactions are also essential for regulating transcription elongation. 

Enhancers are segments of DNA that have the ability to activate gene expression over large genomic 

distances (Serfling et al., 1985). The sequence composition of enhancers contain a high density of DNA 

motifs which can be recognized by activating transcription factors (TFs) that bind and active P-TEFb to 

promote transcription elongation (Yang et al., 2005; Zhang et al., 2012), thus enhancers can also influence 

promoter-proximal pausing (Liu et al., 2013; Zippo et al., 2009). Although the structural organization of 

enhancer-promoter interactions is not fully understood, the cohesin and Mediator complexes have critical 

roles in mediating these interactions (Kagey et al., 2010; Phillips-Cremins et al., 2013; Rollins et al., 2004). 

There is evidence for cohesin-dependent enhancer activity that modulates the role of the SEC in 

transcription elongation. Mediator can alleviate the stabilization that Gdown, which is a substoichiometric 

subunit for RNA Pol II,  provides for RNA Pol II pausing and allows TFIIF to function (Cheng et al., 2012; 

Jishage et al., 2012). Mediator can also recruit the SEC and BRD4 to promoter regions and stimulate RNA 

Pol II pause release (Donner et al., 2010; Galbraith et al., 2013; Takahashi et al., 2011). Pause release and 

processive elongation are intertwined processes, and there are multitasking factors involved in both 

processes.  Once RNA Pol II reaches the 3´ end of the gene, elongation RNA Pol II must transition into 

transcription termination. During this step the RNA is cleaved and polyadenylated. 

 

Termination 

 At the end of a gene, RNA Pol II must be ejected or removed from chromatin so the complex can 

be recycled. This process is initiated by RNA cleavage and coordinated with polyadenylation of the 

transcript’s 3´-end. Multiple factors mediate RNA cleavage and polyadenylation, including the cleavage 
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and polyadenylation specificity factor (CPSF), and the cleavage stimulation factor (CSTF). The activity of 

these factors is triggered upon recognition of the poly-adenylation signal (5´-AAUAAA-3´) in the nascent 

RNA transcript. There are two predominant models for RNA Pol II transcription termination, the torpedo 

model and the allosteric model. In the torpedo model, cleavage of the 3´-end of the RNA, releases the pre-

mRNA from RNA Pol II, exposing the 3´-end of the transcript to the action of the poly(A) polymerase and 

other poly(A) binding proteins that guide the formation of the characteristic poly(A) tails of mRNAs. The 

cleavage event also generates a novel 5´-end for a distal transcript that is still being actively synthesized by 

RNA pol II. This novel, uncapped, 5´-end is accessible to the 5´à3´ exoribonuclease XRN2, which chases 

down RNA Pol II and ultimately displaces it from the DNA template (Fong et al., 2015). Under this model, 

the elongation speed of the RNA Pol II dictates the termination point, since XRN2 will have to travel longer 

before it reaches the RNA Pol II complex (Fong et al., 2015). In the allosteric model, a conformational 

change of RNA Pol II triggered by polyA signal recognition triggers termination and dislodges RNA Pol II 

from chromatin (Epshtein et al., 2007). Because a gene can possess multiple polyA sites, differential use of 

these sites can lead to the formation of distinct mRNA isoforms. Alternative polyadenylation (APA) is very 

common in eukaryotes and ~70% of mammalian protein-coding genes can undergo APA (Derti et al., 2012; 

Hoque et al., 2013), leading to transcriptome and proteome diversity. In yeast, slow RNA Pol II mutants 

switch to use of upstream polyA sites (Geisberg et al., 2020; Liu et al., 2017; Pinto et al., 2011; Yague-

Sanz et al., 2020), while fast RNA Pol II mutants tended to favor downstream polyA site usage (Geisberg 

et al., 2020), suggesting that RNA Pol II speed influences recognition of the polyA site and triggers 

transcription termination.  

 These two models have been used for many years to explain how transcription termination occurs 

at protein-coding genes. Eaton et al. (2020), recently proposed a unified allosteric/torpedo mechanism for 

termination that incorporates features of both models (Eaton et al., 2020). Consistent with the torpedo 

model, the polyA site is recognized by CPSF30 and WDR33, which are components of CPSF. The nascent 

pre-mRNA is cleaved by the CPSF73 endonuclease, where now there exposed 5´ end of the nascent RNA 

can be captured by XRN2 (Eaton and West, 2020). In addition, RNA Pol II undergoes allosteric changes, 
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which are mediated by dephosphorylation of Spt5 subunit of DSIF by the protein phosphatase 1 (PP1) 

(Eaton et al., 2020). This dephosphorylation slows down elongation two-fold (Cortazar et al., 2019) and 

allows for XRN2 to catch up to RNA Pol II, resulting in transcription termination(Cortazar et al., 2019; 

Eaton et al., 2020).  

 

1.2.2 Splicing 

 A human gene on average has eight introns. These introns need to be spliced out to form a 

functional mature mRNA. This requires de novo assembly of a spliceosome on each intron that is spliced 

out, thus multiple spliceosomes are required to remove introns from the pre-mRNA body (Sakharkar et al., 

2005; Wahl et al., 2009). Nascent RNA is mostly spliced during transcription elongation (Brugiolo et al., 

2013), and there is evidence that splicing can occur as soon as the intron exits from RNA Pol II (Alpert et 

al., 2017; Oesterreich et al., 2016). This emerging evidence that the spliceosome is physically close to RNA 

Pol II during transcription, implies that transcription and splicing occur on similar timescales and have the 

potential to influence one another. In higher eukaryotes there are larger, more complex pools of splicing 

factors, that enable variable splicing outcomes, including frequent alternative splicing. In addition, core 

transcription and processing machineries can be modulated to obtain different splicing outcomes (Herzel et 

al., 2017). This complex process centers around recognition of the sequence features within an intron. The 

sequence structure of an intron is conserved in eukaryotes: the GU and AG dinucleotides contained within 

the sequence of the splice sites define the 5´- and 3´-intron boundaries, respectively. Within each intron, a 

sequence located 18-40 nucleotides upstream of the 3´-splice site defines the essential branch point 

sequence (BPS) (Gould et al., 2016; Mercer et al., 2015; Qin et al., 2016; Taggart et al., 2017). Importantly, 

despite the conservation of splice sites, the exact boundaries of introns and their usage remain difficult to 

predict, thus most introns are annotated using empirical data, such as RNA sequencing (Lim and Burge, 

2001). 

 At the chemical level, splicing involves a two-step transesterification reaction (Reed and Maniatis, 

1985; Wahl et al., 2009). In the first step (Step I), the 2´-OH of the BPS adenosine carries out a nucleophilic 
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attack on the 5´-splice site guanosine, resulting in a 5´-exon with a 3´-OH and a branched intron lariat that 

is still attached to the 3´-exon. In the second step (Step II), the newly exposed 3´-OH of the 5´-exon attacks 

the first nucleotide downstream of the 3´-splice site guanosine, resulting in the ligation of both exons and 

the excision of the intron lariat. These reactions are catalyzed by core components of the spliceosome, 

which include five U-rich small nuclear ribonucleoproteins (snRNPs), which are named after their small 

nuclear RNA (snRNA). The five snRNPs are: U1, U2, U4, U5, and U6. The snRNPs along with other 

splicing accessory factors assemble the spliceosome in a stepwise manner and coordinate the two-step 

transesterification reaction to ensure proper secondary and tertiary RNA structures to define the 

spliceosome catalytic center and position the pre-mRNA for the splicing reaction. In the so-called 

spliceosome assembly model (Wahl et al., 2009; Will and Luhrmann, 2011), the first stages of spliceosome 

assembly involve the identification of the 5´- and 3´-ends of the intron, followed by spliceosome maturation, 

spliceosome activation, and splicing catalysis. The spliced RNA is then released, the spliceosome 

disassembled and recycled, and the intron lariat is debranched and degraded (Wahl et al., 2009; Will and 

Luhrmann, 2011). There are eight main spliceosome complexes that form during spliceosome assembly: E, 

A, B, Bact, B*, C, C*, and P (Herzel et al., 2017).  
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Figure 1.2 Spliceosome Aseembly during Transcription. General steps: U1 snRNP and BBP bind to 

form complex E. U2 snRNP binds to form complex A. U4/U6•U5 snRNP binds to form complex B. U1 

and U4 leave resulting in formation of complex Bact. U2•U6•U5 remain bound and entire complex denoted 

by one green complex. U2•U6•U5 are activated to form complex B* to undergo the first splicing reaction 

on 5’SS, resulting in formation of complex C. This complex is then activated to form complex C*. Second 

splicing reaction occurs resulting in the ligation of two exons and removal of the intron to form complex P. 

Cycle can repeat itself. See below for details. 

 

Assembly of the catalytically active spliceosome 

  Complex E forms when U1 snRNP binds to the 5´-splice site along with splicing factor 1 (SF1) 

and U2 auxiliary factor (U2AF), which help establish RNA-protein interactions with the BPS. The branch-

point binding protein (BBP) also binds to the BPS (Baejen et al., 2014). Next BBP dissociates and U2 

snRNA base pairs with the BPS to form complex A. This base pairing causes the BPS adenosine to bulge 

out and carry out the nucleophilic attack of 5´-splice site during Step I. Complex B forms when the tri-
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snRNP (U4,U5, and U6) are recruited (Nguyen et al., 2015; Nguyen et al., 2016; Rigo et al., 2015; Wan et 

al., 2016b). Release of U1 and U4 results in spliceosome maturation and formation of the activated complex 

Bact (Fabrizio et al., 2009). At this point the spliceosome contains all the catalytic components but is still 

not active (Rauhut et al., 2016; Yan et al., 2016). At this stage, SF3b complexes of the U2 snRNP are in 

direct contact with the pre-mRNA upstream and downstream of the BPS and keep the BPS away from the 

catalytic center (Rauhut et al., 2016; Yan et al., 2016). To expose the BPS adenosine, the ATPase Prp2 

destabilizes the interactions between SF3b and the BPS. This triggers the conversion of Bact into the active 

complex B* (Liu and Cheng, 2012; Rauhut et al., 2016). Upon activation, the BPS adenosine can now 

undergo nucleophilic attack on the 5´-splice site guanosine to complete step I. Next, complex C forms when 

the U5 snRNA base pairs with the 5´-exon to maintain the spliceosome active site, while U6 snRNA 

interacts with the branched 5´-splice site and the U2 snRNA immobilizes the intron lariat (Galej et al., 2016; 

Wan et al., 2016a). Activated complex C* forms through stimulation of the ATPase activity of Prp16 (Ohrt 

et al., 2013; Schwer, 2008). This activation results in the rearrangement of the catalytic site from step I to 

step II (Bertram et al., 2017; Fica et al., 2017; Yan et al., 2017). After step II is completed, it results in the 

formation of complex P, the post-spliceosome complex that contains the ligated 5´exon to 3´exon and the 

excised intron lariat. The last step requires the ATPase Prp43, which disassembles the intron lariat 

spliceosome into the intron lariat and the spliceosomal components (Fourmann et al., 2013). The 

components are recycled to repeat this process once the next intron exits out of RNA Pol II.  

 

Transcriptional interactions that can influence splicing kinetics 

 Spliceosome assembly and catalysis often occurs in close proximity to the transcribing RNA Pol 

II, and this process is dependent on the proper recognition of the splice sites and BPS on the nascent RNA. 

Single molecule studies have shown that spliceosome assembly and catalysis take place when RNA Pol II 

has transcribed 26-129 nucleotides downstream of the 3´-splice site(Alpert et al., 2017; Oesterreich et al., 

2016). Based on this data, only a portion of the RNA is available for the splicing machinery to recognize. 

In addition, transcription rates also determine the portion of the nascent RNA that is available for 
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spliceosome assembly. For example, faster transcription rates would produce longer stretches of nascent 

RNA sequence. Thus, RNA Pol II speed has to potential to regulate splicing outcomes and how the 

spliceosome assembles on nascent RNA. Studies have shown that events such as constitutive splicing, 

alternative splicing, back-splicing or alternative polyadenylation are regulated by RNA Pol II speed (Muniz 

et al., 2021). It is important to note that splicing dynamics themselves are variable, and splicing does not 

always follow the order of transcription. There is growing evidence that introns can remain on the nascent 

transcript and the order from which they are removed can vary. In addition, the kinetic process of splicing 

can span from minutes to hours (Drexler et al., 2020; Wan et al., 2021), If transcriptional dynamics can 

influence the stochastic nature of splicing is unclear.  

 Constitutive splicing occurs when two consecutive exons are joined after intron removal. Most 

introns are constitutively spliced. However, more than 95% of humans genes undergo alternative splicing 

(Adkins and Tyler, 2006), which contributes to the proteome diversity and can result in the formation of 

several mRNA splice variants from the same pre-mRNA. Both constitutive splicing and alternative splicing 

are sensitive to RNA Pol II speed. For example, the rates of elongation are faster over introns than over 

exons. Studies in yeast showed that slow RNA Pol II mutants had enhanced splicing, while fast mutants 

displayed reduced splicing efficiencies (Aslanzadeh et al., 2018; Braberg et al., 2013). Similar results were 

obtained from studies analyzing slow RNA Pol II mutants in Drosophila (Aslanzadeh et al., 2018; Braberg 

et al., 2013; Howe et al., 2003; Khodor et al., 2011). In plants, however, it was fast RNA Pol II mutants 

that showed enhanced constitutive splicing (Leng et al., 2020). In humans, both slow and fast RNA Pol II 

mutants inhibit constitutive splicing (Fong et al., 2014). These studies show that while the regulation of the 

rate of RNA Pol II progression is essential for proper regulation of constitutive splicing efficiency, the 

manner in which the rate influences splicing differs dramatically between species.  

 

1.2.3 mRNP Processing and mRNA export  

 During transcription the RNA undergoes 5´-end capping, splicing to ensure removal of intron 

sequences, and 3´-end processing to create a polyadenylated end. Once a mature mRNA is produced it is 
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usually delivered to the cytoplasm, where it can be translated into protein. For the mRNA to be exported 

out of the nucleus, it has to form an export-competent messenger ribonucleoparticle (mRNP) (Moore and 

Proudfoot, 2009), which functions to protect the mRNA from degradation and to prepare it for export 

through a nuclear pore complex (NPC). mRNP formation is coupled to transcription and requires export 

factors. There are two main export receptors, NXF1 and CRM1, which interact with different sets of export 

adaptors. The NXF1 export pathway involves the recruitment of the TREX (transcription/export) complex 

to the mRNA during transcription, followed by recruitment of other adaptors, SR proteins, which ultimately 

results in the recruitment of NXF1 to the mRNP and delivery to the cytoplasm through the NPC transport 

channel.   

 The TREX (transcription/export) complex plays a key role in mRNP biogenesis and export 

(Aguilera, 2005a; Kohler and Hurt, 2007; Reed and Cheng, 2005; Reed and Hurt, 2002). It includes the 

THO complex and the helicase UAP56.  The THO complex (a subcomplex of TREX) is recruited to 

chromatin during transcription and is needed for transcriptional elongation, 3´-end processing, nuclear RNA 

export and genome stability. This recruitment is facilitated through the association with the Ser2 

phosphorylated CTD of RNA Pol II (MacKellar and Greenleaf, 2011; Meinel et al., 2013). In 

Saccharomyces cerevisiae, THO is composed of 5 subunits, while in higher eukaryotes it has 6 proteins: 

THOC1, THOC2, THOC3, THOC5, THOC6 and THOC7 (Masuda et al., 2005). THOC1 contains a death-

like domain and the function of this domain is still unclear. Mammalian THOC5 exhibits a PEST like 

domain that contains three ATM kinase specific phosphorylation sites (Ramachandran et al., 2011). Human 

THO colocalizes with splicing factor in nuclear speckle domains in vivo (Masuda et al., 2005). In 

mammalian cells, THOC1 and THOC5 are mainly nuclear, though there is evidence that THOC5 can shuttle 

between the nucleus and cytoplasm (Katahira et al., 2009).  

 Transcription, splicing, and mRNA export are coordinated and essential to ensure mature mRNAs 

can be exported out of the nucleus into the cytoplasm. Once in the cytoplasm they can be used to generate 

proteins, stored, decayed, or even secreted. All of these steps have to be integrated and have to occur with 

proper kinetics for gene expression to be successful.  There are mechanisms to help surveilleance the quality 
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of nuclear mRNA to prevent the export of potentically problematic transcripts. In broad terms this involves 

either retention of aberrant mRNAs or rapid degration of aberrant mRNAs. For example, inhibition of 

splicing can cause transcripts to remain chromatin bound (de Almeida et al., 2010; Martins et al., 2011). 

For the mispliced transcripts that are polyadenylated and released from the chromatin, they can accumulate 

in subnuclear domains called nuclear speckles (Girard et al., 2012; Martins et al., 2011), where they can 

potentially undergo post-transcriptional splicing and be release and exported (Girard et al., 2012). 

Abberants mRNA transcripts are degraded by the nuclear exosome, which has both 3´à5´ exonuclease and 

endonuclease activities (Chlebowski et al., 2013; Schneider and Tollervey, 2013). Another proposed role 

for the exosome is to reduce R-loop accumulation by preventing interactions between nascent RNA and 

exposed single stranded DNA (ssDNA) (Pefanis et al., 2015). 

 

1.3 Transcription and R-loops as a source of genome instability 

 In recent years, growing evidence suggests that the down-regulation or inhibition of many factors 

involved in key steps in the gene expression pathway results in the global increase of R-loops.  In addition, 

there is evidence that the global increase in R-loops results in genome instability. Thus, the focus of my 

dissertation work was to understand how the misregulation of R-loops contributes to genome instability 

when splicing is inhibited. In the following section I will go in more detail on background pertaining to R-

loop metabolism, how we map these structures, and the evidence implicating them as sources of genome 

instability.   

 Genomes experience superhelical stresses during transcription. Transcription requires the 

participation of large macromolecular enzymes that as described above, translocate processively along the 

DNA (Cozzarelli et al., 2006). As RNA Pol II and accompanying accessory factors translocate along the 

DNA, they impose large amounts of torque on the fiber (Forth et al., 2013; Ma et al., 2013). Positive 

supercoils accumulate ahead of the advancing RNA polymerase and negative supercoils form behind the 

RNA polymerase. This is referred to as the “twin supercoiling domain model” (Liu and Wang, 1987; Ma 

and Wang, 2016).  
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 DNA topoisomerases, which are a family of ubiquitous and conserved proteins (Lee, 2011; 

Pommier et al., 2016), can transiently cut, untwist, and religate DNA strands to relax superhelicity. Despite 

the action of DNA topoisomerase, transcription still results in high levels of torsional stress, especially for 

highly transcribed genes. Actively transcribed genes often experience transcription-associated DNA breaks 

(Kim and Jinks-Robertson, 2012) and recombination (TAR) (Gottipati and Helleday, 2009). Another 

consequence of torsional stress is that it favors the formation of non-B DNA structures such as R-loops, 

which can help store the negative superhelicity and return the DNA to an energetically favorable state 

(Chedin and Benham, 2020).  

 R-loops are three-stranded non-B DNA structures that form during transcription upon reannealing 

of the nascent RNA to the template DNA strand, forming an RNA:DNA hybrid and causing the non-

template DNA strand to loop out in a single-stranded state. R-loops were first recognized to form at the 

replication origins of bacterial ColE1-type plasmids, where they serve to open the DNA double helix and 

the RNA strand can be processed upon Ribonuclease H digestion into a primer for leading strand replication 

(Itoh and Tomizawa, 1980; Masukata and Tomizawa, 1990). A similar mechanism was shown to mediate 

DNA replication initiation in bacteriophage T4 (Belanger and Kreuzer, 1998; Carles-Kinch and Kreuzer, 

1997; Kreuzer and Brister, 2010) and in the mitochondrial genome (Lee and Clayton, 1996, 1998; Xu and 

Clayton, 1995). R-loops were then recognized to form in the chromosomes of mammalian B cells upon 

induction of transcription at specialized class switch regions (Yu et al., 2003). In this case, R-loop formation 

is associated with the formation of programmed double-stranded DNA breaks (DSBs) that are required to 

initiate immunoglobulin class switch recombination. Thus, from early on, it became apparent that 

transcription-mediated R-loop formation could play important physiological roles from E. coli to mammals, 

and that R-loops represent a novel type of cis-acting biological signal. 

 The study of E. coli RNase H mutant strains provided evidence that R-loops, if left to accumulate, 

could cause significant problems. rnhA mutants have the unique ability to replicate their genome 

independently of the chromosomal replication origin oriC and of the DnaA replication initiation protein 

(Kogoma and von Meyenburg, 1983; Ogawa et al., 1984). A similar ability was also observed for knockout 
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mutants of the recG gene, which encodes a helicase capable of resolving R-loops (Hong et al., 1995). This 

mode of replication termed constitutive stable DNA replication (cSDR) is strictly dependent on the 

recombinase activity of the RecA protein (Kogoma et al., 1985). It arises due to the formation of RecA-

catalyzed R-loops that persist due to their reduced resolution in the absence of RNase H or RecG activity, 

and initiate DNA replication at alternative replication origins termed oriKs distributed along the 

chromosome (Drolet and Brochu, 2019; Kogoma, 1997). rnhA- and recG- E. coli mutants show sluggish 

growth, and increased genome instability, consistent with the induction of replication forks from oriKs 

causing global alterations of replication migration patterns (Maduike et al., 2014; Wimberly et al., 2013). 

A similar induction of alternative replication origins was observed at highly transcribed rDNA regions in 

yeast cells that accumulate R-loops due to deficiency in RNase H activity and DNA topoisomerase I 

(Stuckey et al., 2015). Therefore, it became clear early on that R-loop levels must be tightly controlled to 

avoid deleterious consequences on genome stability and that cells have evolved enzymes such as RNase H 

and helicases to promote R-loop resolution.  

 Over the last decade, our understanding of R-loops, including the mechanisms that control their 

formation and resolution, genomic distribution, and functional consequences has dramatically increased. 

R-loops represent a prevalent class of non-B DNA structures in all genomes including yeasts, plants, flies, 

and worms (Alecki et al., 2020; El Hage et al., 2014; Hartono et al., 2018; Wahba et al., 2016; Xu et al., 

2020; Xu et al., 2017; Zeller et al., 2016). In mammalian genomes, R-loops collectively occur at tens of 

thousands of conserved genic loci (Chen et al., 2017; Crossley et al., 2019b; Ginno et al., 2012; Sanz et al., 

2016; Wang et al., 2021b; Yan et al., 2019), highlighting the fact that R-loops are well-tolerated by cells 

under normal conditions. In addition, a variety of functional roles such as that described above for 

prokaryotic replication origins, have been assigned to R-loops, further suggesting that they play adaptive 

roles under physiological situations (see below).  

 At the same time, many studies have suggested that under pathological conditions, harmful R-loops 

arise from defective cellular processes and trigger DNA damage and genomic instability. Defects in co-

transcriptional processes such as splicing, polyadenylation, and RNA binding protein (RBP) recruitment 
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leading to export competence have been particularly associated with harmful R-loops (Aguilera and Garcia-

Muse, 2012; Chan et al., 2014; Kaneko et al., 2007; Li and Manley, 2005, 2006; Paulsen et al., 2009; Stirling 

et al., 2012). One of the key pieces of evidence supporting the idea of harmful R-loops is that cellular over-

expression of Ribonuclease H1 (RNase H1), an enzyme with a clear biochemical ability to resolve 

RNA:DNA hybrids and R-loops (Cerritelli and Crouch, 2009), can at least partially suppress a variety of 

genome instability phenotypes (Huertas and Aguilera, 2003; Paulsen et al., 2009). Harmful R-loops, in turn, 

were proposed to affect genome stability by causing or exacerbating transcription-replication collisions 

(Hamperl et al., 2017; Hamperl and Cimprich, 2014, 2016; Lang et al., 2017), triggering replicative stress 

(Barroso et al., 2019; Crossley et al., 2019a; Herold et al., 2019; Landsverk et al., 2019; Morales et al., 

2016), or inducing nuclease-mediated DNA breakage (Sollier and Cimprich, 2015; Sollier et al., 2014). We 

note, however, that the association between harmful R-loops and genome instability relied in many 

instances on observations of excessive R-loop levels by S9.6 immunofluorescence microscopy. Recent 

evidence, however, suggests that these observations may need to be revisited given the likelihood of 

significant confounding artefacts in S9.6 imaging studies (Smolka et al., 2021a). At the genomic level, 

harmful R-loops remain poorly characterized. Similarly, the spatiotemporal relationship between harmful 

R-loop formation, DNA damage initiation and their suppression by RNase H1 expression has for the most 

part never been directly assessed. Thus, significant questions remain surrounding the identities of harmful 

R-loops and their mechanism of action. In addition to increase in DNA damage, other mechanisms may be 

at play under and how defects in RNA binding processes impact nuclear homeostatsis. Here, we focus on 

reviewing recent R-loop mapping efforts in mammalian cells. We suggest that these studies can be most 

easily reconciled considering the existence of distinct R-loop classes, each with unique characteristics. We 

further propose that events of genome instability may be connected to specific R-loop sub-types.  

 

1.3.1 R-loop mapping efforts suggest the existence of two classes of R-loops 

 Two main types of R-loop mapping methodologies have been developed to provide population-

average views of genomic R-loop distributions. These strategies rely either on the S9.6 anti RNA:DNA 
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hybrid monoclonal antibody (Boguslawski et al., 1986) or on catalytically inactive variants of Ribonuclease 

H1 (dRNase H1) that are still binding-competent due to the RNase H1 hybrid-binding domain (Chen et al., 

2017). Despite significant concerns about the use of S9.6 in imaging applications, it permits accurate R-

loop mapping in genomics applications after DNA:RNA ImmunoPrecipitation (DRIP) (Smolka et al., 

2021a). Several variations of the initial DRIP-seq method (Ginno et al., 2012) with various degrees of 

resolution and strand-specificity have been published (Crossley et al., 2019b; Sanz et al., 2016; Smolka et 

al., 2021a; Xu et al., 2017) (Chapter II focuses on the protocol used for mapping R-loop structures) and 

generally produce highly congruent maps in human cells (Chedin et al., 2021a). Importantly, S9.6-based 

methods require initial steps of DNA extraction and fragmentation which allow the pre-treatment of 

extracted nucleic acids by exogenous RNase H. As expected, DRIP-seq maps are highly sensitive to RNase 

H pre-treatment, providing an essential specificity control. In addition, DRIP-based maps have been 

independently validated using approaches based on non-denaturing sodium bisulfite in an S9.6-independent 

manner (Malig et al., 2020a). Nonetheless, S9.6-based mapping methodologies can be considered as 

mapping R-loops ex vivo since they require initial nucleic acid extraction from cells. By contrast, dRNase 

H1-based approaches rely on mapping R-loops either through mapping the binding sites of dRNase H1 

expressed in vivo (such as in RNase H1 ChIP, or R-ChIP (Chen et al., 2017)) or by liberating R-loops from 

native chromatin via methodologies derived from CUT&RUN (short for “Cleavge Under Targets & Release 

using Nuclease”) and CUT&TAG (short for “Cleavage Under Targets & Tagmentation) (Wang et al., 

2021b; Yan et al., 2019). One key advantage of such methods is that R-loops are profiled under native 

conditions without the need to extract nucleic acids or chromatin from cells prior to mapping.  

 

Distribution of R-loops from native mapping methodologies. 

 Major differences have emerged between dRNase H1- and S9.6-based R-loop maps. dRNase H1-

based maps consistently identify R-loops over GC-rich and GC-skewed promoter-proximal pause regions 

of numerous transcribed genes. Of the twelve thousand or so R-ChIP-seq peaks recovered, nearly 60% 

mapped to promoter-proximal regions, significantly higher than observed in gene bodies (17%) or over 
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gene terminal regions (6%) (Chen et al., 2017). In addition to genic R-loops, dRNase H1-based methods 

have consistently detected the presence of several thousand intergenic R-loops mapping to active enhancer 

regions (Chen et al., 2017; Wang et al., 2021b; Wulfridge and Sarma, 2021; Yan et al., 2019). tRNA genes 

also found among the strongest hotspots for dRNase H1 binding by R-ChIP (Chen et al., 2017). This 

observation holds also true in yeast (El Hage et al., 2014; Hartono et al., 2018; Legros et al., 2014), which 

suggests that high R-loop loads may be associated with these short genes. Median R-loop peak sizes 

reported by R-ChIP were relatively short, around 200-300 bp (Chen et al., 2017; Wang et al., 2021b). 

Importantly, dRNase H1 recruitment to transcription start sites (TSSs) was dynamically correlated with 

transcriptional pausing, suggesting a mechanistic connection between pausing and R-loop formation (Chen 

et al., 2017).  

 

Distribution of R-loops ex vivo. 

 S9.6-based maps, on the other hand, show that R-loops are predominantly distributed along 

transcribed genic regions and correlate with both gene expression levels and gene length (Sanz et al., 2016). 

Tens of thousands of conserved peaks of R-loop formation have consistently been recovered from a variety 

of human cell lines and from multiple studies (Chedin et al., 2021a; Sanz et al., 2016). About half of these 

peaks map to transcribed gene bodies, with hotspots observed downstream of GC-skewed CpG island 

promoters (13%) and gene ends (19%) (Sanz et al., 2016). By contrast with native R-loops that are confined 

to a short region immediately downstream of the transcription start site (TSS), DRIP approaches are only 

able to detect R-loops about 1-1.5 kb downstream of the TSS. While ex vivo promoter R-loops clearly 

associate with GC skew, we note that the degree of this sequence characteristic progressively decreases 

past the exon1 / intron 1 junction (Hartono et al., 2015), suggesting that other properties in addition to the 

thermodynamic stability of RNA:DNA hybrids may be facilitating R-loop formation downstream of the 

TSS. It is possible that as the RNA Pol II enters productive elongation, it introduces negative supercoiling 

on the DNA template, driving the formation of R-loops to relieve the associated topological stress (Stolz et 

al., 2019a). Interestingly, gene body and terminal ex vivo R-loops correlate with variable levels of GC skew, 
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suggesting that such an interplay between DNA sequence features and topological considerations may be 

at play for many loci (Chedin and Benham, 2020; Sanz et al., 2016). In contrast to native R-loops, ex vivo 

R-loops show little signal over tRNA genes and are not readily detected over intergenic enhancers. 

Similarly, ex vivo R-loops often define much larger peaks, with median lengths of 1.5 kilobases (Sanz et 

al., 2016). Single-molecule R-loop footprinting analysis revealed that such large peaks are caused by the 

clustering of smaller individual R-loops over larger R-loop zones (Malig et al., 2020a).  

 

Reconciling R-loop classes: paused- versus elongation-associated R-loops. 

 The variation between S9.6- and dRNase H1-based methods could be explained by differences in 

specificities between RNase H1 and S9.6 and/or by the possibility that RNase H1 was targeted to R-loops 

found at paused promoters. To clarify the differences between dRNaseH1- and S9.6-mapping methods, a 

recent study profiled R-loops using the CUT&TAG technology, taking advantage of the N-terminal hybrid 

binding domain (HBD) of RNase H1 and of the S9.6 antibody as R-loop sensors that were fused to GST- 

and His6-tagged moieties (Wang et al., 2021b). Each sensor protein was then used for both native and ex 

vivo R-loop profiling. The HBD sensor protein, when used ex vivo, generated maps similar to those obtained 

using the S9.6 sensor, recapitulating previous high-resolution strand-specific profiling results using the 

DRIPc-seq methodology (Sanz and Chedin, 2019a; Sanz et al., 2016). This suggests that the RNase H1 

HBD and S9.6 can recognize the same subset of R-loops. Strikingly, when used in CUT&TAG approaches 

for native and fragmentation-free R-loop mapping, both sensor proteins generated results consistent with 

other dRNase H1-based R-loop profiles. This establishes that the primary difference between S9.6-based 

and dRNase H1-based R-loop mapping derives from the application of these reagents to mapping R-loops 

in a native context versus ex vivo. Methods that capture native R-loops like MapR, R-ChIP, and R-loop 

CUT&TAG better reflect R-loops formed near paused promoter regions, while methods that capture R-

loops ex vivo like DRIP-seq and its derivatives identify R-loops that form through gene body regions and 

therefore associate with transcription elongation. The mechanistic connections between these two R-loop 

types and transcriptional pausing versus transcription elongation are well-reflected in their response to 
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drugs such as 5, 6-dichloro-1-beta-D-ribofuranosylbenzimidazole (DRB), which inhibits RNA Pol II by 

causing premature transcription termination, that enforce heightened promoter pausing by blocking the 

release of RNA Pol II into elongation. DRB treatment caused increased dRNase H1 recruitment to promoter 

regions, reflecting increased pausing-associated R-loops. Conversely, washes following DRB treatment, 

caused the reduction of dRNase H1 binding and promoter-associated R-loops, as expected from the release 

of previously paused RNA Pol II  complexes into elongation (Chen et al., 2017). In sharp contrast, DRB 

treatment caused a rapid reduction of R-loops 1-2 kilobases downstream of promoters as profiled by DRIP-

qPCR (Sanz et al., 2016), reflecting a rapid decrease in elongation complexes. Prolonged DRB treatment 

progressively suppressed all instances of R-loop formation along gene bodies (Crossley et al., 2019a; Sanz 

et al., 2016). As expected, washes following DRB treatment caused a rapid return of R-loops as measured 

by DRIP-qPCR, consistent with the resumption of elongation (Sanz et al., 2016). Thus, emerging data 

suggest that there are two distinct classes of R-loops that: (i) associate with two distinct states of the 

transcription cycle; and (ii) are best profiled through different approaches.  

 

1.3.2 Contrasting properties of R-loop classes 

 Based on the R-loop mapping data, the proposed two R-loop classes possess distinct properties that 

may account for their differential ability to be detected. We note that RNA Pol I-driven and RNA Pol III-

driven R-loops, both of which likely correspond to important R-loop classes, are not being discussed here. 

Similarly, the formation of RNA:DNA hybrids or R-loops at sites of DNA double-stranded breaks (Cohen 

et al., 2018; D'Alessandro et al., 2018; Ohle et al., 2016) is not considered here. 

 

Length and stability. 

 Promoter-associated R-loops (referred to here as Class I) are expected to be small, reaching 60 bp 

at most given the lengths of RNA transcripts at promoter-proximal pause sites (Adelman and Lis, 2012). 

As suggested (Chedin et al., 2021a), the short lengths of such R-loops may result in lower stability during 

genome fragmentation in DRIP‐based approaches. It is also possible that such small R-loops owe their 
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stability in situ to the presence of large protein complexes nearby, including the paused RNA Pol II  

machinery and associated pausing and pause-regulating factors. If so, deproteinization during ex vivo DNA 

extraction may further destabilize them. This, together with minimal size thresholds (>100 bp) enforced 

during DRIP library construction steps, may account for significant recovery losses over these regions in 

ex vivo approaches. Non-denaturing bisulfite-based approaches are similarly challenged in identifying Class 

I R-loops due to their short size and paucity of cytosines on the displaced strand (Chedin et al., 2021a; 

Malig et al., 2020a). It is possible that Class I R-loops can only be captured under native conditions. The 

difficulties associated with recovering and detecting Class I R-loops in ex vivo approaches may in fact have 

allowed the detection of more stable, but less abundant, elongation-associated (Class II) R-loops (see 

below). We note that paused RNA polymerases are often backtracked (Noe Gonzalez et al., 2021; Sheridan 

et al., 2019), and it was recently proposed that small “anterior R‐loops” may form ahead of backtracked 

RNA polymerases (Zatreanu et al., 2019). The exact molecular features of promoter-associated Class I R-

loops therefore remain to be clarified.  

 In contrast to Class I R-loops, single-molecule R-loop footprinting approaches revealed that Class 

II elongation-associated R-loops show median lengths of about 300 base-pairs and can extend to kilobase-

length structures (Malig et al., 2020a). Thus, the two R-loop classes show nearly an order of magnitude 

difference in length. The large sizes of Class II R-loops may account for their relative stability to DNA 

extraction and fragmentation, allowing ex vivo profiling. As noted previously, however, it is likely that 

some Class II R-loops are unstable in the face of DNA fragmentation, especially when negative DNA 

supercoiling played a prominent role in driving their formation (Chedin and Benham, 2020; Stolz et al., 

2019a).  

 

Frequency of formation. 

 While Class I and Class II R-loops show clear differences in length and in their association with 

paused versus elongating RNA Pol II , much less is known regarding the frequency at which they form. 

The average yields for elongation-associated R-loops, measured by DRIP-qPCR as a percentage of input, 
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range from 1-10% at positive loci (Sanz et al., 2016). Yields from RchIP-qPCR are notably lower (Chen et 

al., 2017). We suspect, however, that this may not reflect the true frequency distribution of Class I and 

Class II R-loops. ChIP experiments, which involve crosslinking and harsh sonication prior to 

immunoprecipitation may be limited in their ability to efficiently recover Class I R-loops. This may be 

further compounded if only a portion of Class I R-loops are RNase H1-bound at any given time. Issues of 

epitope accessibility may further complicate recovery given the presence of large macromolecular 

complexes over paused promoter regions (Core and Adelman, 2019). While future experiments will be 

necessary to accurately quantify the relative amounts of Class I and Class II R-loops, we suggest that Class 

I R-loops formed over paused promoters are much more abundant than Class II R-loops are at any given 

position. If correct, this proposal suggests that “native” approaches are limited in their ability to recover 

Class II R-loops simply because the bulk of R-loops in a cell correspond to Class I R-loops formed at 

promoters. This proposal follows the well-accepted notion that the highest RNA Pol II density measured 

by ChIP-seq approaches, and the highest transcriptional activity measured by profiling nascent 

transcription, are primarily found over paused promoters compared to transcribed gene bodies (Henriques 

et al., 2013; Rahl et al., 2010; Wissink et al., 2019). Thus, the proposed high frequency of Class I R-loop 

formation may simply reflect the prevalence of promoter-proximal paused RNA Pol II complexes. 

Importantly, pause sites, particularly over CpG island promoters associate with very high, R-loop-

favorable, GC skew levels (Chen et al., 2017; Hartono et al., 2015). In addition, the presence of a nearby 

free 5´-end may further facilitate R-loop initiation during promoter pausing (Chen et al., 2017; Roy et al., 

2010). Finally, the fact that RNA Pol II machinery itself is paused may provide a long kinetic window for 

an R-loop to arise. Overall, we propose that Class I R-loops dominate the R-loop landscape by virtue of 

their association with abundant paused RNA Pol II complex, the presence of favorable sequence 

characteristics, and the availability of a free 5´-end.   
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Half-lives. 

 Class II R-loops have an estimated half-life of about 10 minutes (Crossley et al., 2019b; Sanz et 

al., 2016); by contrast, the half-lifes of Class I R-loops are not known. It is reasonable to propose, however, 

that Class I R-loops may show a half-life similar to that of paused RNA Pol II complexes. Measurements 

of RNA Pol II pausing indicate that pause duration has a median value of 7 minutes (Jonkers et al., 2014), 

but that there exists considerable variation from 2 to 30 minutes depending on the promoter being 

considered (Core and Adelman, 2019). Enhancers may display an even shorter pause duration (Henriques 

et al., 2018). Thus, in all cases R-loop formation is a dynamic process but the half-lives, and potentially the 

types of enzymatic activities associated with R-loop resolution may vary between Class I and Class II R-

loops.   

 

1.3.3 Functional consequences of Class I and Class II R-loops 

 Class II R-loops have been associated with several important functions under normal conditions in 

mammalian cells (Chedin, 2016). Whether they occur in promoter-distal regions, gene bodies, or terminal 

genic regions, Class II R-loops correspond to regions of increased RNA Pol II density (Sanz et al., 2016). 

This suggests that they help to slow or stall the transcription machinery, as observed in vitro 

(Belotserkovskii et al., 2017; Belotserkovskii et al., 2018). Towards the beginning of genes, where Class II 

R-loops are prominent, slower elongation is expected to favor the recruitment of chromatin modifying 

enzymes to the C-terminal domain of RNA Pol II. This, in turn, may account for the increased deposition 

of several transcription-coupled histone modifications such as histone H3 lysine 36 trimethylation observed 

for R-loop-positive genes compared to expression-matched, but R-loop-negative, genes (Sanz et al., 2016). 

At the end of genes, which also correspond to Class II R-loop hotspots, R-loop-positive regions show 

dramatically elevated RNA Pol II stalling compared to expression-matched R-loop-negative terminal 

regions. Stalling, in turn, associates with efficient transcription termination, which is a property 

preferentially observed for genes with close neighbors (Sanz et al., 2016). Mechanistically, slower 

transcription elongation downstream of the polyadenylation site may tip the kinetic competition between 
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the XRN2 ribonuclease and RNA Pol II in favor of XRN2-mediated transcript degradation (Saldi et al., 

2018). Class II R-loop formation also generally correlates with regions of increased chromatin accessibility, 

consistent with the notion that rigid A-like form RNA:DNA hybrids do not wrap around nucleosomes 

(Dunn and Griffith, 1980). Finally, R-loops were proposed to absorb large amounts of negative 

superhelicity, contributing to the transient relaxation of topological stresses in the genome (Chedin and 

Benham, 2020; Stolz et al., 2019a). Thus, under normal conditions, Class II R-loops have been assigned 

roles in chromatin patterning, transcription regulation, and topological management. Class I R-loops have 

been associated with chromatin features typical of highly active promoters over the promoter-proximal 

pause sites, such as high GC skew and G quadruplex motifs, high levels of H3K4 trimethylation and histone 

acetylation, and high RNA polymerase II occupancy (Chen et al., 2017). Interestingly, similar enrichments 

were observed around the TSSs of Class II R-loop-forming genes (Sanz et al., 2016), consistent with the 

notion that genes undergoing R-loop formation during transcription elongation also correspond to genes 

that accumulate Class I R-loops over their promoter-proximal pause regions. Indeed, Class II R-loop 

formation downstream of promoters was shown to be significantly associated with RNA Pol II pausing 

(Zhang et al., 2017). 

 

1.3.4 Connections between different RNA binding factors and R-loops 

 While the physio-chemical bases for R-loop formation are becoming clearer, much remains to be 

learned about the cellular function and regulation of these structures. Studies from numerous labs have 

suggested that R-loops have both physiological and pathological outcomes (Costantino and Koshland, 

2015; Skourti-Stathaki and Proudfoot, 2014). For instance, R-loops have been linked to efficient 

transcription termination (Sanz et al., 2016; Skourti-Stathaki et al., 2011), chromatin patterning (Chedin, 

2016; Chen et al., 2015; Sanz et al., 2016), and the relaxation of negative DNA superhelicity (Stolz et al., 

2019b), but R-loops have also been linked to genomic instability (Crossley et al., 2019a; Hamperl and 

Cimprich, 2014). What distinguishes “good” from “bad” R-loops remains mostly unclear, in part because 

the pathways regulating R-loop formation and resolution are incompletely understood.  
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Despite our growing understanding of where and when these structures form, many questions 

remain as to how these structures are regulated in the cell. One prominent model in the field is that RNA 

binding factors, such as those involved in splicing or mRNA export, have a role in suppressing the formation 

of R-loops genome-wide. In this model RNA binding factors bind to the RNA and sequester the RNA from 

interacting with the DNA to from an R-loop. If this model is correct, removal of RNA binding factors would 

cause an increase in R-loops genome-wide. The first evidence that an RNA binding factor may have a role 

in suppressing R-loops comes from the seminal study conducted by Li and Manley (2004); which showed 

that disruption of RNA splicing factors can result in R-loop-mediated genomic instability in human cells. 

This led to the hypothesis that RNA splicing factors, by sequestering the transcript away from the DNA 

template and reducing the homology between RNA and DNA, may play a role in preventing R-loops, 

thereby alleviating DNA replication stress, mutagenesis, and DNA breakage. Depletion of THOC1 and 

THOC5 led to an increase in double strand breaks and an increase in gH2AX (Cai et al., 2020; Dominguez-

Sanchez et al., 2011; Katahira et al., 2009; Saran et al., 2016; Tran et al., 2016). Many of these studies 

implicate R-loops as a source contributing to DNA damage (Dominguez-Sanchez et al., 2011; Huertas and 

Aguilera, 2003; Luna et al., 2019). Overexpression of RNase H1 resulted in the decrease in 

gH2AX(Dominguez-Sanchez et al., 2011), but in some cases did not resolve the increase in gH2AX signal 

observed upon depletion (Cai et al., 2020). It should also be noted that in these studies, R-loops were 

detected using S9.6 immunofluorescence imaging and the genomic profiles of R-loops of THO depleted 

cells have never been characterized. While splicing factor mutations, elevated R-loop levels, and genomic 

instability have been implicated in a range of human disorders, the mechanistic relationships linking these 

processes remain largely to be elucidated.  

 

1.3.5 Links between R-loops, Splicing, and Genome Instability  

 Mapping studies clearly indicate that R-loops often occur in introns (Sanz et al., 2016), indicating 

that the nascent RNA transcript engages with the template DNA prior to splicing. Evidence from yeast 
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indicates that introns may protect against R-loops owing to the fact that they are bound by RNA-binding 

factors involved in splicing (Bonnet et al., 2017). This led to a model whereby R-loop formation is reduced 

if the nascent transcript is engaged by RNA binding proteins, including the spliceosome, and the RNA 

export machinery (Santos-Pereira and Aguilera, 2015). Splicing, by removing introns, further reduces the 

homology between transcript and DNA template, thereby further reducing R-loop formation.  

 Interestingly, multiple studies (Gomez-Gonzalez et al., 2011; Paulsen et al., 2009; Santos-Pereira 

and Aguilera, 2015; Sollier and Cimprich, 2015) have shown that down-regulation of a large number of 

genes involved in RNA processing, including splicing factors (Aronica et al., 2016; Bhatia et al., 2014; Li 

and Manley, 2005; Onyango et al., 2017; Tresini et al., 2015; Wan et al., 2015), cause double-stranded 

DNA breaks and genomic instability through a mechanism thought to involve elevated R-loop levels. 

Overexpression of Ribonuclease H1 (RNase H1), an enzyme that degrades RNA when paired to DNA and 

resolves R-loops in vitro (Cerritelli and Crouch, 2009), suppresses the phenotypes linked to splicing factor 

knockdowns (Paulsen et al., 2009). Despite this, the genomic profiles of so-called “aberrant” R-loops have 

never been reported. Similarly, it has never been directly shown that R-loops cause or even positionally 

associate with unspliced RNA segments. Thus, the proposed role of splicing factors in regulating R-loop 

metabolism is mostly unclear.  

 

1.4 SF3B1: a medically-relevant splicing factor target to analyze splicing / R-loops relationships  

 SF3B1 is an important component of the U2 snRNP particle that is frequently mutated in 

myelodysplastic syndromes (MDS) (Yoshida et al., 2011). Importantly, knockdown of several SF3b 

complex subunits led to the accumulation of the DNA damage marker gamma H2AX, linking U2 snRNP 

disruption to genomic instability (Paulsen et al., 2009). Similarly to what was originally observed by Li and 

Manley for the SRSF1 splicing factor (Li and Manley, 2005), over-expression of RNase H1 partially 

rescued the effect, suggesting “aberrant” R-loops underlie the instability phenotype (Paulsen et al., 2009). 

SF3B1 is therefore a highly relevant target to examine the mechanistic relationships between splicing 

dysfunction and R-loop metabolism. In addition, Pladienolide B (PladB) treatment offers a simple and 
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specific tool to inhibit SF3B1 pharmacologically and to determine the downstream consequences of U2 

snRNP perturbation. PladB treatment specifically impairs SF3B1 function but allows the SF3B complex to 

maintain its physical interactions within the U2 snRNP particle (Kotake et al., 2007; Mizui et al., 2004; 

Yokoi et al., 2011). Specifically, U1 and U2 snRNP are able to bind to form an early version of complex 

A, but are unable to proceed with complex B formation (Figure 1.3) (Cretu et al., 2018; Effenberger et al., 

2017; Finci et al., 2018; Jacobs et al., 2004). Thus, any change observed is due to the consequence of 

splicing defects alone. In addition, since PladB functions rapidly, it offers the possibility of measuring 

splicing, expression, and R-loop patterns in a dynamic fashion post treatment. 

 

Figure 1.3 PladB mediated inhibition of SF3B1. PladB prevents the confirmational change of SF3B1, 

preventing the complete formation of complex A and transistion into complex B. 

 

1.5 Dissertation project goals  

 The goal of my dissertation project was to determine the temporal and positional relationships 

between transcription, splicing and R-loop formation to clarify their mechanistic interconnections. To do 

this, I explored the mechanistic links between RNA splicing and R-loop formation using high throughput 

genomic methods and focused on the splicing factor SF3B1. It has been reported that inhibition of SF3B1 

via PladB caused an increase in R-loops detected by S9.6 immunofluorescence (Chakraborty et al., 2018; 

Wan et al., 2015). Although there is evidence that PladB mediated splicing inhibition can lead to genomic 

instability, where the increase of R-loops is occurring is unclear. Another overlooked component is how 

inhibition of splicing affects transcription dynamics. Addressing how these processes globally respond to 

acute splicing inhibition is important to determine the mechanism(s) leading to genomic instability.
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CHAPTER II: Mapping R-loops and RNA:DNA hybrids with S9.6-based immunoprecipitation 

methods 

 

This chapter has been modified from the manuscript that was published under the same title in J. Vis. 

Exp. Volume 174. July 2021. 

 

Sanz, L. A., Castillo-Guzman, D., Chédin, F. Mapping R-Loops and RNA:DNA Hybrids with S9.6-Based 

Immunoprecipitation Methods. J. Vis. Exp. (174), e62455, doi:10.3791/62455 (2021). 

 

This manuscript has been modified to match the formatting of this dissertation. Figures and sections have 

been renamed. My contributions to the original manuscript include editing the text of the manuscript and 

Figure 2.2, outlining the script included in the video component of the manuscript.  
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2.1 Abstract 

R-loops constitute a prevalent class of transcription-driven non-B DNA structures that occur in all 

genomes depending of both DNA sequence and topological favorability. In recent years, R-loops have been 

implicated in a variety of adaptive and maladaptive roles and have been linked to genomic instability in the 

context of human disorders. As a consequence, the accurate mapping of these structures in genomes is of 

high interest to many investigators. Here, we describe DRIP-seq (DNA:RNA Immunoprecipitation 

followed by high throughput sequencing), a robust and reproducible technique that permits accurate and 

semi-quantitative mapping of R-loops. We also describe a recent iteration of the method in which 

fragmentation is accomplished using sonication (sDRIP-seq), which allows strand-specific and high-

resolution mapping of R-loops. sDRIP-seq thus addresses some of the common limitations of the DRIP-

seq method in terms of resolution and strandedness, making it a method of choice for R-loop mapping.  

 

2.2 Introduction  

R-loops are three-stranded nucleic acid structures composed of an RNA:DNA hybrid and a single-

stranded DNA loop. These structures form primarily during transcription upon hybridization of the nascent 

RNA transcript to the template DNA strand. Biochemical reconstitution (Daniels and Lieber, 1995; Ginno 

et al., 2012; Reaban et al., 1994; Yu et al., 2003) and mathematical modeling (Stolz et al., 2019a), in 

combination with other biophysical measurements (Carrasco-Salas et al., 2019; Duquette et al., 2004), have 

established that R-loops are more likely to occur over regions that exhibit specific favorable characteristics. 

For instance, regions that display strand asymmetry in the distribution of guanines (G) and cytosines (C) 

such that the RNA is G-rich, a property called positive GC skew, are favored to form R-loops when 

transcribed owing to the higher thermodynamic stability of the DNA:RNA hybrid compared to the DNA 

duplex (Huppert, 2008). Regions that have evolved positive GC skew, such as the early portions of many 

eukaryotic genes (Ginno et al., 2012; Green et al., 2003; Hartono et al., 2015; Polak and Arndt, 2008), are 

prone to forming R-loops in vitro and in vivo (Ginno et al., 2012; Malig et al., 2020b; Yu et al., 2003). 
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Negative DNA superhelical stress also greatly favors structure formation (Drolet et al., 2003; Masse et al., 

1997) because R-loops efficiently absorb such topological stresses and return the surrounding DNA fiber 

to a favorable relaxed state (Chedin and Benham, 2020; Stolz et al., 2019a). 

Historically, R-loop structures were considered to result from rare, accidental entanglements of 

RNA with DNA during transcription. However, the development of DNA:RNA immunoprecipitation 

(DRIP) coupled to high-throughput DNA sequencing (DRIP-seq) allowed the first genome-wide mapping 

of R-loops and revealed that those structures are far more prevalent than expected in human cells (Ginno et 

al., 2013; Ginno et al., 2012). R-loops occur over tens of thousands of conserved, transcribed, genic hotspots 

in mammalian genomes, with a predilection for GC-skewed CpG islands overlapping the first intron of 

genes and the terminal regions of numerous genes (Sanz et al., 2016). Overall, R-loops collectively occupy 

3-5% of the genome in human cells, consistent with measurements in other organisms including yeasts, 

plants, fly and mouse (Alecki et al., 2020; El Hage et al., 2014; Hartono et al., 2018; Wahba et al., 2016; 

Xu et al., 2017).  

Analysis of R-loop forming hotspots in human cells revealed that such regions associate with 

specific chromatin signatures (Chedin, 2016). R-loops in general, are found over regions with lower 

nucleosome occupancy and higher RNA polymerase density. At promoters, R-loops associate with 

increased recruitment of two co-transcriptionally deposited histone modifications, H3K4me1 and 

H3K36me3 (Sanz et al., 2016). At gene termini, R-loops associate with closely arranged genes that undergo 

efficient transcription termination (Sanz et al., 2016), consistent with prior observations (Skourti-Stathaki 

et al., 2011). R-loops were also shown to participate in the initiation of DNA replication at the replication 

origins of bacteriophage, plasmid, mitochondrial, and the yeast genomes (Carles-Kinch and Kreuzer, 1997; 

Itoh and Tomizawa, 1980; Kreuzer and Brister, 2010; Lee and Clayton, 1998; Masukata and Tomizawa, 

1990; Stuckey et al., 2015; Xu and Clayton, 1995). In addition, 76% of R-loop-prone human CpG island 

promoters function as early, constitutive replication origins (Cadoret et al., 2008; Mukhopadhyay et al., 

2014; Picard et al., 2014; Sequeira-Mendes et al., 2009), further illustrating the links between R-loops and 
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replication origins. Collectively, these studies suggest that R-loops represent a novel type of biological 

signal that can trigger specific biological outputs in a context-dependent manner (Chedin, 2016). 

Early on, R-loops were shown to form at repeated class switch sequences during the process of 

immunoglobulin class switch recombination (Huang et al., 2007; Huang et al., 2006; Yu et al., 2003). Such 

programmed R-loops have been linked to the initiation of class switch recombination via the introduction 

of double-stranded DNA breaks (Yu and Lieber, 2019). Since then, “harmful” R-loop formation, generally 

understood to result from excessive R-loop formation, has been implicated in various processes linked to 

genomic instability such as hyper recombination, transcription-replication collisions, replication and 

transcriptional stress (for review (Costantino and Koshland, 2015; Crossley et al., 2019a; Garcia-Muse and 

Aguilera, 2019; Santos-Pereira and Aguilera, 2015; Skourti-Stathaki and Proudfoot, 2014)). As a 

consequence, the accurate mapping of R-loop structures represents an exciting and important challenge to 

better understand the distribution and function of these structures in health and disease. 

DNA:RNA immunoprecipitation (DRIP) relies on high affinity of the S9.6 monoclonal antibody 

for DNA:RNA hybrids (Boguslawski et al., 1986). DRIP-seq permits robust genome-wide profiling of R-

loop formation (Ginno et al., 2012; Sanz and Chedin, 2019b). While useful, this technique suffers from 

limited resolution due to the fact that restriction enzymes are used to achieve gentle DNA fragmentation. 

In addition, DRIP-seq does not provide information on the directionality of R-loop formation. Here we 

report a variant of DRIP-seq that permits the mapping of R-loops at high resolution in a strand-specific 

manner. This method relies on sonication to fragment the genome prior to immunoprecipitation and the 

method is thus called sDRIP-seq (sonication DNA:RNA immunoprecipitation coupled to high throughput 

sequencing) (Figure 2.1). The use of sonication permits an increased resolution and limits restriction 

enzyme-linked fragmentation biases observed in DRIP-seq approaches (Halasz et al., 2017). sDRIP-seq 

produces R-loop maps that are in strong agreement with results from both DRIP-seq and the previously 

described high-resolution DRIPc-seq method in which sequencing libraries are built from the RNA strands 

of immunoprecipitated R-loop structures (Sanz and Chedin, 2019b).  
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Faced with a plethora of methods to choose from, users may wonder which particular DRIP-based 

approach is preferable for their needs. We offer the following advice. DRIP-seq, despite its limitations, is 

technically easiest and is the most robust (highest yields) of all three methods discussed here; it thus remains 

broadly useful. Numerous DRIP-seq datasets have been published, which provides a useful comparison 

point for new datasets. Finally, the bioinformatic analysis pipeline is simpler as the data is not stranded. We 

recommend that new users begin honing their R-loop mapping skills with DRIP followed by qPCR and 

DRIP-seq. sDRIP-seq represents a slightly higher degree of technical difficulty: the yields are slightly 

reduced due to sonication (discussed below) and the sequencing library process is slightly more complex. 

Yet, the gain of strandedness and higher resolution is invaluable. We note that sDRIP-seq will capture both 

two-stranded RNA:DNA hybrids and three-stranded R-loops. Due to the library construction steps, DRIP-

seq will not capture two-stranded RNA:DNA hybrids. DRIPc-seq is the most technically demanding and 

requires higher amount of starting materials. In return, it offers the highest resolution and strandedness. 

Because sequencing libraries are built from the RNA moiety of R-loops or hybrids, DRIPc-seq may suffer 

from possible RNA contamination, especially since S9.6 possesses residual affinity for dsRNA (Chedin et 

al., 2021b; Hartono et al., 2018; Phillips et al., 2013). sDRIP-seq permits strand-specific, high resolution 

mapping without worries about RNA contamination since sequencing libraries are derived from DNA 

strands. Overall, these three methods remain useful and present differing degrees of complexity and slightly 

different caveats. All three, however, produce highly congruent datasets (Chedin et al., 2021b) and are 

highly sensitive to RNase H pre-treatment, which represents an essential control to ensure signal specificity 

(Sanz and Chedin, 2019b; Smolka et al., 2021b). We note that given the size selection imposed on 

sequencing libraries, small hybrids (estimated < 75 bp), such as those forming transiently around lagging 

strand DNA replication priming sites (Okazaki primers) will be excluded. Similarly, since all DRIP 

methods involve DNA fragmentation, unstable R-loops that require negative DNA supercoiling for their 

stability will be lost (Stolz et al., 2019a). Thus DRIP approaches may underestimate R-loop loads, 

especially for short, unstable R-loops that may be best captured using “in vivo” approaches (Chedin et al., 

2021b; Sanz and Chedin, 2019b). We note that R-loops can also be profiled in an S9.6-independent manner 
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at deep coverage, high-resolution and in a strand-specific manner on single DNA molecules after sodium 

bisulfite treatment (Malig et al., 2020b). Additionally, strategies using a catalytically inactive RNase H1 

enzyme have been employed to map native R-loops “in vivo”, highlighting short, unstable R-loops that 

form primarily at paused promoters (Chen et al., 2019; Wang et al., 2021b; Yan and Sarma, 2020). 

 

2.3 Protocol 

The following protocol is optimized for the human Ntera-2 cell line grown in culture but it has been 

successfully adapted without modification to a range of other human cell lines (HEK293, K562, HeLa, 

U2OS), primary cells (fibroblasts, B-cells) as well as in other organisms with small modifications (mouse, 

fly). 

 

1. Cell harvest and lysis 

1.1. Culture Ntera-2 cells to 75-85% confluency. To start any DRIP procedure, optimal cell count should 

be 5 to 6 million cells with >90% viable counts.  

1.2. Wash cells once with 1x PBS and add 1.5ml of Trypsin-EDTA 1X and incubate for 2 minutes at 37°C 

until the cells dissociate from the dish.  

1.3. Add 5 ml of warm media and, after pipetting well to resuspend cells into a single cell suspension, 

transfer the content in a new 15 ml tube and gently pellet the cells at 1,000 rpm for 3 minutes. 

1.4. Wash the cells once with 5 ml of 1x PBS and gently pellet the cells at 1,000rpm for 3 minutes. 

1.5. Fully resuspend the cells in 1.6 mL of TE buffer (10 mM Tris-Cl pH 7.5, 1 mM EDTA pH 8.0). Add 

5 µL of proteinase K (20 mg/mL stock solution) and 50 µL of SDS (20% stock solution) and invert 

gently the tubes 5 times until solution become viscous. Do not try to pipet the solution, only mix by 

inversion. 

1.6. Incubate overnight at 37°C. 
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2. DNA extraction 

2.1. Pour the DNA lysate into a pre-spun 15 mL high density Maxtract phase lock gel tube and add 1 

volume (1.6 mL) of Phenol/Chloroform Isoamyl alcohol (25:24:1). Gently invert 5 times and spin 

down at 1,500 g for 5 minutes. 

2.2. Add 1/10 volume of 3M sodium acetate (NaOAc) pH 5.2 and 2.5 volumes of 100% Ethanol to a new 

15 mL tube. Pour in the top aqueous phase from the phase lock gel tube and invert softly until the 

DNA is fully precipitated (up to 10 minutes). 

2.3. Spool DNA threads using wide bore 1000 µL tip and transfer to a clean 2 mL tube while taking care 

of not carrying over residual supernatant. 

2.4. Wash the DNA by adding 1.5 mL of ethanol 80% and gently invert the tube 5 times. Incubate for 10 

minutes. 

2.5. Repeat the previous step twice. Do not centrifuge during the wash steps. Carefully remove as much 

ethanol as possible by pipetting after the last wash while trying to not disturb DNA. 

2.6. Allow the DNA to air dry completely while inverting the tube. This step can take 30 minutes to an 

hour depending on the amount of DNA.  

2.7. Add directly on the DNA pellet 125 µL of TE if you are fragmenting the DNA through restriction 

enzyme digestion or 100 µL of TE if you are shearing the DNA through sonication. Keep on ice for 

one hour and gently resuspend DNA by pipetting a few times with a wide bore 200 µL tip. Leave on 

ice another hour before starting the fragmentation step. 

 

3. DNA fragmentation 

For restriction enzyme-based DRIP-seq, please follow step 3.1. For sonication-based DRIP-seq, follow 

skip to step 3.2. 

3.1. Restriction enzyme (RE) fragmentation 
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3.1.1. Digest the resuspended genomic DNA (very viscous) using a cocktail of REs according to 

supplier’s instructions. Add 0.1 mM spermidine to the final reaction. We advise to use a cocktail 

of 4 to 5 enzymes with 30U of each enzyme in a total volume of 150 µL. The initial cocktail 

developed for DRIP-seq (HindIII, SspI, EcoRI, BsrGI, XbaI) (Ginno et al., 2012) was developed 

to generate an average fragment length of 5 kilobases, avoid any interference with CpG 

methylation, and spare GC-rich regions of the genome. Other cocktails are possible (Ginno et al., 

2013)). These cocktails are suitable for both the human and mouse genomes but can be adjusted 

as needed. Incubate overnight at 37°C. The DNA mixture post digest should no longer be 

viscous. Any remaining viscosity at this step is indicative of an incomplete digestion. If observed, 

add an additional 10U of each enzyme and incubate for another 2-4 hours at 37°C. Note that users 

may not digest the entire pellet in the event they harvested more cells than recommended here. 

3.1.2. Gently pipet the overnight digested DNA (150 µL) into a pre-spun 2 mL phase lock gel light 

tube. Add 100 µL of water and one volume (250 µL) of Phenol/Chloroform Isoamyl alcohol 

(25:24:1). Gently invert 5 times and spin down at 16,000 g for 10 minutes.  

3.1.3. Add 1.5 µL of glycogen, 1/10 volume 3M NaOAc pH 5.2 and 2.5 volumes 100% Ethanol to a 

new 1.5 mL tube. Pipet the DNA from the phase lock gel tube and mix by inverting 5 times. 

Incubate one hour at -20°C. 

3.1.4.  Spin at 16,000 g for 35 minutes at 4°C. Wash DNA with 200 µL 80% ethanol and spin at 16,000 

g for 10 minutes at 4°C.  

3.1.5. Air dry the pellet and add 50 µL of TE buffer to the pellet. Leave the tube on ice for 30 minutes 

and gently resuspend the DNA.  

3.1.6. Measure the concentration (OD260) of the fragmented DNA on a Nanodrop or equivalent. 

3.1.7. Optional but recommended: load 1 µg of digested DNA on a 0.8% agarose gel alongside a size 

marker to verify that the digest is complete. If incomplete, additional enzyme can be added. 

Incomplete digestion can lead to loss of resolution after immunoprecipitation.  
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3.1.8. After this step, 10 µgs of digested DNA can be treated with 4 µL of NEB ribonuclease H (RNase 

H) for 1 to 2 hours at 37°C in order to control that the signal retrieved upon immunoprecipitation 

derives from DNA:RNA hybrids. You can then proceed to S9.6 immunoprecipitation (step 4). 

Note that digested DNAs can be kept frozen at -80°C for up to one month without significant loss 

of yield. 

 

3.2. Sonication  

3.2.1. Sonicate all or part of the extracted DNA in a 0.5 mL Eppendorf tube in 100 µL total volume. 

Perform 15 to 20 cycles of 30 sec ON / 30 sec OFF on a Diagenode Bioruptor NGS sonicator 

(spin after 5, 10 and 15 cycles to ensure homogeneous sonication).  

3.2.2. Measure the concentration (OD260) of sonicated DNA on a Nanodrop or equivalent. At this step, 

the viscosity of the DNA should have disappeared. 

3.2.3. Run an agarose gel to confirm the size distribution of sonicated DNA (300-500 bp). Over-

sonicating DNA can lead to significant reduction in yield resulting from breakage and 

dissociation of R-loop structures. 

3.2.4. After this step, 10 µgs of sonicated DNA can be treated with 4 µL of NEB RNase H for 1 to 2 

hours at 37°C in order to control that the signal retrieved upon immunoprecipitation derives from 

DNA:RNA hybrids. You can then proceed to S9.6 immunoprecipitation (step 4). 

 

4. S9.6 immunoprecipitation 

The immunoprecipitation steps are similar regardless of whether DNA was fragmented through REs or 

sonication.  

4.1. Prepare three tubes and aliquot 4.4 µg of fragmented DNA in a final volume of 500 µL of TE per 

tube. Save 50 µL (1/10 of the volume) from each tube to use later as an input.  
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4.2. Add 50 µL of 10X binding buffer (100 mM NaPO4 pH 7, 1.4 M NaCl, 0.5% Triton X-100) and 10 

µL of S9.6 antibody (1 mg/ml) to the 450 µL of diluted DNA.  

4.3. Incubate overnight at 4°C on a mini-tube rotator at 7 to 10 rpm. 

4.4. For each tube, wash 50 µL of Protein A/G agarose bead slurry with 700 µL of 1X binding buffer by 

inverting the tubes on a mini-rotator at 7 to 10 rpm at room temperature for 10 minutes. Spin down 

the beads at 1,100 g for one minute and discard supernatant. Repeat this step once. 

4.5. Add the DNA from step 4.3 to the 50 µL of beads and incubate for 2 hours at 4°C while inverting at 7 

to 10 rpm on a mini-rotator.  

4.6. Spin down the beads one minute at 1,100 g and discard supernatant. 

4.7. Wash the beads with 750 µL of binding buffer 1X by inverting at 7 to 10 rpm on a mini-rotator for 15 

minutes. Spin down one minute at 1,100g and discard supernatant. Repeat this step once. 

4.8. Add 250 µL of elution buffer (50 mM Tris-Cl pH 8, 10 mM EDTA pH8, 0.5% SDS) and 7 µL of 

proteinase K (20 mg/mL stock) to the beads and incubate with rotation at 55°C for 45 minutes.  

4.9. Spin down the beads one minute at 1,100 g. Transfer the supernatant to a pre-spun 2 mL phase lock 

gel light tube and add one volume (250 µL) of Phenol/Chloroform Isoamyl alcohol (25:24:1). Invert 

tubes 5 times and spin down for 10 minutes at 16,000 g at room temperature.  

4.10. Add 1.5 µL of glycogen, 1/10 volume 3M NaOAc pH 5.2 and 2.5 volumes of 100% Ethanol to a 

new 1.5 mL tube. Pipet the DNA from the phase lock gel tube and mix by inverting 5 times. Incubate 

one hour at -20°C. 

4.11. Spin at 16,000 g for 35 minutes at 4°C. Wash DNA with 200 µL 80% ethanol and spin at 16,000 

g for 10 minutes at 4°C. 

4.12. Air dry pellets and add 15 µL of 10 mM Tris-Cl pH 8 in each tube. Leave tubes on ice for 20 

minutes and gently resuspend. Combine the 3 tubes in one (45 µL). 

4.13. Check DRIP efficiency by qPCR using 5 µL of the 45 µL resuspended DNA (see representative 

results). Dilute the 5 µL in 10 µL of water and use 2 µL per reaction. 
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5. Pre-library step for sonicated DNA only 

Sonication leads the displaced ssDNA strand of R-loops to break. Thus, three-stranded R-loop structures 

are converted into two-stranded DNA:RNA hybrids upon sonication. As a result, these RNA:DNA 

hybrids must be converted back to double-stranded DNA prior to library construction. Here we employ a 

second strand synthesis step. An alternative approach that has been successfully used is to instead perform 

a single-stranded DNA ligation followed by a second strand synthesis (Crossley et al., 2020).  

5.1. To the 40 µL of DRIP’ed DNA from step 4.12, add 20 µL of 5X second strand buffer (200 mM Tris 

pH 7, 22 mM MgCl2, 425 mM KCl), 10 mM dNTP mix (dATP, dCTP, dGTP, and dTTT or dUTP if 

you are planning to achieve strand-specific DRIP sequencing), 1 µL 16 mM NAD and 32 µL 

water. Mix well and incubate 5 minutes on ice. 

5.2. Add 1 µL of DNA polymerase I (10 units), 0.3 µL of RNase H (1.6 units) and 0.5 µL of E. coli DNA 

ligase. Mix and incubate at 16°C for 30 minutes. 

5.3. Immediately clean up the reaction using Ampure beads with a ratio of 1.6X. Elute DNA in 40 µL of 

10 mM Tris-Cl pH8.  

 

6. Pre-library sonication step for RE DNA only. 

DRIP leads to the recovery of RE fragments that are often kilobases in length and thus not suited for 

immediate library construction. To reduce the size of the material for library construction, sonicate the 

immunoprecipitated DNA in a 0.5 mL Eppendorf tube. Perform 12 cycles of 15 sec ON / 60 sec OFF on a 

Diagenode Bioruptor NGS sonicator (spin after 6 cycles to ensure homogeneous sonication). Proceed to 

step 7. 

Optional step: the immunoprecipitated material still carries three-stranded R-loops which respond to 

sonication differently than the flanking double-stranded DNA. To even out DRIP profiles, we recommend 

treating the immunoprecipitated material with 1 µL of NEB RNase H in 1x RNase H buffer for 1 hour at 

37°C prior to sonication. 
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7. Library construction 

7.1. Perform end repair by adding to the 40 µL from step 4.12 (RE fragmentation) or step 5.3 (sonication 

shearing) 5 µL of NEB 10X end repair module buffer, 2.5 µL of 10 mM ATP and 2.5 µL NEBNext 

End repair module enzyme (50 µL total). Mix well and incubate for 30 minutes at room temperature. 

Also include 1 mg of RE-digested and sonicated (DRIP) or sonicated (sDRIP) input DNA to create 

control sequencing libraries corresponding to the input DNA. 

7.2. Clean up the reaction using AMPure beads (1.6X ratio) and elute in 34 µL of 10 mM Tris-Cl pH8. 

7.3. Perform A-tailing by adding 5 µL of NEB buffer 2, 10 µL of 1 mM dATP and 1 µL of NEB Klenow 

exo- (50 µL total). Mix well and incubate for 30 minutes at 37°C.  

7.4. Clean up the reaction using AMPure beads (1.6X ratio) and elute in 12 µL of 10 mM Tris-Cl pH8. 

7.5. Ligate adapters by adding 15 µL of NEB 2X quick ligation buffer, 1 µL of 15 µM Illumina adapters 

and 2 µL of NEB quick ligase (30 µL total). Mix well and incubate for 20 minutes at room 

temperature. 

7.6. Clean up the reaction using AMPure beads (1X ratio) and elute in 20 µL of 10 mM Tris-Cl pH8. 

7.7. If you used sonication shearing and dUTP in step 5.1 and want a strand-specific DRIP, add 1.5 µL 

(1.5 U) of AmpErase Uracil N-glycosylase. Incubate 30 minutes at 37°C.  

7.8. PCR amplify 10 µL of the library from step 6.6 or 6.7. Add 1 µL of PCR primer 1.0 P5, 1 µL of PCR 

primer 2.0 P7, 15 µL of Phusion master mix and 3 µL of water. Mix well. 

7.9. In a thermo cycler, run the following program: 

Cycle 

number 

 Duration Temperature 

1  30 sec 98°C 

2-15  10 sec 98°C 

  30 sec 60°C 
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  30sec 72°C 

16  5 min 72°C 

17  Hold 12°C 

 

7.10. Proceed to a two-step clean-up of your library using AMPure. Use first a ratio of 0.65X to 

remove fragments over 500 bp. Keep supernatant.  Proceed to a 1X ratio on the supernatant to remove 

fragments under 200 bp. Elute in 12 µL. 

 

8. Quality control 

8.1. Check R-loop enrichments with qPCR on two negative and three positive loci using the Pfaffl method 

using 1 µL of the clean-up library from step 6.10. Dilute 1 µL of the library in 10 µL of water and use 

2 µL per locus. 

8.2. Check the size distribution of your cleaned-up library from step 6.10 using an Agilent High 

sensitivity DNA 1000 kit.  

 

2.4 Representative results 

DRIP as well as sDRIP can be analyzed through qPCR (Figure 2.2A) and/or sequencing (Figure 

2.2B). After the immunoprecipitation step, the quality of the experiment must be first confirmed by qPCR 

on positive and negative control loci, as well as with RNase H-treated controls. Primers corresponding to 

frequently used loci in multiple human cell lines are provided in Table 1. The results from qPCR should be 

displayed as a percentage of input, which corresponds to the percentage of cells carrying an R-loop at the 

time of the lysis for a given locus. In a successful DRIP experiment, the yield for negative loci should be 

less than 0.1% whereas positive loci can vary from 1% to over 10% for highly transcribed loci like RPL13A 

(Figure 2.2A). For sDRIP, yields are typically lower (20-50%) as judged by DRIP-qPCR but appear to 

affect recovery uniformly such that no particular subset of R-loops is affected more than another. As a 
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result, maps derived from DRIP, sDRIP and DRIPc are in good agreement (Figure 2.2B). qPCR data can 

also be displayed as fold enrichment of the percentage of input for positive loci over negative loci, thus 

assessing the specificity of the experiment. Fold enrichments typically range from a minimal of 10-fold to 

over 200-fold  depending on the loci chosen for analysis. When precise quantification across multiple 

samples representing gene knockdowns, knockouts, or various pharmacological treatments, is required, the 

use of spike in controls to normalize inter-sample experimental variation is highly encouraged. Such spike-

ins can correspond to synthetic hybrids (Crossley et al., 2020) or genomes of unrelated species (Svikovic 

et al., 2019). 

DRIP and sDRIP materials can be sequenced using single or paired-end sequencing strategies. Data 

can be extracted and analyzed in a similar manner as most ChIP data using standard computational pipelines 

(see (Sanz and Chedin, 2019b) for DRIP-relevant information). After adapter trimming and removal of 

PCR duplicates, reads can be mapped to a reference genome and uploaded to a genome browser. A typical 

expected output of DRIP and sDRIP is shown in Figure 2.2B. The DRIP output is represented by the only 

green track as it does not allow strand specificity whereas sDRIP shows R-loop mapping to the positive and 

negative strands indicated respectively in red and blue. Control tracks corresponding to a sample pre-treated 

with RNase H show a clear reduction of signals, confirming the specificity of the technique for RNA:DNA 

hybrid-derived materials. The gains in resolution permitted by sDRIP are clearly illustrated when 

comparing the sizes of input DNA material (Figure 2.2C). The reproducibility of sDRIP-seq, along with 

the global impact of RNase H1 pre-treatment and the correlation between sDRIP-seq and DRIPc-seq are 

depicted by XY plots in Figure 2.2D.  

 

2.5 Discussion 

 We describe here two protocols to map R-loop structures in potentially any organism using the 

S9.6 antibody. DRIP-seq represents the first genome-wide R-loop mapping technique developed. It is an 

easy, robust, and reproducible technique that allows one to map the distribution of R-loops along any 
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genome. The second technique, termed sDRIP-seq, is also robust and reproducible but achieves higher 

resolution and strand-specificity owing to the inclusion of a sonication step and a stranded sequencing 

library construction protocol. Both techniques are highly sensitive to RNase H treatment prior to 

immunoprecipitation, confirming that the signal is principally derived from genuine RNA:DNA hybrids. 

Finally, when comparing immunoprecipitation yields between R-loop positive and R-loop negative loci, 

both techniques offer up to a 100-fold difference in several human cell lines, providing high specificity 

mapping with low background. 

 When considering which method to implement, it is useful to consider their respective strengths 

and limitations. As previously noted, DRIP-seq produces maps with a lower resolution and does not give 

information on the strandedness of R-loop formation. The lower resolution is mainly a product of the use 

of REs to fragment the genome. This gentle method is best at preserving R-loops, thereby allowing 

unsurpassed recovery of such structures, and making DRIP-seq very robust. To circumvent the issue of 

limited resolution while preserving high recovery, RE cocktails can be adapted and/or maps resulting from 

different RE cocktails can be combined to improve resolution (Ginno et al., 2013). A technique using 4 bp 

cutters has been developed to improve the resolution of DRIP-seq and may achieve strand-specific mapping 

(Xu et al., 2017; Yang et al., 2019), although the resulting datasets have not yet been systematically 

compared to other human datasets. It is important to note that in RE-based approaches, larger fragments 

tend to be recovered more efficiently because they can carry multiple R-loop forming regions. This bias 

must be taken into account when analyzing DRIP-seq datasets. Similarly, peak calling for DRIP-seq data 

must be ultimately translated into R-loop-positive RE fragments, since it is these fragments that are 

immunoprecipitated and the position of R-loops within these fragments can’t be inferred. In general, we 

recommend that users first adopt RE-based DRIP-seq to learn the method and build their confidence in 

achieving the yields documented in Figure 2.2A. sDRIP-seq typically results in lower yields, which could 

result in maps with lower signal to noise ratios in untrained hands. The use of sonication as a means of 

fragmenting the genome offers in return a great improvement in resolution since the non-R-looped portions 
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that typically constitute the majority of RE fragments will be broken off, allowing S9.6 to principally 

retrieve the R-looped portions (Figure 2.1). The additional benefit of strand-specificity provides numerous 

further benefits to the understanding of R-loop formation mechanisms, making sDRIP-seq a method of 

choice for the study of R-loops.  

Importantly, maps obtained via DRIP-seq and sDRIP-seq represent the average distribution of R-

loops through a cell population; thus, the length and position of individual R-loops cannot be addressed 

with those techniques. For this, an independent and complementary method termed single-molecule R-loop 

footprinting (SMRF-seq) (Malig et al., 2020b) can be leveraged to reveal individual R-loops at high-

resolution in a strand-specific manner. Assessment of R-loop formation using SMRF-seq over 20 different 

loci, including independently of S9.6, revealed a strong agreement between collection of individual R-loop 

footprints and the population average distribution gather by DRIP-based approaches (Malig et al., 2020b), 

lending strong support to DRIP-based approaches. It is also important to consider that R-loop mapping data 

only provides a snapshot of R-loop genomic distribution and does not provide information on the dynamics 

of R-loop formation, stability, and resolution. DRIP approaches, combined with specific drug treatments 

and an evaluation of R-loop distributions through time series, can nonetheless be deployed to address these 

parameters (Crossley et al., 2020; Sanz et al., 2016). The limitations of R-loop profiling methodologies are 

particularly important to keep in mind when the goal is to characterize altered R-loop distributions in 

response to a genetic, environmental, or pharmacological perturbations. In addition to those already 

described above, it is key to consider any possible change to nascent transcription since these will inherently 

cause R-loop changes owing to the co-transcriptional nature of these structures. These issues and guidelines 

for developing rigorous R-loop mapping approaches have been extensively discussed (Chedin et al., 2021b; 

Vanoosthuyse, 2018) and readers are encouraged to refer to these studies. 
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2.6 Figures 

 

Figure 2.1: Overview of the DRIP-seq and sDRIP-seq procedures. Both approaches start by the same 

DNA extraction steps developed to preserve R-loops (RNA strands within R-loops are represented by 

squiggly lines). For DRIP-seq, the genome is fragmented using restriction enzymes, often resulting in 

kilobase-size fragments within which shorter R-loops are embedded. For sDRIP-seq, the genome is 

fragmented via sonication which results in smaller fragments and the shearing and loss of the displaced 

single-strand of R-loops (indicated by dashed lines). Following immunoprecipitation with the S9.6 

antibody, DRIP leads to the recovery of three-stranded R-loops embedded within restriction fragments, 

while sDRIP recovers two-stranded RNA:DNA hybrids with little flanking DNA, ensuring higher 
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resolution. For sDRIP, a library construction step must be included to convert RNA:DNA hybrids back to 

duplex DNA. As shown here, this is an opportunity to build strand-specific libraries. As detailed in the 

protocol itself, exogenous treatment with RNase H represents a key control for the specificity of both 

procedures; they are not shown here.  

 

 

Figure 2.2: Result of R-loop mapping strategies. A. qPCR results from successful immunoprecipitations 

using the DRIP and sDRIP method (corresponding to qPCR check step 4.13). Results are from two 

independent experiments from human Ntera2 cells at a negative locus and two positive loci, including the 

highly R-loop-prone RPL13A locus and the moderately R-loop-prone locus TFPT. The y-axis indicates the 

yield of the immunoprecipitation as a percentage of the input DNA. Note that the recovery is slightly more 

robust for DRIP than sDRIP. B. The results of R-loop mapping conducted in human Ntera-2 cells are shown 
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over a region centered around the CCND1 and neighboring ORAOV1 genes. The first two tracks correspond 

to DRIP-seq results, without and with RNase H treatment, respectively. The position of the restriction 

enzymes used to fragment the genome are shown at the top. The next six tracks represent the results of 

strand-specific sDRIP-seq, broken down between (+) and (-) strands (two replicates each) and pre-treated 

with RNase H, or not, as indicated. The last four track represents the results of R-loop mapping via the 

high-resolution strand-specific DRIPc-seq method (Sanz et al., 2016; Sanz and Chedin, 2019), where 

libraries are built from the RNA strands of R-loops. As can be clearly seen, the CCND1 and ORAOV1 genes 

lead to R-loop formation on the (+) and (-) strands, respectively, consistent with their directionality. RNase 

H treatment abolishes signal, as expected. C. Input DNA materials after restriction enzyme fragmentation 

(left) and sonication (right) are shown after the materials were separated by agarose gel electrophoresis. 

The DNA ladder corresponds to a 100 bp ladder and the 500 bp band is highlighted by an asterisk. D. XY 

signal correlation plots are shown to illustrate the reproducibility of sDRIP-seq (left), the overall sensitivity 

of sDRIP-seq to RNase H1 pre-treatment (middle), and the global correlation between sDRIP-seq and 

DRIPc-seq (right). All data from Ntera-2 human cells.  

 

2.7 Author Contributions 

L.A.S performed all experiments with the assistance of D.C.G. LA.S and D.C.G will be involved in the 

filming of the protocol and writing the script for the video protocol. F.C. conceived and supervised the 

project, analyzed data, and wrote the manuscript along with all authors.
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CHAPTER III: SF3B1-targeted Splicing Inhibition Triggers Global Alterations in Transcriptional 

Dynamics and R-Loop Metabolism  

 

This chapter has been modified from the manuscript that was published under the same title:  

 

SF3B1-targeted Splicing Inhibition Triggers Global Alterations in Transcriptional Dynamics and R-Loop 

Metabolism. Daisy Castillo-Guzman, Stella R. Hartono, Lionel A. Sanz, Frédéric Chédin. bioRxiv 

2020.06.08.130583; doi: https://doi.org/10.1101/2020.06.08.130583 

 

This manuscript has been modified to match the formatting of the dissertation. My contributions to the 

original manuscript was executing and analysis of all experiments. Hartono S. R. developed the 

computational pipeline and performed the pipeline analysis. This manuscript will be resubmitted for 

publication at a peer-reviewed journal.  
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3.1 Abstract 

 Efficient co-transcriptional splicing is thought to suppress the formation of genome-destabilizing 

R-loops upon interaction between nascent RNA and the DNA template. Inhibition of the SF3B splicing 

complex using Pladienolide B (PladB) in human K562 cells caused widespread intron retention and nearly 

2,000 instances of R-loops gains. However, only minimal overlap existed between these events, suggesting 

that unspliced introns by themselves do not cause excessive R-loops. R-loop gains were instead driven by 

readthrough transcription at a subset of stress-response genes, defining a new class of aberrant “downstream 

of genes” (DoG) R-loops. DoG R-loops formed early compared to the kinetic response of DNA damage 

and showed limited increase in gH2AX. The increase of gH2AX was also not limited to DoG R-loops. Thus 

DoG R-loops were temporally and spatially uncoupled from loci experiencing DNA damage. 

Unexpectedly, the predominant response to splicing inhibition was a global R-loop loss resulting from 

accumulation of promoter-proximal paused RNA polymerases and defective elongation associated with 

premature termination. Thus, SF3B1-targeted splicing inhibition triggered profound alterations in 

transcriptional dynamics, leading to unexpected disruptions in the global R-loop landscape. 

 

3.2 Introduction 

During transcription, the nascent RNA can anneal to the DNA template strand behind the advancing 

RNA polymerase (RNA Pol), forming a stable RNA:DNA hybrid and causing the non-template DNA strand 

to loop out. The resulting non-B DNA structure, called an R-loop, is facilitated by favorable DNA sequence 

and negative superhelicity (Chedin and Benham, 2020; Drolet et al., 2003; Stolz et al., 2019a). R-loops 

have been described from bacteria to plants to mammals (Santos-Pereira and Aguilera, 2015) and represent 

a prevalent class of alternative DNA structures (Chedin, 2016). Studies over the last decade have implicated 

R-loop formation in a variety of physiological processes such as transcription termination (Proudfoot, 2016; 

Sanz et al., 2016; Skourti-Stathaki et al., 2011), chromatin patterning and gene expression control (Chedin, 

2016; Niehrs and Luke, 2020; Sanz et al., 2016; Skourti-Stathaki et al., 2019; Tan-Wong et al., 2019), as 
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well as class switch recombination (Yu et al., 2003; Yu and Lieber, 2019). By contrast, so-called aberrant 

R-loops formed under a variety of pathological conditions have been extensively linked to phenomena of 

genome instability (Crossley et al., 2019a; Garcia-Muse and Aguilera, 2019; Hamperl and Cimprich, 2014). 

Not surprisingly, a number of human diseases have recently been linked to altered R-loop metabolism 

(Richard and Manley, 2017). Despite the rising importance of R-loops in adaptive and maladaptive 

processes, many questions remain regarding the manner by which they are formed and regulated.  

It is widely accepted that R-loops form co-transcriptionally upon re-invasion of the nascent RNA 

in cis. Interestingly, alterations in co-transcriptional processes such as splicing, RNA export, cleavage and 

polyadenylation, have been linked to phenomena of R-loop-mediated genome instability from yeast to 

human cells (Aguilera, 2005b; Aguilera and Garcia-Muse, 2012; Chan et al., 2014; Huertas and Aguilera, 

2003; Li and Manley, 2005, 2006; Paulsen et al., 2009; Stirling et al., 2012). Earlier work suggested that 

inactivation in the splicing regulator SRSF1 triggered the accumulation of R-loops, presumably upon 

formation of excessive R-loops via newly unspliced transcript portions (Tresini et al., 2015). SRSF1-

depleted cells were also reported to show the accumulation of double-stranded DNA breaks (DSBs), a 

hypermutagenic phenotype, G2 arrest, and loss of cell viability (Li and Manley, 2005). Importantly, these 

phenotypes could be reversed upon over-expression of ribonuclease H1 (RNase H1), an enzyme with the 

clear biochemical ability to degrade RNA in the context of RNA:DNA hybrids (Cerritelli and Crouch, 

2009). This suggested that excessive R-loop formation is directly involved in driving genome instability, 

and that splicing factors or efficient splicing and processing can limit R-loop formation. Systematic genetic 

screens in human cells identified splicing-related genes as the top category of factors involved in the 

prevention of R-loop-mediated genome instability, as scored by the phosphorylated H2AX (gH2AX) DNA 

damage marker (Paulsen et al., 2009). Complementary work in yeast further underscored that introns 

attenuate R-loop formation and transcription-associated genetic instability via the recruitment of the 

spliceosome onto the pre-mRNA (Bonnet et al., 2017). Altogether, these studies suggest that proper 

splicing, and packaging of the nascent RNA into ribonucleoprotein particles for efficient nuclear export 
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contribute significantly to the maintenance of genome stability by keeping the RNA away from the DNA 

template and avoiding deleterious R-loop formation.  

The nature and distribution of excessive R-loops expected to result from the disruption of co-

transcriptional RNA processing have not been established at genome scale. Thus, the spatial relationship 

between putative aberrant R-loop gains and events of genome instability has never been directly tested. To 

address these gaps, we focused on splicing as a key co-transcriptional process linked to R-loop regulation. 

SF3B1 is a conserved and essential core subunit of the SF3B complex, a key component of the U2 

spliceosome involved in branch site recognition and selection during pre-mRNA splicing (Sun, 2020). 

SF3B1 can be specifically inhibited via pharmacological compounds, including Pladienolide B (PladB) 

(Cretu et al., 2018; Kotake et al., 2007; Yokoi et al., 2011). PladB and other macrolide-type splicing 

inhibitors rapidly abrogate splicing, causing a vast increase in events of intron retention (IR) (Boswell et 

al., 2017; Carvalho et al., 2017; Kashyap et al., 2015). PladB treatment provides a unique opportunity to 

determine whether unspliced introns can drive excessive R-loop formation and associated DNA damage, 

which is expected if the newly retained intron sequences form genome-destabilizing R-loops. This 

pharmacological approach further allowed us to temporally resolve the resulting changes in R-loop 

distribution, splicing events, and transcriptional dynamics, providing a unique view into the cellular 

response to acute splicing inhibition.  

 

3.3 Results 

PladB treatment causes broad intron retention and R-loop reduction in human K562 cells. 

We first characterized the PladB response by RT-qPCR at the known PladB target DNAJB1 

(Kashyap et al., 2015). IR gradually accumulated over time and could be detected as soon as 15 minutes 

after treatment, with greatest increase detected at 2 and 4 hours after drug application (Figure 3.S1A, B). 

We then used RNA-seq to characterize alterations in splicing patterns resulting from PladB treatment two 

and four hours after drug application. Human K562 cells either mock-treated with DMSO or untreated were 

used as controls and two biological replicates were analyzed at each time point (Figure 3.1A). As expected, 
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PladB treatment caused broad, time-dependent, splicing alterations dominated by events of intron retention 

(IR) and to a lesser extent skipped exons (SE) (Figure 3.1B). Validation of RNA-seq analysis confirmed 

that IR was observed at DNAJB1 in strand-specific RNA-seq analysis of poly(A)-tailed mRNA pools two- 

and four-hours post treatment (Figure 3.1C). In total, over 7,000 independent IR events were identified in 

human K562 cells four hours post PladB treatment. Such retained introns provide an ideal cohort to test the 

hypothesis that splicing inhibition causes gains of R-loops over regions now associated with unspliced 

introns. To determine how R-loops respond to PladB-mediated splicing inhibition, we profiled R-loop 

distribution using DRIP-seq (Sanz and Chedin, 2019b) at the same time points. Only a modest number of 

R-loop gains (RLGs) were observed post PladB treatment with 1,467 and 1,878 peaks identified within the 

limits of our statistical thresholds two and four hours post-PladB, respectively (Figure 3.1D). Unexpectedly, 

the vast majority of significant R-loop changes corresponded to events of R-loop loss, highlighting 18,150 

and 28,844 peaks two and four hours post-PladB, respectively. In addition, many loci showed no significant 

R-loop gains or losses.  

To determine whether IR associates with RLGs, we first focused on DNAJB1 that showed clear 

intron retention: no significant RLGs could be observed (Figure 3.1E). R-loops were in fact significantly 

reduced at the RPL13A gene despite clear IR (Figures 3.S1C, 3.S1D). More broadly, less than 2% of loci 

with IR events intersected with RLG peaks (121 / 7289; Figure 3.1F). This suggests that contrary to 

expectations, large-scale intron retention caused by acute PladB-mediated splicing inhibition, did not cause 

R-loop gains by unspliced transcripts.  

 

Splicing inhibition is associated with readthrough transcription and accompanying R-loops at a 

subset of genes. 

To understand the nature of the RLGs caused by PladB treatment, we asked where these peaks 

mapped in the genome. 77% of R-loop peaks in untreated K562 cells mapped to genic regions, as expected 

(Sanz et al., 2016). By contrast, nearly two thirds of the RLGs in PladB-treated cells mapped to intergenic 

regions (Figure 3.2A), indicating that PladB treatment unexpectedly led to RLGs in non-genic regions. To 
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assess how such gains arose, we focused on a region with numerous clustered RLGs peaks located 

downstream of the VAPA gene (Figure 3.2B). The peaks extended from the 3´-end of VAPA and grew 

directionally with transcription in a time-dependent manner. After two hours, the edge of the wave of RLGs 

extended 135 kilobases (kb) downstream of the VAPA gene. After four hours, a trail of R-loops was detected 

210 kb downstream of VAPA. DRIP-qPCR on three additional replicates confirmed that R-loops increased 

20-fold 60 kb downstream of the VAPA poly(A) site (PAS), rising from background levels to a level 

matching that of R-loops observed towards the end of the gene itself (Figure 3.2C). When analyzed 200 kb 

downstream of VAPA, R-loops rose 6-fold four hours post treatment. All instances of R-loops were sensitive 

to RNase H pre-treatment, as expected. This pattern is consistent with a directional and time-dependent 

propagation of a wave of co-transcriptional R-loops from the VAPA gene. Analysis of R-loops using a high-

resolution, strand-specific, iteration of DRIP-seq (sDRIP-seq; see methods) confirmed that the RLGs were 

strand-specific with the VAPA template strand and co-directional with VAPA transcription (Figure 3.S2A). 

Similar findings were observed for two additional representative genes, RPL9 and CYCS that showed a 

strand-specific increase in R-loop signal extending downstream of their PAS (Figure 3.S2B-D).  

Given that R-loops form co-transcriptionally, these observations suggest that PladB-mediated 

splicing inhibition caused readthrough transcription downstream of VAPA. RT-qPCR analysis of total RNA 

confirmed the existence of transcripts downstream of VAPA upon PladB treatment (Figure 3.2D). 

Transcripts were detected 15 and 60 kb downstream of VAPA 30 min post PladB treatment and steadily 

built over time up to a 35- to 60-fold increase over controls. Far downstream of VAPA (120 kb), transcripts 

were only detected 120 and 240 min after treatment, consistent with the steady progression of the RNA 

polymerase (RNA Pol) machinery from the 3´-end of VAPA and not from spurious transcription initiation 

in intergenic regions. To further explore the possibility that PladB treatment triggers downstream of genes 

(DoG) transcription, we analyzed nascent transcription in control and PladB-treated K562 cells using EU 

labeling and RNA sequencing of labeled transcripts. Nascent transcripts were clearly observed downstream 

of VAPA and progressed unidirectionally as a function of time from the normal VAPA termination region 
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(Figure 3.2E). Similar findings were observed at the CYCS and RPL9 genes (Figure 3.S2E-F). Thus, PladB 

treatment triggered readthrough transcription and accompanying co-transcriptional R-loops. 

 

DoG transcription affects a specific subset of stress-responsive genes and is associated with broad de 

novo R-loop gains. 

To determine how broad the PladB-induced transcriptional readthrough was, we systematically 

annotated whether events of RLGs correspond to DoG R-loops initiating from a neighboring upstream gene. 

A total of 429 genes, referred to thereafter as DoG genes, were identified with these characteristics, 

corresponding to the large majority of RLGs (1,505/1,878 peaks; Figure 3.S3A). Metaplots confirmed 

increased R-loops and nascent transcription extending downstream of the host genes PASs for a distance 

of 50-75 kb (Figure 3.3A, B; Figure 3.S3B). Annotation of individual DoG R-loops confirmed that the 

median length of DoG R-loop regions was 49.2 and 50 kb two and four hours post PladB treatment, 

respectively (Figure 3.3C). This was significantly higher than the length of terminal R-loops recorded for 

the same genes under control conditions. Interestingly, PladB-sensitive DoG genes showed longer terminal 

R-loop regions than expression-matched genes even under control conditions (31.5 kb versus 18.2 kb) 

indicating that DoG genes may have an intrinsic propensity to terminate further downstream of their PASs 

(Figure 3.3C). Collectively, DoG R-loops observed four hours after PladB treatment covered 2.81 

megabases of genomic space, defining the first example of a class of excessive R-loops identified at 

genome-scale.  

DoG genes showed significant enrichments for specific gene ontologies (GOs), including 

translation initiation and ribosome biogenesis, viral process, response to stress, mitochondrial gene 

expression, and chromatin organization (Figure 3.3D, Figure 3.S3C). The appearance of stress-related and 

viral-related GOs is notable given precedents for DoG transcription triggered upon environmental stresses 

and viral infections (Bauer et al., 2018; Cardiello et al., 2018; Hennig et al., 2018; Vilborg et al., 2015; 

Vilborg et al., 2017). To investigate if DoG genes arise in part due to elevated transcription, we measured 

changes to mRNA pools following PladB treatment using RNA-seq. 721 genes showed significant increases 



 
 
 

 
- 58 - 

in gene expression (Figure 3.3E). These up-regulated genes were dramatically enriched for a few, highly 

congruent, biological functions, including protein translation and ribosome biogenesis, RNA metabolic 

processes including RNA splicing, and mitochondrial ATP synthesis (Figure 3.3F). Similar ontologies were 

observed for DoG genes (Figure 3.3D), suggesting that R-loop gains reflected at least in part an increase in 

gene expression. Another 1,180 genes were significantly down-regulated and displayed enrichment for 

functions related to gene expression regulation, cell cycle control, protein ubiquitination, regulation of viral 

release, and the cellular response to DNA damage (Figure 3.3F). Overall, PladB triggered a strong cellular 

stress response associated with DoG transcription and accompanying DoG R-loops for a subset of stress-

responsive genes. 

 

Global R-loop losses are caused by PladB-induced negative feedback on transcription elongation. 

The overwhelming majority of R-loop changes in response to PladB (28,844 / 30,713 events, or 

93.8%, 4 hours post PladB) unexpectedly corresponded to R-loop losses (Figure 3.1D). To understand the 

mechanisms driving these events, we first asked where R-loop losses (RLLs) occurred. Contrary to RLGs, 

RLLs matched primarily to transcribed gene bodies (44%) and terminal genic regions (25%) (Figure 3.4A). 

An additional 20% of RLLs matched to normally transcribed regions located immediately downstream of 

terminal PAS sites. By contrast, only a small minority of RLLs mapped to promoter and promoter-proximal 

regions. To further understand how these losses originated, we focused on the representative R-loop-prone 

DGCR2 gene (Figure 3.4B). RLLs were clearly visible in the gene body and gene terminus, with little initial 

impact around the promoter region and early first intron. These RLLs were validated by DRIP-qPCR in 

three additional independent replicates, which confirmed that early R-loops were unchanged but R-loop 

formation along the gene body was progressively reduced from 10-fold in the middle of the gene to 50-fold 

by the gene terminus (Figure 3.4C). The simplest hypothesis to account for these observations is that 

transcription elongation was impaired, leading to a directional reduction of co-transcriptional R-loops. To 

test this, we took advantage of our matched EU-seq datasets and observed that nascent transcription along 

DGCR2 was significantly affected, with EU incorporation only located in the early portion of intron 1, 
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where R-loops still occurred (Figure 3.4D). Similar observations were made for other genes and further 

validated by DRIP-qPCR and sDRIP-seq (Figure 3.S4A-D).  

We systematically annotated genes showing significant RLL in their gene body or terminal regions 

and identified 5,651 genes, referred to thereafter as RLL genes. As expected from single gene examples, 

metaplot analyses confirmed loss of R-loops gradually occurred along gene bodies and was maximal around 

gene termini (Figure 3.4E; Figure 3.S4E). Clear loss of nascent transcription was also observed along these 

genes (Figure 3.4F). In general, nascent transcription and R-loops were in strong agreement: 77% of genes 

independently annotated as showing loss of nascent transcription also showed RLL. The remainder of genes 

showing EU-seq loss without accompanying RLL simply had little to no R-loop signal under control 

conditions. Conversely, about half of the RLL genes also showed loss of nascent transcription. Overall, this 

data suggests that splicing inhibition triggered profound negative feedback on transcription elongation, 

resulting in a global reduction of co-transcriptional R-loops.  

Our findings thus far indicate that PladB treatment resulted in contrasting alterations in 

transcriptional dynamics for different gene sets. A large subset of RLL genes showed transcription 

elongation and R-loop losses in response to PladB. By contrast, a smaller group of DoG genes showed 

readthrough transcription and associated R-loop gains. In addition, we identified a third large class of 

transcribed genes (n=5,455) that showed no significant loss of gene body R-loops, nor gains of DoG R-

loops. These genes will be referred to as “unchanged” and represent a useful internal control. We next 

sought to identify the mechanisms leading to transcription elongation loss and asked if the gene classes 

identified above possess differential characteristics that could account for their unique responses to PladB. 

 

Splicing inhibition triggers global premature termination.  

Inhibition of U1 small nuclear ribonucleoprotein (snRNP) triggers strong negative feedback on 

transcription caused by premature termination via the cleavage and polyadenylation machinery (Kaida et 

al., 2010). We therefore investigated if a similar effect was observed by annotating putative PladB-specific 

alternative polyadenylation (APA) sites in RNA-seq data. The BRD4 gene, which regulates the release of 
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promoter-paused RNA polymerase complexes, showed strong APA up-regulation upon PladB treatment 

(Figure 3.5A). In mock-treated cells, transcription led to the expression of two long BRD4 isoforms, as 

expected (Han et al., 2020). PladB treatment led to significant reduction in the longest isoform and the up-

regulation of a short annotated isoform ending after exon 11. In addition, a novel 3´-UTR ending at an 

annotated PAS site after exon 7 was sharply induced by PladB. RT-qPCR experiments confirmed that the 

abundance of RNAs overlapping this novel putative APA increased 15-fold 4 hours post PladB treatment, 

while the long BRD4 isoform was reduced 2-fold (Figure 3.S5A). Both exon 7 and 11 isoforms ended at or 

immediately adjacent to an annotated polyadenylation site (PAS) (Figure 3.5A). Systematic annotations 

revealed 5,771 putative APA sites 4 hours after PladB treatment. Half of these events mapped onto 

previously annotated 3´UTRs, while the other half defined novel putative intronic APAs (Figure 3.S5B). 

These candidate intronic APAs were in close proximity to poly(A) motifs (Figure 3.S5C), suggesting they 

correspond to bona fide APA sites. Representative examples from the dataset show clear PladB-specific 

APAs that were validated by RT-qPCR (Figure 3.S5A, D). Overall, PladB-induced APA events mapped 

onto 3,631 unique genes showing gene ontology enrichment similar to those observed for down-regulated 

genes including RNA splicing, cell cycle regulation, and the response to DNA damage stimulus (Figure 

3.S5E). Overall, PladB-mediated U2 spliceosome inhibition led to premature termination and profound 

changes in APA patterns, causing widespread isoform switching. 

Increased premature termination should lead to reduced nascent transcription downstream. In 

agreement, 80% of the genes showing premature APA usage (2,869 / 3,631 genes) showed significant losses 

in nascent transcription (EU-seq), gene expression (RNA-seq), and/or R-loop levels (DRIP-seq). Metagene 

plots of EU-seq signal centered at the ends of PladB-specific intronic APAs confirmed increased stalling 

over the APAs followed by decreased nascent transcription immediately downstream, consistent with 

termination (Figure 3.5B).  

To determine if the three gene classes responded differentially to PladB-induced APA, we plotted 

the ratios of EU-seq signals observed two and four hours after PladB treatment over the EU-seq signal for 

the same genes under control conditions (Figure 3.5C). RLL genes showed a minor increase in nascent 
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transcription very early in gene bodies, followed by a steady decline such that the nascent transcription 

output under PladB treatment fell below that of control cells within the first ~10% of gene bodies. In 

contrast, unchanged genes showed a strong increase in nascent transcription immediately downstream of 

the TSS such that the nascent transcription output under PladB only fell below that of control cells after 

about 70% through gene bodies. DoG genes had a similar behavior except the nascent transcription output 

under PladB fell below control only towards the very end of these genes. PladB therefore caused a gradual 

elongation defect in all three gene classes, as visualized by similar negative slopes in EU-seq ratios. 

However, the large increase in nascent transcription observed early in gene bodies for unchanged and DoG 

genes partially compensated for decreased elongation and allowed a significant number of RNA Pol II 

complexes to reach the end of genes. RLL genes, by contrast, suffered dramatic transcription loss early in 

elongation. To further address if the reduced elongation was linked to premature APA, we annotated the 

distance from the TSS to PladB-induced intronic APA events in each gene class. APA events were located 

in close proximity downstream of the TSS for RLL genes (median distance 3.7 kb, Figure 3.5D). In sharp 

contrast, DoG genes showed a >4-fold greater median distance between their TSS and intronic APAs 

(median distance 16.5 kb). Unaffected genes showed intermediate distances. Thus, while all gene classes 

suffered from PladB-induced premature transcription termination, RLL genes appear particularly 

vulnerable to it because APA events were encountered significantly earlier during elongation.  

 

PladB treatment leads to increased promoter-proximal pausing. 

The observation that BRD4 underwent premature APA suggested that BRD4 protein levels could 

be reduced as a result of PladB treatment. Western blots and mass spectrometry assays, however, did not 

reveal any significant change in overall BRD4 levels over short time intervals (2 and 4 hours). Imaging 

assays instead revealed that the sub-cellular distribution of BRD4 was significantly altered upon splicing 

inhibition, with clear BRD4 redistribution towards nucleoli (Figure 3.5E). SF3B2, as expected, was retained 

in enlarged splicing speckles. Nucleolar sequestration may therefore reduce functional BRD4 pools and 

affect its ability to mediate pause release at RNA Pol II promoters. In addition, we report that cyclin T1 
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also became localized to nuclear speckles upon PladB treatment (Figure 3.S5F), possibly reducing 

functional levels of the critical pause release factor, pTEF-b. We therefore examined patterns of nascent 

transcription in the vicinity of TSSs as a proxy for pausing. DoG genes showed the most pronounced EU-

seq signal immediately downstream of the transcription start site (TSS) (Figure 3.5F, right). This peak was 

sharply reduced over the first 500-1,000 bp of promoter-downstream sequences, suggesting that DoG genes 

are heavily regulated by pause-release mechanisms and carry high loads of paused and/or rapidly recycled 

RNA Pols. Traveling ratios (TRs), which is the relative ratio of RNA Pol II occupancy in the promoter-

proximal region and the gene body, (Rahl et al., 2010) confirmed that DoG genes showed significantly 

higher TRs compared to both unchanged and RLL genes under control conditions (Figure 3.S5G). 

Importantly, PladB treatment caused a further significant increase in DoG gene promoter-proximal pausing. 

In sharp contrast, RLL genes had the lowest pausing under control conditions and showed the least gains 

upon PladB treatment (Figure 3.5G, left). Unchanged genes were more similar to DoG genes in that they 

showed a strong increase in pausing upon PladB treatment. Thus, the three gene classes defined here solely 

based on their R-loop behaviors showed important differences in their amounts of promoter-proximal 

paused RNA Pol II complexes and in their responses to splicing inhibition. Overall, the data suggests that 

RLL genes are uniquely vulnerable to transcription elongation loss due to their sensitivity to premature 

APA and their lack of a robust promoter store of paused RNA pol II complexes. In addition, we show here 

that U2 spliceosome inhibition exerts a negative feedback on RNA polymerase pause release mechanisms, 

via the sequestration of BRD4 and cyclin T1 in distinct sub-nuclear compartments.  

 

DoG genes preferentially show distal splicing alterations which may be coupled to readthrough 

transcription.  

At first glance, DoG and unchanged genes responded similarly to PladB; yet readthrough 

transcription and DoG R-loops were only seen for DoG genes.  Since proper transcription termination has 

been linked to terminal exon splicing (Davidson and West, 2013; Herzel et al., 2017; Rigo and Martinson, 

2008, 2009), we asked whether DoG genes showed a distinct pattern of splicing alterations. DoG genes 
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showed a pronounced shift of skipped exon events towards the end of gene bodies compared to both RLL 

and unchanged genes (Figure 3.S5H). Such events often affected terminal or near terminal exons. Similar 

trends were observed for intron retention events. Interestingly, no single exon gene was present in the DoG 

gene dataset even though 1,247 single exon genes were expressed in K562 cells and 40 were expected to 

display DoG transcription at random. These results suggest that DoG genes are significantly more 

predisposed to aberrant terminal splicing events.  

We also wondered if DoG genes might display characteristics predisposing them to weaker 

transcription termination efficiencies compared to unchanged genes. Analysis of PAS motifs did not reveal 

significant differences between gene classes. However, we noted that DoG genes showed unusual R-loop 

patterns through their gene bodies under control conditions. As expected from their high loads of promoter-

proximal RNA Pols, DoG genes showed significantly higher R-loop levels over promoter regions and early 

gene bodies (Figure 3.S5I). However, DoG genes showed significantly reduced R-loop levels towards gene 

ends compared to other genes. Unchanged genes, in particular, showed a clear rise in terminal R-loops, 

which has been associated with efficient transcription termination (Proudfoot, 2016; Sanz et al., 2016). 

Overall, the tendency of DoG genes to experience distal splicing alterations upon PladB treatment combined 

with intrinsically poorer termination mechanisms may predispose DoG genes to readthrough transcription.  

 

PladB treatment triggers mild DNA damage induction that is temporally and spatially uncoupled 

from DoG R-loop accumulation 

PladB treatment triggers a mild DNA damage response which has been linked to elevated R-loop 

levels (Nguyen et al., 2019). We showed here that elevated R-loop levels are detected over DoG genes two 

hours post-PladB treatment and that DoG transcripts can be detected as early as 30 minutes (Figures 3.2, 

3.3). We therefore determined if DNA damage induction, as measured by gH2AX immunofluorescence 

staining, was temporally coupled to DoG R-loop formation. No significant gH2AX foci increase was 

observed four hours after PladB despite abundant evidence for DoG R-loops. A significant increase in 
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gH2AX foci only occurred 24 hours post-PladB treatment (Figure 3.6 A,B), although it remained mild 

compared to the  positive control Etoposide (ETO). This suggests that the DNA damage response triggered 

by PladB is temporally uncoupled from DoG R-loop accumulation. This delay could be explained if DoG 

R-loops only occur outside of S phase such that cells do not experience the transcription-replication 

conflicts thought to drive R-loop-mediated genome instability. To address this, cells were synchronized 

(Figure 3.S6A) and treated with PladB while in G1, S and G2. R-loop levels were then assessed at 

representative loci for both DoG and RLL genes using DRIP-qPCR. This revealed that PladB-mediated 

DoG R-loops increases and R-loop losses at RLL genes clearly occurred at all phases of the cell cycle, 

including S phase (Figure 3.6C). Thus, the lack of induction of DNA damage markers 4 hours post PladB 

treatment is not due to the lack of DoG R-loops in S phase.  

We next asked if the loci experiencing gH2AX deposition at 24 hours would spatially overlap with 

DoG R-loops, as expected if such R-loops initiate DNA damage. For this, we performed chromatin 

immunoprecipitation (ChIP) experiments against gH2AX over multiple DoG R-loop hotspots. The DIvA 

(DSB inducible via AsiSI)/4-hydroxy tamoxifen (4OHT) system developed in U2OS human cells was used 

to induce double strand breaks (DSBs) at predictable genomic loci (Iacovoni et al., 2010) as a positive 

control. ChIP-qPCR showed a 25-fold increased gH2AX enrichment in 4OHT-treated cells compared 

untreated cells (Figure 3.6D). By contrast, gH2AX was not increased over any locus four hours after PladB 

treatment. After 24 hours, while a trend towards increased gH2AX was observed, this trend was often not 

statistically significant and was not unique to DoG R-loop loci. Indeed, some RLL regions also showed a 

trend towards increased gH2AX (Figure 3.6D). Similar results were observed after cells were synchronized 

along the phases of the cell cycle. Taken together, these results suggest that, although PladB treatment 

induces DNA damage, such damage does not spatially or temporally correlate with regions that accumulate 

excessive R-loops. 
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3.4 Discussion  

Intron retention per se does not drive R-loop formation 

Pharmacological inhibition of the U2 spliceosome using PladB caused the retention of over 7,000 

introns in mRNA pools (Figure 3.1), a likely underestimate of the impact of SF3B1 inhibition on splicing 

at the nascent RNA level (Drexler et al., 2020; Nojima et al., 2015). Despite this, relatively few events of 

R-loop gains were identified genome-wide and less than 2 percent of annotated retained introns overlapped 

with R-loop gains. We therefore conclude that inhibiting the U2 spliceosome does not trigger R-loop gains 

over retained introns. Given that PladB still allows binding of the spliceosome with its target pre-mRNAs 

(Effenberger et al., 2017; Finci et al., 2018), it is possible that RNA engagement is sufficient to prevent R-

loop formation regardless of splicing activity, as was proposed earlier in yeast (Bonnet et al., 2017). 

However, given that pre-mRNAs are routinely engaged by a plethora of RNA-binding proteins involved in 

co-transcriptional processing, packaging, and export (Metkar et al., 2018; Singh et al., 2015; Van Nostrand 

et al., 2020), it is surprising that R-loop formation occurs at all.  

We suggest that R-loop initiation occurs over a short window located immediately upstream of the 

advancing RNA polymerase, prior to protein-mediated RNA binding. The nascent RNA, once it exits the 

RNA polymerase, is proposed to sample the energy landscape (RNA-DNA base-pairing and DNA 

topology) such that initiation will occur only if the formation of a short nascent R-loop can withstand the 

energetic cost of forming a junction between B DNA and a three-stranded R-loop (Chedin and Benham, 

2020). Once an RNA sequence has passed this initiation window, we suggest that its probability of 

interacting with the DNA template decreases sharply, while concomitantly, its probability of being bound 

by proteins or folded into a secondary structure, increases, further limiting R-loop formation. This co-

transcriptional R-loop formation model is consistent with most known aspects of R-loop distributions, 

including that R-loops most often form co-transcriptionally in cis. 
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SF3B1-mediated splicing inhibition triggers premature termination and promoter-proximal RNA 

Pol II pausing. 

In addition to the expected splicing changes, PladB treatment caused a dramatic loss of transcription 

capacity affecting over 5,000 genes. We show here that this results from the combined impact of at least 

two distinct mechanisms. Increased promoter-proximal RNA Pol pausing (Figure 3.5), also observed 

independently (Caizzi et al., 2021), likely accounts for one such mechanism. Our observation that key 

pause-release factors, including BRD4 and cyclin T1, become sequestered into distinct nuclear sub-

compartments away from transcriptionally active centers, provides a plausible explanation for this effect 

(Figure 3.7). The relocalization of cyclin T1, a key component of pTEF-b,  to splicing speckles is consistent 

with its less efficient recruitment to promoters (Caizzi et al., 2021). The relocalization of BRD4 to nucleoli 

is also expected to reduce its functional pools, further lowering pTEF-b recruitment and enhancing 

promoter-proximal pausing. Importantly, this effect does not appear specific to PladB as a similar 

accumulation of promoter-proximal transcripts was detected upon treatment of human HeLa cells with 

Isoginkgetin (IsoG) (Boswell et al., 2017), a non-SF3B splicing inhibitor that targets the U2 spliceosome 

at a later stage (O'Brien et al., 2008). Overall, increased promoter-proximal pausing due to U2 snRNP 

inhibition is likely to account for a significant reduction in gene expression given that the release of paused 

RNA Pol complexes is often a rate-limiting step (Adelman and Lis, 2012; Core and Adelman, 2019; Mayer 

et al., 2017). Further, prolonged pausing can lower the release frequency and cause an overall reduction in 

RNA synthesis rates (Gressel et al., 2019; Gressel et al., 2017).  

In addition, we show that U2 snRNP inhibition activates global APA, leading to premature 

termination of these RNA Pol complexes that managed to successfully escape promoter pausing. This 

second mechanism was evidenced by the steady decline of nascent transcription through gene bodies and 

by the upregulation of thousands of annotated and novel alternative 3´-UTRs (Figure 3.4). Prior 

observations that PladB and other SF3B-targeted macrolides reduced the levels of elongation-associated 

Serine 2 phosphorylated RNA Pol and caused the dissociation of RNA Pol from chromatin (Koga et al., 

2015) are consistent with our findings and suggest that these effects are again not specific to PladB. Indeed, 



 
 
 

 
- 67 - 

treatment of human cells with IsoG, PladB, as well as other SF3B-targeted splicing inhibitors spliceostatin 

A and E7107, in addition to U2 snRNP depletion, were shown to cause reduced nascent transcription 

(Boswell et al., 2017; Caizzi et al., 2021; Han et al., 2022) and induction of APA (Sousa-Luis et al., 2021). 

Interestingly, inhibition of the U1 snRNP complex also caused dramatic transcription elongation loss 

associated with premature termination (Berg et al., 2012; Kaida et al., 2010; Oh et al., 2017). Our results 

and that of others show that SF3B-targeted inhibition of the U2 snRNP complex trigger similar effects, 

confirming the tight integration of gene expression programs with the splicing machinery through diverse 

feedback mechanisms (Bentley, 2014; Herzel et al., 2017; Hsin and Manley, 2012).  

While the effect of PladB on transcriptional dynamics appears to apply uniformly to all genes, the 

resulting impact on gene expression outputs varied depending on the intrinsic characteristics of the gene 

classes identified here (Figure 3.7). RLL genes suffered dramatic early elongation losses which dominated 

the PladB response landscape. The sensitivity of RLL genes to PladB can be traced to two distinguishing 

characteristics. First, RLL genes showed the lowest promoter-proximal RNA Pol store and the least 

increased pausing upon PladB treatment. Thus, any increased termination occurring during elongation 

cannot be readily compensated by the release of paused RNA Pol complexes. Second, RLL genes carried 

cryptic PAS motifs shortly downstream of the TSS (median 3.7 kb) compared to other gene classes, 

ensuring early premature termination. In sharp contrast, DoG genes possessed large loads of paused RNA 

Pol even under control conditions enabling them to maintain sufficient elongation capacity to complete 

their transcription. In addition, cryptic PAS sequences only occurred far downstream of the TSS (median 

16.5 kb), ensuring that elongation was not interrupted prematurely. Unaffected genes, by virtue of their 

short size and strong gains of RNA Pol upon PladB treatment, also largely escaped elongation failure in 

response to PladB. Overall, the dramatic reduction of nascent transcription capacity stemming from RLL 

genes accounts for the vast majority of co-transcriptional R-loop losses observed upon PladB treatment. 

This reinforces the notion that R-loop formation is a sensitive readout of nascent transcription.  
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PladB treatment causes readthrough transcription accompanied by de novo R-loop formation. 

One additional transcriptional effect of PladB treatment is the induction of readthrough 

transcription for a subset of 429 DoG genes (Figures 3.2, 3.3). Mechanistically, readthrough transcription 

may result from splicing alterations, consistent with the links between terminal exon splicing and 

termination (Davidson and West, 2013; Kyburz et al., 2006; Reimer et al., 2021; Rigo and Martinson, 2008, 

2009). Readthrough may also result from a reduction of functional BRD4 pools given recent evidence that 

BRD4 coordinates the recruitment of 3´-RNA processing factors (Arnold et al., 2021). The characteristics 

of the DoG gene subclass are consistent with both possibilities. First, DoG genes show a propensity to 

undergo distal splicing alterations compared to unaffected genes, which may impact the mechanistic 

coupling between splicing and termination for this gene class. In addition, DoG genes form only low levels 

of termination-associated R-loops compared to unaffected genes which may predispose them to lower 

termination efficiencies. Second, DoG genes, with their large stores of promoter-proximal RNA Pols, are 

heavily regulated via pause release mechanisms and may therefore be most sensitive to a reduction in 

functional BRD4 levels. Importantly, readthrough transcription was also reported for HeLa cells treated 

with IsoG (Boswell et al., 2017), suggesting that it is not unique to PladB treatment and may represent a 

more universal response to U2 snRNP inhibition. 

Almost all events of PladB-induced R-loop gains observed mapped to DoG regions, delineating a 

novel class of aberrant de novo R-loops associated with readthrough transcription. Based on current 

understanding, DoG R-loops are likely to be similar in nature from other co-transcriptional R-loops, with 

the appearance of long DoG R-loops zones (Figure 3.2) due to the collective piling up of smaller sub-

kilobase structures over R-loop prone regions (Malig et al., 2020a). We note, however, that R-loop loads 

relative to nascent transcription signals, appear significantly higher for DoG regions than for gene bodies. 

This suggests that DoG transcription may be more prone to R-loop formation, or alternatively, that DoG R-

loops are longer lived. Collectively, excessive DoG R-loops occupied nearly 3 megabases of genomic space 

although, overall, R-loop losses overwhelmingly dominated over R-loop gains. These findings contrast with 

previous studies reporting that PladB and other splicing inhibitors caused broad R-loops gains (Nguyen et 
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al., 2018; Nguyen et al., 2017; Wan et al., 2015). Such claims, which relied on S9.6-based imaging 

approaches, may be problematic given the well-documented issues with S9.6 imaging (Crossley et al., 

2019b; Hartono et al., 2018; Phillips et al., 2013; Smolka et al., 2021a). Overall, DoG R-loop gains occurred 

against the backdrop of a dramatic R-loop reduction genome-wide.  

 

PladB-induced transcriptional alterations resemble other stress responses. 

DoG transcription has been observed in response to a range of cellular stresses including oxidative 

(Giannakakis et al., 2015; Vilborg et al., 2017), heat shock (Cardiello et al., 2018; Vilborg et al., 2017), 

osmotic (Rosa-Mercado et al., 2021; Vilborg et al., 2015; Vilborg et al., 2017), and viral infections (Bauer 

et al., 2018; Heinz et al., 2018; Hennig et al., 2018). When compared across stresses, DoG genes display 

both overlapping and specific gene ontologies that define the cellular response to a given stress (Vilborg et 

al., 2017). PladB-induced DoG genes were enriched for GOs related to protein translation, response to 

cellular stress, and mitochondrial energy homeostasis (Figure 3.3). Up-regulated genes identified by RNA-

seq showed similar ontologies suggesting that the cellular response to PladB is characterized by attempts 

at increasing translation capacity, mitochondrial respiration, and ATP synthesis in the face of dwindling 

and misspliced RNA transcript pools. A second emerging feature of several stress responses is that 

readthrough transcription occurs in the context of widespread transcriptional repression. Heat shock, for 

instance, caused decreased RNA Pol II occupancy across most protein-coding genes (Cardiello et al., 2018), 

accumulation of promoter-proximal paused RNA Pol, and broad gene down-regulation (Gressel et al., 2019; 

Mahat et al., 2016; Vihervaara et al., 2018). Similarly, osmotic stress led to reduced nascent transcription 

for thousands of genes (Rosa-Mercado et al., 2021). As described above, PladB treatment also causes 

dramatic transcriptional shutdown due to increased promoter-proximal pausing and premature termination. 

Thus, SF3B-targeted splicing inhibition represents a novel example of a cellular stress that triggers 

increased expression of stress-responsive genes accompanied by readthrough transcription in the face of a 

global transcriptional shutdown. Interestingly, heat shock is known to trigger splicing inhibition from fly 

to mammalian cells (Shalgi et al., 2014; Yost and Lindquist, 1986). SF3B1 itself is heat shock-sensitive 
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and regulates the heat shock response (Kim Guisbert and Guisbert, 2017). This suggests that the heat shock 

response may, in part, reflect a cellular response to splicing inhibition.  

One important aspect of the PladB stress response is the induction of alternative polyadenylation, 

leading to the increased usage of thousands of novel 3´-UTRs (Figure 3.5). This phenomenon may result 

from the functional coupling between splicing and 3´-RNA processing, whereby splicing loss unmasks 

cryptic PAS sites and provides access to the termination machinery. Inhibition of the PRMT1 arginine 

methyltransferase, which interacts with numerous RNA processing and splicing factors, also led to splicing 

disruptions and global APA induction (Giuliani et al., 2021). Recent evidence also indicates that the 

transcriptional shutdown observed under heat shock involves dramatic premature termination (Cugusi et 

al., 2022). Interestingly, activation of APA is expected to lead to increased isoform switching both at the 

transcriptome and proteome levels. Whether such changes represent a maladaptive consequence of acute 

splicing inhibition or play a role in an adaptive stress response (Berkovits and Mayr, 2015; Mayr, 2019; 

Williamson et al., 2017) remains to be explored. Our observation that BRD4 and cyclin T1 are rapidly 

relocalized to nucleoli and nuclear speckles, respectively, indicates that protein trafficking may represent 

another dimension of stress responses. Evidence from heat stress suggests that epigenetic regulators and 

BRD proteins undergo rapid nucleolar localization (Azkanaz et al., 2019). 

 

Rethinking the links between splicing inhibition, genome instability, and aberrant R-loops. 

PladB treatment triggers genome instability as measured by the induction of gH2AX foci (Nguyen 

et al., 2017; Wan et al., 2015). Mechanistically, the lack of overlap between retained introns and R-loop 

gains excludes the commonly invoked model that excessive R-loops formed over retained introns underly 

the PladB genome instability phenotypes. The identification of a novel class of DoG R-loops, however, 

enabled us to test if these these R-loops formed de novo as a result of PladB treatment were driving genome 

instability. Under our conditions, the DNA damage response was only detectable after 24 hours, while DoG 

transcription was observed as early as 30 min (Figures 3.2, 3.6). The temporal disconnect between DoG R-

loops and DNA damage markers was not due to cell cycle arrest or to DoG R-loops being cell cycle 
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restricted; DoG R-loops were observed in G1, S, and G2 phases. Considering that toxic R-loops might 

nonetheless require time to be processed into DNA breaks, we next tested if the gH2AX DNA damage 

marker, would at least show enrichment over regions that accumulate DoG R-loops. However, this was not 

the case. Instead, modest gH2AX gains were observed at some, but not all, DoG sites tested and over some 

RLL genes showing clear R-loop losses. The DNA damage response observed upon PladB treatment was 

therefore temporally and spatially uncoupled from the accumulation of the common gH2AX marker, raising 

questions as to whether excessive R-loops represent toxic genomic intermediates under splicing inhibition 

conditions.  

Several non-exclusive alternative models can account for our observations. Transcriptional losses 

driven by PladB could for instance lead to progressive down-regulation of DDR genes (Figure 3.3), 

sensitizing cells to spontaneous genomic insults and ultimately resulting in DNA breaks. A similar 

mechanism was invoked in the context of the response to PRMT1 inhibition (Giuliani et al., 2021) and to 

the E7107 splicing inhibitor (Han et al., 2022). Conceptually, this predicts that genome instability events 

may be temporally and spatially uncoupled from R-loop events, as observed here. Alternatively, it is 

possible that co-transcriptional R-loops as measured by DRIP assays do not represent toxic structures and 

that instead, another class of R-loops formed at paused promoters drive the genomic conflicts from which 

DNA damage arises (Castillo-Guzman and Chedin, 2021). In addition, we cannot rule out that the increased 

R-loop loads driven here upon SF3B1 inhibition were not sufficient to mediate an effective R-loop-

mediated DNA damage response. Analysis of additional cellular models of R-loop dysfunction will address 

this issue.  

Overall, our findings put into question the model that proper splicing is necessary to protect the 

genome from the damaging consequences of excessive genic R-loops (Li and Manley, 2005; Paulsen et al., 

2009; Tresini et al., 2015). Our study also highlights the necessity of directly characterizing R-loop patterns 

at the genome scale and of factoring the dynamic cellular and transcriptional responses that likely 

accompany any genetic or pharmacological perturbation targeted to RNA processing factors. 
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3.5 Figures 

 

Figure 3.1: A. Schematic of experimental setup, see text for details. B. Summary of PladB-mediated 

splicing alterations identified by RNA-seq. The number of skipped exons (SE), alternative 5’ splice sites 

(A5SS), alternative 3´ splice sites (A3SS) and intron retention (IR) gained or lost after 2 and 4 hours of 

PladB treatment are graphed. C. Genome browser screenshot over the representative DNAJB1 gene showing 

plus and minus strand poly(A) RNA-seq signal obtained from controls and PladB treated K562 cells. Intron 

retention is observed two- and four-hours post PladB treatment (asterisk).  D. XY plot of normalized DRIP-

seq counts for control and treated (PladB 4 hours) samples. Each dot on the graph corresponds to a DRIP-

seq peak. Red/blue colors indicate significant gains/losses of signals (adjusted p-value of < 0.05 and 
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|log2(FC)| ≥ 1). E. Genome browser screenshot showing the same region as in (C) but now displaying DRIP-

seq signals. No increase in R-loop signal is detected over the retained intron. F. Venn diagrams displaying 

the intersection of events of intron retention and R-loop gains. 

 

 

Figure 3.2: A. Location analysis of DRIP peak gains for control (left) and PladB-treated samples (right) 

across genomic compartments (color-coded according to the schematic below). R-loop distribution across 

compartments is indicated by percentages. TSS, transcription start site; PAS, polyadenylation site. B. 

Genome browser screenshot over the representative VAPA gene and ~200 kb downstream showing DRIP-

seq signal from controls and PladB-treated K562 samples. R-loop gains occur directly downstream of gene 

(DoG - colored bar). C. Bar chart of DRIP-qPCR (as percent of input) for VAPA and two regions 

downstream of PAS. Each bar is the average of three-independent experiments (shown with SE). D. Bar 

chart of RT-qPCR (as fold change over control) at indicated loci through a time course after PladB 

treatment. Each bar represents the average of three independent experiments (shown with SD). E. Genome 

browser screenshot over the same region as in (B) but now displaying EU-seq signals. Regions with 

increased R-loops also have increased nascent transcription.  
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Figure 3.3: A,B. Metaplots of DRIP-seq (top) and EU-seq (bottom) signals extending from nearest PAS 

for all annotated DoG genes. For each time point, the signal is shown as a trimmed mean (line) surrounded 

by SE (shaded). C. DoG R-loop lengths (measured from DRIP-seq data) under control conditions and two- 

and four-hours post PladB for DoG genes and expression-matched genes that showed no significant R-loop 

changes. P-values were determined by a Wilcoxon Mann-Whitney test. The numbers below indicate median 

terminal R-loop lengths at each time points. D. Enriched gene ontologies for DoG genes. The dashed line 

indicates 1 % FDR. E. XY plot of normalized RNA-seq counts for control and treated (4 hours PladB) 

samples. Each dot on the graph corresponds to a gene. Red/blue colors indicate gains/losses of RNA-seq 

signals (adjusted p-value of ≤ 0.05 and |log2(FC)| ≥ 1). F. Enriched gene ontologies for RNA-seq gain genes 

and for RNA-seq loss genes. The dashed line indicates 5% FDR. 
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Figure 3.4: A. Location analysis of R-loop losses for PladB-treated (4 hours) samples across genomic 

compartments. Numbers indicate the percentage occupied by each compartment. B. Genome browser 

screenshot over the representative DGCR2 gene showing DRIP-seq signal from controls and PladB-treated 

K562 samples (colored bars indicate R-loop peaks). C. Bar chart of DRIP-qPCR (as percent of input) for 

DGCR2 using indicated qPCR primer pairs. Each bar is the average of three-independent experiments 

(shown with SE). D. Genome browser screenshot showing the same region as in (B) but now displaying 

EU-seq signals. E. Metaplot of DRIP-seq signals over gene body (as % of gene length) and terminal regions 

(+/- 5kb from PAS) of RLL genes. Control and PladB-treated samples are color-coded as indicated.  For 

each time point, the signal is shown as a trimmed mean (line) surrounded by the standard error (shaded). F. 

Same as E except EU-seq signals are plotted.  
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Figure 3.5: A. RNA-seq signal for BRD4 under control and PladB-treated conditions. Highlighted in red 

and blue are sights of significantly increased or decreased APA usage (adj. p-value < 0.05). B. Metaplot of 

EU-seq signals over APA end of all genes (+/- from APA end) under control and PladB-treated conditions. 

C. Ratio of mean EU-seq signals (PladB/control) for DoG, unaffected, and RLL genes plotted over gene 

body for control and PladB-treated conditions. The positions at which PladB nascent transcription signals 

fall below control signals are highlighted by vertical arrows. D. Distance from the TSS to PladB-induced 

intronic APA events between DoG, unaffected, and RLL genes. E. Representative immunofluorescence 
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microscopy images from DMSO- and PladB-treated (4 hours) analyzed for SF3B2 and BRD4 distribution 

and DAPI. Quantification of the immunofluorescence data for each condition; the number of cells across 

two biological replicates analyzed per condition is indicated. F. Metaplot of EU-seq signals over DoG, 

unaffected, and RLL gene promoters (+/- 5 kb from TSS) under control and PladB-treated conditions. The 

relative signal increases measured at the promoter-proximal peak and 2 kb downstream of TSS are 

indicated. 

Figure 3.6: A. Representative immunofluorescence microscopy images from DMSO- and PladB-treated (4 

and 24 hours), and Etoposide-treated (ETO) HeLa cells analyzed for gH2AX distribution and DAPI. B. 

Quantification of the immunofluorescence data for each condition; the number of cells across two biological 
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replicates analyzed per condition is indicated. C. Bar chart of DRIP-qPCR (as percent of input) for DoG 

genes and RLL genes for synchronized cells in G1, S, or G2/M. Each bar is the average of two-independent 

experiments (shown with SE). D. gH2AX ChIP-qPCR data expressed as ratio (PladB over DMSO for 

gH2AX) over a range of loci, treated or not with PladB and for cells synchronized in G1, S or G2/M, as 

indicated. IgG was used as a non-specific negative control on the same samples. The DIvA cell line (shown 

at right) in which site-specific breaks can be induced was used as a positive control for the experiment. The 

induction of gH2AX recruitment in DIvA cells was statistically significant (p<0.05). All other changes were 

not statistically significant.  

 

 

Figure 3.7. Model. PladB treatment triggers reduction in pTEF-b recruitment and increase in promoter-

proximal pausing for all genes, driven in part by the relocalization of Cyclin T1 and BRD4. PladB treatment 

triggers increase in premature transcription termination and APA, resulting in a global decrease in R-loops 

at RLL genes. PladB also triggers decrease in termination, and readthrough transcription resulting in the 

formation of DoG R-loops for a subset of genes. See text for details. 
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3.6 Methods 

Analysis of transcriptome alterations by RNA-seq and RT-qPCR 

Human K562 cells were treated with PladB (100 nM final concentration) for 2 and 4 hours, at which point 

they were harvested. Mock-treated (DMSO) and untreated samples were also collected as controls. At each 

time point, total RNA was isolated from 1x106 cells using TRI reagent (Life Technologies, Grand Island, 

NY) and Direct-zol RNA MiniPrep kit (Zymo Research). Isolated RNA was then treated with 2.5 µl of 

DNase I (NEB) for 1 hour at 37°C. Following DNase I treatment, RNA was cleaned up using RNA Clean 

& Concentrator-5 Kit (Zymo Research) and resuspended in 15 µl. After cleanup, poly(A) RNA was selected 

and RNA-seq libraries were constructed using the Illumina TruSeq kit prior to sequencing on an Illumina 

HiSeq 4000 instrument. Mapping and all downstream analysis were performed on two independent 

biological replicates. 

 

For RT-qPCR, cDNA was generated using iScript Reverse Transcription Supermix for RT-qPCR (Bio-

Rad), with 900 ng of human RNA and 100 ng of Hydra RNA (as exogenous normalizer). cDNA was diluted 

1:3 (final volume 60 µl). For RT-qPCR, 1 µl of 1:3 dilution of the cDNA was used per well in a 20 µl 

reaction, along with 2 µl of 10 µM primer sets, and 10 µl of SsoAdvanced Universal SYBR Green Supermix 

(Bio-Rad). Reactions were run in triplicate on a CFX96 Touch Real-Time PCR Detection System (Bio-

Rad) with the following protocol: 95 °C (30 sec), 40 cycles of 95 °C (10 sec) and 95 °C (30 sec), followed 

by melt curve analysis (65-95 °C). Quantification was calculated using the ΔΔCt method. All values were 

normalized to a Hydra gene (RP49) and to time zero (Untreated/DMSO). RT-qPCR was performed on three 

independent biological replicates. 
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Analysis of R-loop genomic distribution by DRIP-seq and DRIP-qPCR  

PladB treated and control K562 cells were harvested 2 and 4 hours after PladB treatment. At each time 

point, genomic DNA was isolated from 5x106 cells and extracted as described (Sanz and Chedin, 2019b). 

S9.6-based DNA:RNA hybrid immunoprecipitation (DRIP) was performed as described previously (Ginno 

et al., 2012). In brief, 4.4 μg of restriction digested genomic DNA was immunoprecipitated for 16 hours at 

4°C with 10 μL of S9.6 antibody. Three immunoprecipitated samples were combined into one for library 

construction. Once the quality of the combined immunoprecipitation was checked by qPCR at a range of 

positive and negative test loci, barcoded sequencing libraries were built, library quality was verified, and 

sequencing was performed on Illumina HiSeq or NovaSeq instruments. Mapping and all downstream 

analysis was performed on two independent biological replicates. R-loops were also mapped using sDRIP-

seq, a variant of DRIP-seq that permits strand-specific R-loop mapping after genome fragmentation using 

sonication (Smolka et al., 2020).  

 

For DRIP-qPCR, 2 μl of immunoprecipitated DNA (and 1:10 diluted input DNA) was used per well in a 

20 μl reaction, along with 2 µl of 10 µM primer sets, and 10 µl of SsoAdvanced Universal SYBR Green 

Supermix (Bio-Rad). Reactions were run in duplicate on a CFX96 Touch Real-Time PCR Detection System 

(Bio-Rad) with the following protocol: 95 °C (30 sec), 40 cycles of 95 °C (10 sec) and 95 °C (30 sec), 

followed by melt curve analysis (65-95 °C). All values were normalized relative to input and normalized 

to Control (Untreated & DMSO) to calculate fold enrichment. DRIP-qPCR was performed on three 

independent biological replicates. 

 

For RNase H treatment, 6 µg of restriction digested DNA was treated with Rnase H1 for 1 hour at 37 °C 

using a 1/100 dilution of the stock enzymes in 50 mM Tris-HCl pH 7.5, 75 mM KCl and 3 mM MgCl2. 
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DNA was then purified with phenol/chloroform and ethanol precipitated before being used in S9.6 

immunoprecipitations as described above.  

 

Analysis of nascent transcription using EU-seq 

Human K562 cells treated or not with PladB were incubated with 5-ethynyl uridine (EU) (0.5 mM final 

concentration) for 20 min prior to harvesting two- and four-hours post PladB treatment. At each time point 

total RNA was isolated from 3x106 cells and initially processed as described for RNA-seq. EU-RNA was 

enriched using Click-iT Nascent RNA Capture Kit (Invitrogen), with 5 µg of EU-RNA for biotinylation by 

click reaction and 1 µg of biotinylated RNA for binding to Streptavidin T1 magnetic beads. cDNA was 

generated using iScript Select cDNA Synthesis Kit (Bio-Rad). cDNA was cleaned up before second-strand 

synthesis. Then cDNA was ligated to Illumina barcoded adapters for sequencing. Library quality was 

checked on an Agilent BioAnalyzer and sequencing were performed on Illumina HiSeq or NovaSeq 

instruments. Mapping and downstream analysis was performed on two independent biological replicates. 

 

Sequencing data processing and computational data analysis. 

STAR version 2.7 (2.7.0f_0328) was used to map all sequencing reads and splice junctions (default 

parameters). Macs2 v2.2.5 was used to call EU-seq and sDRIP-seq signals according to defined bins. For 

DRIP-seq, we used restriction digest as bins. For RNA-seq, we used annotated genes and gene features (e.g. 

exon, intron) as their bins using Gencode version 19 (GRCh37). For subsequent analysis, the gene set was 

further filtered for highest APPRIS principal protein-coding genes with expression levels of at least 10 

RPKM, as an annotation file. Htseq-count v0.11.2 was then used to count reads into their bins. DESeq2 

v1.24 was used to calculate significant gains or losses (adjusted p-value of ≤ 0.05 and |log2(FC)| ≥ 1). 

rMATS v4.0.2 were used to identify significant changes (adjusted p-value of ≤ 0.05 and |log2(FC)| ≥ 0.32) 

in skipped exons (SE), A3SS, A5SS, and intron retentions (IR). In addition to rMATS, intron retention 
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events were called by identifying significant increases in intronic reads using DESeq2 as well as splice 

junctions from STAR. To distinguish IR events from other possible events, intronic gains that spanned less 

than 75% of intron length were categorized into putative 3´UTRs if their 5´ end were adjoined (within +/- 

10% of intron length) to the 3´ end of an exon or junction, and their 3´ end were not adjoined to the 5´ end 

of an exon or junction (and vice versa for putative 5´UTRs). For location analysis, we divided the genic 

space into several regions: promoters (+/-1kb of TSS), gene body (+1kb of TSS to -1kb of PAS), terminal 

(+/- 1kb of PAS), downstream of genes (DoG), and intergenic regions (everything else). DoG regions were 

defined as regions between a gene’s terminal region (+1kb of PAS + 1 kb) up to either 150 kb downstream 

if no neighbor was found prior, or to the promoter of its closest downstream gene minus 1 kb, whichever is 

closest. The 150 kb limit was chosen because a few test genes showed DoG regions extending more than 

100 kb. Post-analysis, very few genes had DoG regions longer than 100 kb. To correctly assign a DoG 

region to the gene from which it originated, we annotated the strandedness of EU-seq and DRIP-seq signals 

based on the ratio of positive and negative strands of RNA-seq and sDRIP-seq signals. 

 

Fixation and labelling for gH2AX, BRD4, SF3B2 immunofluorescence  

HeLa cells were grown, fixed, permeabilized, washed, immunostained, and imaged in 35 mm glass bottom 

poly-D-lysine-coated dishes (P35GC-1.5-14-C, MatTek) using 2 mL volumes of media and buffer 

solutions. All steps for fixation and immunofluorescence were carried out at room temperature. Cells were 

fixed in freshly prepared 1% formaldehyde in PBS for 10 minutes. Fixation solutions were quenched with 

the addition of 200 µL of 1 M glycine in PBS. Samples were washed once with PBS, and then incubated in 

permeabilization buffer (PBS with 0.1 % Triton X-100) for 10 minutes. Samples were then incubated in 

staining buffer (TBST with 0.1 % BSA (A9647-50G, Sigma)) for 10 minutes with rocking and a 1:1,000 

dilution of primary anti-phospho-Histone H2A.X (Ser139) antibody (05-636, Sigma) was added for 1 hour 

with rocking. Samples were then washed once with staining buffer and incubated with a 1:2000 dilution of 

secondary anti-mouse AlexaFluor 488 conjugate (A28175, Invitrogen) for 1 hour with rocking with samples 
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kept concealed from light from this step onward. A 2.5 µg/mL DAPI solution in staining buffer was then 

added for 2 minutes and washed in TBST for 10 minutes with rocking. Samples were then immediately 

imaged. For each experiment, all samples were prepared, treated, and stained in parallel from one master 

antibody and/or dye dilution to ensure uniform treatment and staining efficiencies. Fixation and labelling 

was performed for two independent biological replicates.  

 

Imaging and image analysis 

Fixed cell imaging was performed using a confocal laser scanning biological microscope [Olympus 

FV1000] with a 60X objective. For each experiment, all conditions were imaged in parallel with identical 

exposure times and laser settings. Images were analyzed and quantified using ImageJ. Statistics and data 

visualization were done using RStudio. P-values were determined by a Wilcoxon Mann-Whitney test using 

wilcox.test() function. The number of foci were counted for individual nuclear regions defined by 

thresholding the DAPI channel to obtain Regions of Interest (ROI) for analysis. ROIs containing more than 

one nucleus were removed from downstream analysis. Find Maxima was applied to the 488 channel using 

a noise tolerance of 700 to generate a binary image of local maxima (gH2AX foci). Analysis was then 

performed on nuclear ROIs to quantify the number of gH2AX foci per nucleus.  

 

Analysis of gH2AX genomic distribution using ChIP-qPCR 

Human K562 cells (1x107 cells) were treated with PladB (100 nM final concentration) for 4 and 24 hours 

or DMSO as mock-control. DIvA cells were treated with or without 4-hydroxy tamoxifen (4OHT) (300 nM 

final concentration) for 4 hours. K562 cells were then collected and resuspended in PBS, then formaldehyde 

was added to a final concentration of 1% and crosslinking was allowed to proceed for 10 minutes at room 

temperature, while the samples were rocking. For DIvA cells, media was removed and replaced with PBS 
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and Formaldehyde was added to dish. In order to stop the reaction, fresh glycine was added to a final 

concentration of 0.125 M. For DIvA cells, the cells were then scraped and washed once with PBS. After 10 

minutes cells were washed once with PBS.  Pelleted cells were then resuspended in RIPA lysis buffer (150 

mM NaCl, 5 mM EDTA, 50 mM Tris pH 8.0, 1% IGEPAL CA-630, 0.5% sodium deoxycholate, 0.1% 

SDS) supplemented with phosphatase and protease inhibitors (PHOSS-RO, Sigma and 539134, Millipore). 

The lysate was then sonicated 30 secs for 15 cycles (Diagenode Bioruptor) to obtain DNA fragments of 

about 500-1,000 bp.  Samples were then centrifuged for 15 mins at 4ºC at 15,000 rpm and the supernatants 

were transferred to new tubes. Samples were then diluted in RIPA buffer (100 µl chromatin : 900 µl RIPA 

buffer) and phosphatase and protease inhibitors were added to samples. A portion of the sample was 

removed and saved as Input.  The rest of the sample was subjected to a 60 min preclearing with 60 µl of 

previously blocked protein A/G magnetic agarose beads (PI78609, Thermo Scientific) at 4 ºC. Blocking 

was achieved by incubating the agarose beads in RIPA buffer with 0.1 % BSA for 30 minutes. Precleared 

samples were incubated with rotation overnight at 4 ºC with either 10 µg of anti-phospho-Histone H2A.X 

(Ser139) antibody (05-636, Sigma) or 10 µg of IgG as control. Immune complexes were then recovered by 

incubating the samples with 60 µl of previously blocked protein A/G magnetic agarose beads for 1 hour at 

4ºC on a rotating wheel. Beads were washed 6 times in wash buffer (150 mM NaCl, 10 mM Tris pH 7.5, 2 

mM EDTA, 0.1% IGEPAL CA-630) for 10 minutes followed by an additional wash with 10 mM Tris-

EDTA pH 8.0. Elution and crosslink reversal were achieved by incubating samples in 10 mM Tris-EDTA 

+ 0.1% SDS and proteinase K at 65ºC for 4 hours. Elutions were then transferred to a phase-lock separation 

tube. The beads were then washed one more time with 10 mM Tris-EDTA and 0.5 M NaCl for 10 minutes 

at 65ºC and the supernatant was added to the phase-lock separation tube.  DNA was extracted by the phenol-

chloroform method and precipitated with ethanol.  

 

For ChIP-qPCR, 2 μl of immunoprecipitated DNA (and 1:4.5 diluted input DNA) was used per well in a 

20 μl reaction, along with 2 µl of 10 µM primer sets, and 10 µl of SsoAdvanced Universal SYBR Green 
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Supermix (Bio-Rad). Reactions were run in duplicate on a CFX96 Touch Real-Time PCR Detection System 

(Bio-Rad) with the following protocol: 95 °C (30 sec), 40 cycles of 95 °C (10 sec) and 95 °C (30 sec), 

followed by melt curve analysis (65-95 °C). All values were normalized relative to input. ChIP-qPCR was 

performed on two independent biological replicates for K562 samples and two technical replicates for DIvA 

samples.  

 

Cell cycle synchronization 

To obtain G1 stage-specific synchronization, sub confluent K562 cells were treated for 24 hours with 

thymidine (2 mM) and released into pre-warmed medium for 3 hours before adding nocodazole (100 

ng/mL) for 12 hours. Then the cells were released for either 8 or 10 hrs before adding PladB (100 nM) for 

4 or 2 hours, respectively. The cells were then collected for both flow cytometry and DRIP-qPCR. Each 

experiment was performed two times.  

 

To obtain S stage-specific synchronization, sub confluent K562 cells were treated for 24 hours with 

thymidine (2 mM) and released into pre-warmed medium containing PladB (100 nM) for 2 or 4 hours. The 

cells were then collected for both flow cytometry and DRIP-qPCR. Each experiment was performed two 

times. 

 

To obtain G2/M stage-specific synchronization, sub confluent K562 cells were treated for 24 hours with 

thymidine (2 mM) and released into pre-warmed medium for 6 hours before adding RO-3306 (10 mM) and 

PladB (100 nM) for 2 and 4 hours.  The cells were then collected for both flow cytometry and DRIP-qPCR. 

Each experiment was performed two times. 
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Cell Cycle Profiles 

For fixation, 2x106 K562 cells were washed twice and resuspended in 1 mL of PBS. This mixture was 

slowly added to 4 mL of 100 % ethanol. Cells incubated on ice for 30 minutes. The fixed cells were 

centrifuged at 800 x g for 5 minutes and washed once with PBS. The fixed cells were then stained with 600 

ul of Propidium Iodide (PI). The samples were detected with an BD FACS Canto II Flow Cytometer. Cell-

cycle distribution was analyzed using the FlowJo Software with a minimum of 10,000 cells. Each 

experiment was performed two times.  

3.7 Supplemental Figures 

 

Figure 3.S1: A. Gel-based RT-PCR splicing assay verifies that PladB treatment causes intron retention 

over the DNAJB1 target gene, but not the control ACTB gene. No PCR products were obtained if reverse-

transcription (RT) was omitted, as expected. B. RT-qPCR assay confirms that PladB treatment causes intron 
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retention for DNAJB1 target gene. IR starts to occur as early as 15 min. C. RT-qPCR assay confirms that 

PladB treatment causes intron retention for RPL13A, a positive R-loop forming gene. D. Bar chart of DRIP-

qPCR (as percent input) for RPL13A. Each bar is the average of three-independent experiments (shown 

with SE). PladB treatment results in loss of R-loops over intron with IR.  

 

Figure 3.S2: A. Genome browser screenshot over the VAPA gene and ~200 kb downstream showing plus 

and minus strand sDRIP-seq signal obtained from controls and PladB-treated K562 samples. R-loop gains 

occur directly downstream of gene (DoG) only on the plus strand (colored bar). B. Bar chart of DRIP-qPCR 

(as percent of input) for for a region downstream of CYCS PAS,  RPL9 and a region downstream of RPL9 

PAS. Each bar is the average of three-independent experiments (shown with SE). C. Genome browser 
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screenshot over the CYCS gene and downstream region showing DRIP-seq signal (Top) and plus and minus 

strand sDRIP-seq signal (Bottom) obtained from controls and PladB treated K562 samples. R-loop gains 

occur directly downstream of gene (DoG) and only on minus strand (colored bar). D. Genome browser 

screenshot over the RPL9  gene and downstream region showing DRIP-seq signal (Top) and plus and minus 

strand sDRIP-seq signal (Bottom) obtained from controls and PladB treated K562 samples. R-loop gains 

occur directly downstream of gene (DoG) and only on minus strand (colored bar). E. Genome browser 

screenshot showing the same region as in (B) but now displaying EU-seq signals. Region with increased 

R-loops also have increased nascent transcription. F. Genome browser screenshot showing the same region 

as in C but now displaying EU-seq signals. Region with increased R-loops also have increased nascent 

transcription.  
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Figure 3.S3: A. Location analysis of R-loop peak gains for PladB-treated K562 sample (4 hours) according 

to downstream of gene (DoG) annotation pipeline. Annotation scheme is below. 82% of R-loop gains 4 

hours post-PladB treatment specifically map to downstream of gene (DoG) regions. B. Metaplots of sDRIP-

seq signals extending from nearest PAS for all annotated DoG genes. For each sample, the signal is shown 

as a trimmed mean (line) surrounded by SE (shaded).  C. STRING interaction analysis. All 429 DoG genes 

were used as input for STRING analysis and a network was built based on highest confidence (0.9). Nodes 

are color coded based on biological processes. Nodes that had no interaction are not shown.  

 

 

Figure 3.S4: A. Genome browser screenshot over the CHCHD3 gene showing DRIP-seq signal (Top), 

sDRIP-signal (Middle), and EU-seq signal (Bottom) obtained from controls and PladB-treated K562 

samples. R-loop loss is directional with transcription (colored bar). B. Genome browser screenshot over the 

FAM120B  gene showing DRIP-seq signal (Top), sDRIP-signal (Middle), and EU-seq signal (Bottom) 

obtained from controls and PladB treated K562 samples. R-loop loss is directional with transcription 
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(colored bar). C. Genome browser screenshot over the VRK3  gene showing DRIP-seq signal (Top), sDRIP-

signal (Middle), and EU-seq (Bottom) obtained from controls and PladB treated K562 samples. D. Bar 

charts of DRIP-qPCR (as percent of input) for CHCHD3, FAM120B, VRK3. Each bar is the average of 

three independent experiments (shown with SE). Primer locations are indicated on each panel. E. Metaplot 

of sDRIP-seq signals over gene body (as % of gene length) and terminal regions (+/- 5kb from PAS) of 

RLL genes. Control and PladB-treated samples are color-coded as indicated. For each time point, the signal 

is shown as a trimmed mean (line) surrounded by the standard error (shaded). 
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Figure 3.S5: A. Bar chart of RT-qPCR (as fold change over control) at indicated PladB-induced APA sites 

loci after PladB treatment. Each bar represents the average of three independent experiments (shown with 

SE).   B. Systematic annotations of putative APA sites 4 hours after PladB treatment. Events were broken 

down between arising over previously annotated 3´UTRs and novel intronic 3´-UTRs. C. Distance between 
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the end of novel intronic APA regions and annotated polyA motifs. Control distances were calculated after 

shuffling the position of the APA regions within the same genes. P-value was calculated using a Wilcoxon 

test. D. RNA-seq signal for REXO4, SETD4, and UMPS under control and PladB-treated conditions. 

Highlighted in red and blue are sites of significantly increased or decreased APA usage. E.  Enriched gene 

ontologies for Plad-induced APA genes. F. Representative immunofluorescence microscopy images from 

DMSO- and PladB-treated (4 hours) HeLa cells analyzed for SF3B2 and Cyclin T1 distribution and DAPI. 

Cyclin T1 becomes relocalized to splicing speckles. G. Travel ratios for DoG, RLL and unaffected genes 

are plotted using EU-seq signals under control conditions. Data is shown as the trimmed mean (line) along 

the standard error (shaded). H. Distribution of skipped exon events along DoG, unaffected, and RLL genes 

is plotted along gene bodies 4 hours post PladB treatment. The dashed lines indicate the position of the 

median position of such events. All p-values were determined by a Wilcoxon Mann-Whitney test (one, two, 

and three stars indicate p-value of ≤ 0.05, 0.01, and 0.001, respectively; NS: Not Significant).  I. Metaplot 

of DRIP-seq signals along DoG, unaffected, and RLL genes were plotted along gene bodies under control 

conditions. Data is shown as the trimmed mean (line) along the standard error (shaded).   

 

 

Figure 3.S6: A. Cell cycle distribution by PI staining: Bar plot representing the percentage of cells in G1, 

S, and G2/M in K562 cells. Bars represent an average of 4 independent measurements, Error bars represent 

SE.  
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CHAPTER IV: Concluding Remarks and Future Directions 

 

This chapter includes text that was published in DNA Repair (Amst) Volume 106, 103183, October 2021.  

 

Castillo-Guzman D, Chédin F. Defining R-loop classes and their contributions to genome instability. 

doi:10.1016/j.dnarep.2021.103182. PMID: 34303066. 

 

The original manuscritpt has been modified to rename the figures based on the format of this dissertation. 

My contributions to the original manuscript included writing of the introduction and editing of the entire 

manscript. I also contributed to the figure making of all the figures in the original manuscript. Figure 4.1 

was modified from the original manuscript.  
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4.1 Summary  

 Transcription is essential for gene expression, producing an RNA copy of the DNA template. 

Sometimes the RNA can become entangled with the DNA, creating R-loop structures. This project 

investigated whether splicing factors that control RNA processing can also regulate the formation of R-

loops. Specifically, this work tested the model that inhibition of splicing causes excessive formation 

genome-wide over unsplice introns. In this work the global dynamic effects of PladB-mediated splicing 

inhibition on splicing, R-loop distribution, and transcription patterns were determined in order to clarify the 

temporal and positional relationships between splicing inhibition and Class II R-loop formation at high-

resolution. Intron retention caused by SF3B1 inhibition does not trigger excessive R-loops. A subset of 

genes shows readthrough transcription and accompanying R-loop gains. R-loop gains and DNA damage 

were temporally and spatially uncoupled. Overall, SF3B1 inhibition causes broad reduction in nascent 

transcription and dominant R-loop loss. This project provided key insights into the inter-relationship 

between co-transcriptional splicing and Class II R-loop formation and their impact on transcriptional 

dynamics under stress conditions.  

 

4.2 PladB-SF3B1 mediated splicing inhibition and its impact on Transcription 

 Recent studies have implicated the splicing process in transcriptional regulation and in 

transcriptional pausing (Gehring and Roignant, 2021; Herzel et al., 2017). For example, there is increased 

pausing at terminal exons for genes that are efficiently spliced in yeast (Alexander et al., 2010). When 

mutations are introduced into the branch point sequence (BPS) or U2 snRNA, there is an increase in RNA 

Pol II ChIP signal over introns (Chathoth et al., 2014), and RNA Pol II pause sites have been mapped to 

the 5´ SSs and 3´ SSs (Alexander et al., 2010; Harlen et al., 2016), which suggests RNA Pol II undergoes 

pausing in direct response to spliceosome assembly. What triggers this type of transcription elongation 

checkpoint to allow for assembly is unclear, but it could be that PladB is triggering the activation of this 

checkpoint.  
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 From my work, we can conclude that the SF3b complex and U2 snRNP are critical for maintaining 

proper transcription elongation. Studies have shown that parts of the U2 snRNP are in close contact with 

the CTD of RNA Pol II during transcription (Hsin and Manley, 2012; Jacobs et al., 2004). As previously 

described, U2 snRNA base pairs with the BPS during spliceosome assembly. Within the Bact spliceosome 

complex SF3b proteins are in direct contact with the pre-mRNA upstream and downstream of the BPS and 

keeps the BPS away from the catalytic center. In vitro evidence suggests that initial spliceosome assembly 

is not completely impaired in the presence of PladB; U1 and U2 snRNP are able to bind to form the A 

complex, but unable to proceed with B complex formation (Effenberger et al., 2017; Finci et al., 2018; 

Jacobs et al., 2004). If this holds true in vivo, then U1 and U2 snRNPs might remain stuck or bound to the 

nascent mRNA transcript in the presence of PladB. These complexes are not able to be recycled and 

maintain close proximity with the nascent mRNA transcript. Since the conformational changes required for 

splicing to take place are blocked, this could result in the activation of a transcription elongation checkpoint 

to slow down RNA Pol II. Independent of how this checkpoint is activated, the outcome resulted in global 

reduction in nascent transcription. These transcriptional dynamics were driven by 1) premature transcription 

termination as evidence from the increase in intronic APA usage, and 2) global increase in promoter-

proximal pausing. This cross talk between splicing and transcription could be rationalized in that it may 

ensure that the cell reduces efforts in transcribing nonfunctional/unspliced RNAs until splicing can be 

restored.  

 

4.3 PladB and Other Stresses cause read-through Transcription 

 The phenomenon of transcription read-through, or DoG transcription, is not unique to PladB 

treatment. Several studies have shown that different stress conditions and viral infections result in 

readthrough transcription. Vilborg et al. (2015) were one of the first groups to show that osmotic stress 

trigged DoG transcription and generated long non-coding transcripts (>45 kb) past polyA signals (Vilborg 

et al., 2015). DoG transcripts also form under heat-shock and oxidative stress conditions (Vilborg et al., 

2017; Vilborg and Steitz, 2017) and are nuclear-retained and chromatin-bound, as expected for R-loops. 
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Viral infections also impact transcriptional elongation and trigger DoG transcription and opening of the 

chromatin architecture (Bauer et al., 2018; Heinz et al., 2018). DoG transcription has also been 

characterized for senescence (Muniz et al., 2017) and in renal carcinoma cells (Grosso et al., 2015). In 

addition, these studies have determined that the genes that undergo DoG transcription vary depending on 

the stress condition and cell type. This suggests that DoG transcription is not random and that there could 

be an underlying biological function for this type of relatively novel phenotype.   

 The exact function of DoG transcription is unclear. Vilborg et al. (2017) proposed that DoG 

transcripts ensure that the nuclear architecture is maintained under stressed conditions (Vilborg et al., 2015; 

Vilborg et al., 2017; Vilborg and Steitz, 2017). In the context of viral infections, it was proposed that DoG 

transcription ensures that RNA Pol II remains bound to nuclear DNA and prevents it from becoming 

accessible to the viral machinery. More recent studies have proposed that stress-induced readthrough 

transcription may help regulate gene expression via post-transcriptional processing. For example, this may 

occur by altering the local chromatin landscape around their neighboring genes to facilitate responses 

throughout stress (Rosa-Mercado et al., 2021). Readthrough transcription can also result in maintenance of 

gene expression by maintaining the expression of the genes located directly downstream.  Given the relative 

novelty of readthrough transcription, it is likely that more stresses cause defects in transcription termination. 

Further studies will decipher if there is an exact function to readthrough transcription or if it is the result of 

global disruptions in nuclear homeostatis under stress conditions.  

 At the root of DoG transcription is a failure in transcription termination, though what is impairing 

transcription termination under stress conditions is unclear. Transcription termination involves a multitude 

of different factors, such as CPSF and XRN2, and several studies have reported that depletion of these 

factors causes readthrough transcription (Eaton et al., 2018; Eaton et al., 2020; Fong et al., 2015). For 

example, depletion of CPSF subunit WDR33 resulted in transcription readthrough as a result of inefficient 

pre-mRNA cleavage and decreased transcription termination, suggesting that termination is coupled to 

proper mRNA cleavage (Teloni et al., 2019). It is important to point out that, unlike stress-induced 
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readthrough transcription, the effects of depleting this protein causes global increases in readthrough 

transcription compared to a subset of genes that are stress condition specific.  

 Recently, Rosa-Mercado et al. (2021) showed that osmotic stress causes the dissociation of the 

Integrator complex from RNA Pol II at genes that undergo readthrough transcription (n=590) and that 

depletion of the catalytic subunit of the Integrator complex, Int11, also resulted in readthrough transcription 

of hundreds of genes (n=348) (Rosa-Mercado et al., 2021). There was a partial overlap in the number of 

DoG genes between osmotic stress and Int11 depleted cells, suggesting that Integrator may have an indirect 

role in regulating DoG biogenesis. The observation that PladB treatment results in readthrough transcription 

and DoG R-loop formation offers the possibility that splicing disruptions, in part, may mechanistically 

underlie the formation of DoG transcripts.  In support of this, viral infections that cause readthrough 

transcription negatively affect splicing and causes an increase in intron retention (Bauer et al., 2018). In 

addition, heat-shock and osmotic stress disrupt splicing.  During heat shock splicing of mRNAs is inhibited 

(Shalgi et al., 2014), raising the possibility that the readthrough transcription that occurs under heat-shock 

can in part be driven by loss of SF3B1 function, similar to what is observed for PladB. While there is 

evidence that heat-shock and PladB may share a similar mechanism for readthrough transcription, it is more 

likely that there is more than a singular mechanism that drives readthrough transcription in different stress 

conditions. Additional work is required to understand how cells selectively induce DoGs from a subset of 

genes. For example, studies could focus on determining which accessory factors interact with RNA Pol II, 

as it transcribes through the DoG regions to maintain productive elongation. One could hypothesize that a 

new unidentified regulatory factor binds to RNA Pol II near the transcription termination site under stress 

conditions is critical for maintaining readthrough transcription.  

 A general model that can be proposed is that a stress condition can trigger termination failure 

through different modalities, such as by targeting XRN2, CPSF, Integrator, or SF3B1 (and other splicing 

factors), resulting in readthrough transcription. The observation that PladB DoG genes form R-loops 

suggests that the phenomenon of DoG transcription may be linked to R-loop formation under a variety of 

stresses. Further studies will be needed to determine if R-loops form under heat-shock or the other stress 
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conditions that cause readthrough and what the functional implications of DoG R-loop formation are. For 

example,  DoG transcription upon viral infection has been further linked to large scale chromatin opening 

throughout the DoG region (Heinz et al., 2018). This raises the possibility that R-loops, which include a 

rigid A-form-like RNA:DNA hybrid, cause chromatin decondensation by preventing nucleosome wrapping 

or deposition. Methods that probe chromatin accessibility could be used to determine if all stress conditions 

result in opening of the chromatin. In addition, studies could explore the elongation rates of RNA Pol II 

through the DoG regions. Based on the increased R-loop formation of PladB DoG genes suggests that RNA 

Pol II may be transcribing at a slower rate (Sanz et al., 2016) through these intergenic regions.    

 What unifies all these stress responses, in addition to a subset of genes undergoing DoG 

transcription, is that they disrupt transcription elongation in a similar manner to PladB: there is a decrease 

in transcription elongation driven by premature transcription termination and an increase in RNA Pol II 

pausing. Maintaining active gene expression during a stress condition would potentially result in the 

production of nonfunctional/unspliced RNAs. It therefore makes sense that the cell may prioritize shutting 

down transcription of most genes within a short time frame (1 hour – 4 hours) to alleviate the burden of 

RNA quality surveillance pathways. In addition, premature transcription termination via APA could result 

in the production of RNA and protein isoforms that may be indirectly involved in driving the stress response 

(Berkovits and Mayr, 2015; Mayr, 2019; Williamson et al., 2017). Further studies will determine how 

protein homeostasis is altered by these transcriptional changes under each stress condition, will the goal of 

identifying the key factors involved in activating the “transcription elongation checkpoint” (described in 

4.2) to slow down RNA Pol II. 

 

4.4 Harmful R-loops and genome instability 

 Excessive R-loop formation was hypothesized early on to be responsible for the increased gH2AX 

deposition observed upon splicing factor depletion or mutation (Li and Manley, 2006; Li et al., 2005; 

Paulsen et al., 2009). We used DRIP-seq to profile Class II R-loops upon inhibition of the U2 spliceosome 
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SF3B1 subunit with PladB (Kotake et al., 2007; Yokoi et al., 2011). This treatment causes widespread 

intron retention as well as gH2AX accumulation and sensitivity to ATR inhibitors (Nguyen et al., 2018). 

Surprisingly, PladB treatment resulted in a dramatic genome-wide R-loop loss (Castillo-Guzman et al., 

2020). These ~400 DoG genes represent the only detected increase in R-lop signal captured by 

DRIP/sDRIP, defining a class of de novo excessive R-loops (Castillo-Guzman et al., 2020). Importantly, 

the gH2AX accumulation caused by PladB was significantly delayed compared to de novo R-loop 

accumulation and was not spatially enriched over regions of increased R-loops (Castillo-Guzman et al., 

2020). It therefore appears that excessive Class II R-loops generated during splicing inhibition did not 

associate with DNA damage events. More broadly, DNA damage events induced by U2 spliceosome 

inhibition occurred against the backdrop of a dramatic loss of Class II R-loops.  

 Harmful R-loops, whether they correspond to Class I or Class II R-loops, should in principle be 

revealed using appropriate genomic mapping techniques. It is therefore worth reviewing studies that 

credibly examined global R-loop patterns in cellular models of genome instability for any evidence that 

might clarify the nature of such structures and their spatiotemporal relationship to phenomena associated 

with DNA damage. 

 

Class II R-loops and genome instability, an elusive connection.  

 DRIP-type approaches have been used in a variety of cellular models. DNA topoisomerase I (Top 

I) is widely thought to suppress R-loop formation by relaxing the R-loop-favorable negative superhelicity 

that propagates upstream of the active transcription machinery (Kouzine et al., 2004; Pommier et al., 2016). 

Long-term Top I depletion in human HeLa cells leads to elevated DNA damage and globally slower 

replication fork progression due to transcription-replication conflicts (Tuduri et al., 2009). Following up on 

this work, Promonet et al. (2020) mapped R-loop distributions, DNA breaks, and the location of DNA 

damage markers including phosphorylated RPA, a replicative stress marker, and gH2AX in Top I-depleted 

cells (Promonet et al., 2020). In control cells, R-loops were observed broadly over promoter distal regions, 
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gene bodies, and terminal regions, consistent with the distribution of elongation-associated R-loops. By 

contrast, phosphorylated RPA accumulation was only observed over the terminal regions of expressed 

genes that are replicated in a head-on (HO) orientation relative to transcription. This indicates that stalled 

forks marked by phosphorylated RPA occurred because of HO replication-transcription interactions, which 

coincide with naturally R-loop-rich terminal genic regions. The vast majority of Class II R-loops therefore 

do not interfere with DNA replication under normal conditions (Promonet et al., 2020). In Top I-depleted 

cells, R-loops showed a slight increase over terminal regions which was accompanied by increased gH2AX 

and DSB formation. Importantly, replication fork speeds were uniformly reduced by 30-40% in Top I-

depleted cells, even though R-loop increases were minor and localized to the TTS. Thus, it is unlikely that 

“excessive” R-loop formation can account for the global replication slowdown. Instead, it was proposed 

that the stalled forks that naturally occur at a subset of HO genes are further challenged in the absence of 

Top I, leading to fork collapse, DSBs, and the activation of the ATR kinase to slow S phase progression 

globally (Promonet et al., 2020). Overall, this study suggests that Class II R-loops may not be directly 

involved in events of genome instability even upon Top I depletion.  

 Interestingly, RNase H1 over-expression was able to suppress the slow replication fork phenotype 

observed upon Top I depletion (Promonet et al., 2020; Tuduri et al., 2009). To account for this, Promonet 

et al. (2020) proposed that RNase H1 may degrade RNA:DNA hybrid structures that form over stalled forks 

and prevent fork rescue or remodeling. Through this activity, RNase H1 was suggested to reduce ATR 

activation and thereby counteract a global replication slowdown at undamaged forks, consistent with prior 

observations (Mutreja et al., 2018; Seiler et al., 2007). This is an exciting possibility that needs to be further 

tested. It also suggests that the sensitivity of a phenotype to RNase H1 over-expression may not necessarily 

implicate co-transcriptional R-loops and could instead reflect a novel effect of RNase H1 on replication 

fork rescue. Another possibility could be that RNase H1 is acting on other types of RNA:DNA hybrids not 

associated with Class II R-loops.   
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 A number of studies provide qualified support for the notion that increased formation of Class II 

R-loops triggers or enhances genome instability phenomena. Stork et al. (2016) showed that addition of the 

hormone estrogen (E2) to breast cancer cells triggers rapid expression of E2-responsive genes and an 

increase in elongation-associated R-loops over these targets (Stork et al., 2016). E2 treatment also causes 

rapid cellular proliferation and increased deposition of the gH2AX DNA damage marker during S phase, 

indicating that R-loops may be driving this response. Indeed, rearrangements observed in breast tumors 

were enriched over E2-responsive genes. However, proximity ligation assays using S9.6 and gH2AX 

antibodies suggested that the majority of DNA damage events induced by E2 were located at a distance 

from R-loops (Stork et al., 2016). An alternative source of endogenous damage could come from the 

introduction of DSBs by Topoisomerase 2 beta at promoters, where it functions to facilitate transcription 

initiation in response to estrogens (Ju et al., 2006; Morimoto et al., 2019). Gorthi et al., (2018) showed that 

Ewing sarcoma cells driven by the EWS-FLI1 oncoprotein display globally elevated transcription levels 

and R-loop loads. These tumors were additionally characterized by increased replicative stress as well as 

sensitivity to ATR inhibitors and genotoxic agents (Gorthi et al., 2018). However, the direct involvement 

of R-loops in these responses remains unclear. Evidence suggests that the hyper-transcription caused by 

EWS-FLI1 results in the sequestration of BRCA1 with elongating RNA polymerase complexes, 

phenocopying a BRCA1 deficiency, and leading to a DNA damage response (DDR) deficiency (Gorthi et 

al., 2018). Two recent studies analyzed the impact of knocking out or depleting subunits of mammalian 

SWI/SNF chromatin remodeling complexes. Knockout of PBRM1, encoding the BAF180 subunit of the 

polybromo-associated BAF complex (PBAF), led to increased gH2AX foci formation, replication stress, 

and DNA breaks (Chabanon et al., 2021). This was correlated with an increased genic R-loop burden 

measured by DRIP-seq and the involvement of R-loops was further suggested by the ability of RNase H1 

to rescue many of the above phenotypes. However, the spatial overlap of such excessive R-loops with DNA 

damage events was not assessed. In addition, the authors noted that PRBM1 deficiency led to significant 

reductions in the protein levels of multiple genome stability factors, such as members of the Fanconi 
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Anemia complex and of the BLM helicase (Chabanon et al., 2021). Thus, the genome instability observed 

in the absence of PBRM1 may reflect an intrinsically reduced DDR capacity in addition to elevated R-loop 

levels. Depletion of the BRG1 subunit common to all SWI/SNF complexes led to an array of RNase H1-

sensitive genome instability phenotypes, including global decrease in replication fork velocity (Bayona-

Feliu et al., 2021). DRIP-based profiling of Class II R-loops confirmed an increased burden of genic R-

loops over 3,200 loci enriched for BRG1 binding sites. Analysis of transcription-replication conflicts 

showed that HO conflicts were marked by elevated DNA damage markers gH2AX and FANCD2, when co-

directional (CD) conflicts were not, even though the R-loop levels observed at HO and CD regions were 

not significantly different (Bayona-Feliu et al., 2021). Thus, consistent with earlier statements, many R-

loops outside of HO conflicts do not associate with DNA damage markers. HO interactions between 

transcription and replication, however, are particularly responsible for stalled forks and DNA damage. 

Whether the R-loops observed over these regions are causally involved in further enhancing the fragility of 

HO replication-transcription interactions currently rests on the interpretation of the sensitivity of instability 

phenotypes to RNase H1 over-expression. As discussed above, RNase H1 binding sites mapped by R-ChIP 

mostly map to promoter proximal regions while Class II R-loops mapped by DRIP approaches primarily 

map to transcribed gene bodies. The deployment of R-ChIP approaches in models of genome instability 

such as those described above may clarify whether RNase H1 can gain access to new R-loop subsets under 

these conditions or if it can be recruited directly to stalled forks, as suggested (Promonet et al., 2020). 

 Overall, the association of Class II R-loops and genome instability phenomena remains elusive. 

Part of the issue is that very few studies have both mapped R-loops and analyzed the presence of DNA 

breaks at sufficient resolution to reach definitive conclusions regarding the roles of R-loops as causes of 

genome instability. In addition, the observations that instability phenomena have been linked to global R-

loop increases and losses in various models suggests that instability may arise through a variety of 

mechanisms. Indirect effects linked to reduced DDR responses under pathological conditions further 

complicate matters. To date, no specific R-loop subset has been associated directly with events of DNA 
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breakage at high resolution. Furthermore, the distinguishing molecular features of harmful R-loops remain 

to be defined, an important task given the consensus finding that most Class II R-loops do not cause 

instability even under altered conditions.  

 

Class I R-loops as harmful R-loops candidates. 

 Overexpression of nuclear RNase H1 suppresses a diversity of genome instability phenotypes. 

Common sense dictates that for RNase H1 to mediate these effects, it needs to gain access to the loci causing 

these altered phenotypes in the first place. Based on the few available datasets where RNase H1 genomic 

binding sites were mapped in human cell lines, these loci predominantly correspond to Class I R-loops that 

form at the promoter-proximal regions of paused promoters (Chen et al., 2018; Chen et al., 2017). By 

contrast, most Class II R-loops are not bound by RNase H1 in vivo. It is therefore difficult to conceive how 

RNase H1 might relieve instability phenotypes if these were driven by elongation-associated R-loops.  

 One interpretation of the data is therefore that harmful R-loops predominantly correspond to Class 

I R-loops. This model is attractive for several reasons. It has been well documented that the deleterious 

effects of harmful R-loops are linked to conflicts with the replication machinery (Garcia-Muse and 

Aguilera, 2016; Gomez-Gonzalez and Aguilera, 2019; Hamperl and Cimprich, 2016; Zeman and Cimprich, 

2014). Class I R-loops possess multiple properties that might make them much more formidable replication 

obstacles than Class II R-loops. First, they are proposed to arise at high frequencies compared to Class II 

R-loops, consistent with the much greater  RNA Pol II density at paused promoters compared to gene 

bodies. Second, Class I R-loops consistently occur in a narrow near-TSS genomic window, while Class II 

R-loops can occur almost anywhere throughout gene bodies. Thus, encounters between replication forks 

and R-loops will be more likely to involve Class I R-loops, and these encounters are expected to be focused 

over paused promoters. Third, one major difference between Class I and Class II R-loops is that the former 

is associated with a paused, and possibly backtracked, RNA Pol II transcription machinery (Sheridan et al., 

2019). By extension, Class I R-loops will also be proximal to the large general transcription factor (GTF) 

complexes that recruit RNA Pol II to promoter sequences (Verger et al., 2021), limiting the range that Class 
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I R-loops can extend and increase the frequency at which they form. By contrast, Class II R-loops occur 

during elongation behind an actively translocating RNA Pol II, far away from GTF complexes. One can 

even envision that RNA Pol II has moved away from an R-loop once R-loop extension is terminated.  

 Recent in vitro work suggests that R-loops by themselves do not represent a strong impediment for 

the E. coli replication machinery, while the presence of transcription complexes led to potent blockages, 

particularly in the head-on orientation (Bruning and Marians, 2020). In addition, R-loop-anchored 

transcription complexes arrested at UV lesions were proposed to represent the main cause of head-on 

replication blocks in RNase H-deficient E. coli mutants (Kouzminova and Kuzminov, 2021). Class I R-

loops, associated with paused RNA Pol II complexes, therefore represent attractive “harmful” R-loop 

candidates. We note that human genes are generally thought to be replicated co-directionally from origins 

located upstream of promoter regions (Petryk et al., 2016). Thus, one would expect encounters between 

Class I R-loops and replication forks to be mostly co-directional. These interactions, while potentially 

harmful (Hamperl et al., 2017), are thought to play a lesser role compared to head-on conflicts in driving 

genome instability (Gomez-Gonzalez and Aguilera, 2019; Hamperl and Cimprich, 2016). It remains 

possible, however, that Class I R-loops might also arise from antisense transcripts that frequently originate 

from promoters, setting up head-on clashes with incoming forks. In addition, recent evidence suggests that 

antisense-associated promoter regions display delayed replication characteristics that may factor in possible 

fragility events (Wang et al., 2021a). Studies aimed at dissecting transcription-replication encounters and 

their intersection with Class I R-loop formation, will be important to further delineate the role of R-loops 

in genome fragility. 

 A growing number of studies provide support to the notion that Class I R-loops increase in 

frequency under pathological instances. Using R-ChIP, Chen and colleagues profiled Class I R-loops in 

HEK293T cells harboring mutations in the splicing factors SRSF2, U2AF1, and U2AF2 (Chen et al., 2018). 

Mutations in SRSF2 and U2AF1 caused cellular growth defects, gH2AX induction, and replicative stress 

as evidenced by slower replication forks and ATR activation. Such defects could be at least partially 
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alleviated by RNase H1over-expression. R-ChIP revealed increased Class I R-loops over promoter regions. 

SRSF2 and U2AF1 mutations also caused increased RNA Pol II promoter-pausing (Chen et al., 2018), 

further linking promoter-proximal pausing and Class I R-loop formation. Pharmacological splicing 

inhibition also triggers increased promoter pausing (Caizzi et al., 2021; Castillo-Guzman et al., 2020; 

Sousa-Luis et al., 2021) suggesting that Class I R-loops may generally increase under these conditions. 

Release from the promoter-proximal pause is regulated by the pTEFb complex which is recruited in part 

via the general BRD4 co-activator protein (Kwak and Lis, 2013). Loss of BRD4 function triggers global 

transcriptional pausing (Muhar et al., 2018). Pharmacological inhibition of BRD4 or depletion of BRD4 

cause S phase-dependent gH2AX deposition, DSB formation, and slow replication fork progression in a 

manner that was compensated by RNase H1 expression (Edwards et al., 2020; Lam et al., 2020). Performing 

R-ChIP, Edwards et al., (2020) showed that BRD4 loss of function caused global increase in Class I R-

loops over promoters, as expected, and also in gene bodies, which is counter-intuitive given the reduction 

of the elongating form of RNA Pol II (Edwards et al., 2020). While none of studies cited above mapped 

DSBs and therefore did not directly address the connection between R-loops and DNA breakage, they 

support the notion that Class I R-loops may represent harmful obstacles to replication progression and a 

source of DNA damage. 

 More broadly, we propose that defects in mRNA processing, particularly splicing dysfunction, may 

feedback on transcription by increasing promoter pausing and therefore, increasing Class I R-loops. The 

increased burden of paused transcriptional complexes anchored to Class I R-loops is expected to enhance 

replication-transcription conflicts over promoter regions and may lead to replication stress and R-loop-

induced DNA damage. Given that increased promoter pausing associates with reduced transcription 

initiation (Gressel et al., 2019; Gressel et al., 2017; Shao and Zeitlinger, 2017), the model further predicts 

that Class II R-loops may undergo progressive losses as a result of reduced elongation, as observed upon 

U2 spliceosome inhibition (Castillo-Guzman et al., 2020).  
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4.5 Concluding Remarks 

Overall, this work highlights the complexity of cellular stress response pathways. If we consider 

inhibition of splicing a stress condition, then it makes sense why the cell undergoes global changes at the 

transcriptional level. Splicing inhibition via PladB treatment triggers global decrease in nascent 

transcription and a global increase in RNA Pol II promoter pausing. The first ensures that the cell does 

not waste valuable resources to produce transcripts that are not viable, and the second response ensures 

that the cell is primed and ready to jump start the transcription downregulated genes when the stressor is 

relieved. It is clear that in addition to U1 snRNP, U2 snRNP also has a clear role in regulating 

transcription elongation. What remains unclear is what is the mechanism causing DNA damage under 

these conditions. One possibility is that perturbations in splicing cause DDR genes to be downregulated. 

Downregulation of DDR genes could sensitize cells to basal levels of DNA damage the cell experiences 

through normal cellular activity and metabolism (Figure 4.1). Both PRMT1 inhibition (Giuliani et al., 

2021) and E7107 splicing inhibitor (Han et al., 2022) were proposed to drive increased DNA damage in a 

similar manner. Another possibility as described above is that the paused RNA Pol II itself or the 

formation of Class I R-loops could be contributing to genome instability (Figure 4.1).   

 

 



 
 
 

 
- 108 - 

Figure 4.1 Kinetics of PladB response. PladB-SF3B1 mediated splicing inhibition caused RNA Pol II 

pausing in RLL and DoG genes. This increased paused is proposed to cause a focal increase in Class I R-

loops. Class II R-loops by contrast were reduced as a result of lower transcription initiation and increased 

termination. Class I R-loops are suggested to frequently arise at promoters as a result of promoter-

proximal pausing; PladB treatment is proposed to further increase their formation frequency. By contrast, 

elongation-associated Class II R-loops are spread throughout the gene body and therefore occur at much 

lower frequencies at any given site; PladB treatment will further reduce their frequency. Under such 

conditions, paused RNA Pol II complexes anchored to Class I R-loops may represent frequent obstacles to 

replication fork progression, causing transcription-replication conflicts and DNA damage focused over 

promoter regions.  RNA is only depicted when in a R-loop bound state or exiting RNAP (full transcript not 

shown). Second model DNA damage can arise: global reduction in transcription may cause downregulation 

of DNA damage response (DDR) genes resulting in accumulation of DNA damage unassociated with R-

loops. 

 

 The notion that RNA Pol II-driven R-loops can be broken into pausing-associated and elongation-

associated structures hopefully serves to reconcile and rationalize the seemingly discordant results obtained 

through ex vivo and native R-loop mapping approaches. With the right methodologies now at hand, new 

investigations will test the proposal that Class I R-loops significantly contribute to genome instability 

phenotypes associated with RNA processing defects. We suggest that future work should include 

integrative strategies that reveal the distributions of both Class I and Class II R-loops under relevant cellular 

models of R-loop dysfunction in combination with DNA double-strand break profiling and nascent 

transcription analysis. Such integrative studies are the most likely to reveal the mechanisms that lead to 

genome destabilization when gene expression programs are deregulated. Given the importance of RNase 

H1 over-expression as a tool and its broad ability to suppress genomic stresses, it will also be essential to 

ascertain how suppression is mechanistically achieved. If Class I R-loops truly emerge as source of DNA 

damage under pathological conditions, it will become important to understand how RNase H1 activity at 
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paused promoters can lower transcription-replication conflicts. One possibility is that RNase H1, when 

over-expressed, facilitates the release of paused RNA Pol II into elongation (Sridhara et al., 2017). 

Alternatively, RNase H1 may mediate its effect by facilitating the processing and restart of stalled 

replication forks (Promonet et al., 2020) in the vicinity of paused promoters. Interestingly, recent evidence 

suggests that the persistence of RNA Pol II at TSSs characterized by strong antisense transcription prevents 

the timely replication of these loci until G2/M (Wang et al., 2021a). In agreement, mapping of transcription-

replication interactions in murine B cells revealed that such interactions primarily occurred over regions 

characterized by bidirectional promoters and focal accumulation of markers of replicative stress and DNA 

breakage (St Germain et al., 2021). Future work will be required to tease out these interesting possibilities.  
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