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Abstract. We build on recent work of Yeats, Courtiel, and others involving connected chord
diagrams. We first derive from a Hopf-algebraic foundation a class of tree-like functional
equations and prove that they are solved by weighted generating functions of two different
subsets of weighted connected chord diagrams: arbitrary diagrams and diagrams forbid-
ding so-called top cycle subdiagrams. These equations generalize the classic specification
for increasing ordered trees and their solution uses a novel decomposition, simplifying and
generalizing previous results. The resulting tree perspective on chord diagrams leads to
new enumerative insights through the study of novel diagram classes. We present a recur-
sive bijection between connected top-cycle-free diagrams with n chords and triangulations
of a disk with n + 1 vertices, thereby counting the former. This connects to combinatorial
maps, Catalan intervals, and uniquely sorted permutations, leading to new conjectured bi-
jective relationships between diagram classes defined by forbidding graphical subdiagrams
and imposing connectedness properties and a rich variety of other combinatorial objects.
We conclude by exhibiting and studying a direct bijection between diagrams of size n with
a single terminal chord and diagrams of size n− 1.
Keywords. Chord diagrams, perfect matchings, combinatorial classes, pattern avoidance,
combinatorial maps, triangulations, Catalan posets, uniquely sorted permutations
Mathematics Subject Classifications. 05A05, 05A10, 05A15, 05A18, 05A19

1. Introduction

A chord diagram of size n is a perfect matching of {1, 2, . . . , 2n}. Such objects have also been
called matchings [Jel07, CDD+07], complete pairings [Ste78], and interval systems [DM21],
and can be viewed as set partitions with every block of size 2; see Figure 3.1. Here chord
diagrams are rooted at the chord containing 1, but the term has also been used to refer to the
unrooted object obtained after modding out by cyclic permutations of [2n]. For brevity, we
will use the shortened ‘diagram’ to refer to chord diagrams. There are (2n − 1)!! diagrams of
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size n. Other objects counted by double factorials include double occurrence words, fixed-point-
free involutions, increasing ordered trees, and Stirling permutations. In the literature, chord
diagrams seem to have been first studied by Touchard [Tou52]. Since then there has been much
focus on the enumeration of various subclasses of diagrams and their statistics (e.g. [Rio75,
Ste78, SE78, NW79, FN00, PR14, CYZ19]). One of the most prominent and natural types
of diagrams studied are connected diagrams, which are those diagrams C for which there is
no proper interval of [2n] that is the ground set of a subdiagram of C. Connectivity can also
be defined via the intersection graph G(C) of a diagram C, the directed graph on the chords
of C formed by adding edge (c, c′) if c′ crosses c on the right; C is connected if and only if its
intersection graph is weakly connected. Undirected intersection graphs of diagrams, known as
circle graphs, have been studied as pure graph objects (e.g. [Naj85, DM21]) and in particular
play a major role in vertex minor theory [Bou94].

Outside of enumerative combinatorics and graph theory, chord diagrams have also appeared
in diverse areas such as knot theory [BR00], bioinformatics [HSS98] and, most relevantly for
the present purposes, physics [Mah22]. In 2013, Nicolas Marie and Karen Yeats [MY13] solved
a certain Dyson–Schwinger equation from quantum field theory. This equation has a recursive
form similar to standard functional equations for rooted trees. The solution of Marie and Yeats
came as a series expansion indexed by connected diagrams and weighted by coefficients indexed
by certain novel parameters of those diagrams. These parameters are the number of terminal
chords of a diagram C and their indices under a specific total order on the chords of C, the inter-
section order; a chord c ∈ C is terminal if it has no outgoing edges in G(C), that is, if there are
no chords crossing it to the right. The intersection order is a natural total order, distinct from the
standard ordering of the chords by their first endpoints or sources, that extends the partial order
on the chords defined by reachability in the intersection graph. See Section 3 for more details.
Following Marie and Yeats, Courtiel and Yeats [CY17, CY19] further studied the expansion over
connected diagrams and the associated terminal chords, in particular obtaining probabilistic and
asymptotic information about the distribution of the latter. In a different direction, Courtiel,
Yeats, and Zeilberger [CYZ19] linked these objects and parameters to combinatorial maps, an-
other well-studied structure. We will further describe related work throughout the paper.

We aim to bring these new equations, parameters, and associated results further into the enu-
merative combinatorial context and, through this, obtain new insights. In particular, much of this
paper can be viewed as illuminating the tree-like structure of chord diagrams and its interplay
with notions of connectedness, as well as relating these insights to other combinatorial objects.
We begin in Section 2 by showing how generalizations of the Dyson–Schwinger equation con-
sidered by Marie and Yeats arise from Hopf subalgebras of the Connes–Kreimer Hopf algebra
of rooted trees via a result due to Loı̈c Foissy [Foi08, Foi10, Foi14]. These equations have the
form

G(x, y) = xL(ϕ(G(x, y))), (1.1)

where ϕ is a formal power series with nonzero constant term. The map L is a type of linear
map on polynomials in y from cohomology theory known as a Hochschild 1-cocycle, or simply
1-cocycle. There are two such 1-cocyles corresponding to the two coalgebras on the ring of
one-variable polynomials, the binomial coalgebra and the divided power coalgebra, leading to
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two forms of equation (1.1). Since in the binomial case L generalizes the integral operator, (1.1)
generalizes the classic functional equation for the exponential generating function of increasing
trees (see e.g. [BFS92]), leading to the term tree-like to describe such equations (matching the
traditional meaning of the term [BLL98]).

Marie and Yeats [MY13] solved the tree-like equation with L a binomial 1-cocycle
and ϕ(z) = 1/(1 − z). Their solution method proceeded in two steps. First they applied a
decomposition on connected diagrams to prove that the solution satisfies a certain recurrence,
in the form of a differential equation, which allows them to reduce the problem to verifying the
linear term in y. Then they inductively expanded the reduced form of (1.1) to obtain a second
recurrence characterizing the solution and proved that it holds by passing through a bijection
between connected diagrams and a recursively-defined class of labeled binary trees. Their proof
method is quite technical and therefore difficult to understand intuitively and generalize. In
Sections 3 through 5 we present a simpler, more direct proof of our main result, Theorem 5.1,
generalizing the work of Marie and Yeats, that the binomial and divided power tree-like equa-
tions are solved by weighted generating functions for sets of connected chord diagrams. Along
the way, in Section 3, we define chord diagrams and their relevant properties and parameters,
including the intersection order, terminal chords, and 1-terminality, a property that we show can
be viewed as a stronger, ordered form of connectivity. Our proof of Theorem 5.1 works en-
tirely at the level of chord diagrams and is based on a relatively simple decomposition of a con-
nected diagram into “shuffled” connected subdiagrams. This decomposition naturally involves
distinguished 1-terminal subdiagrams, beginning to highlight the importance of 1-terminality;
in particular, these 1-terminal subdiagrams essentially reveal the underlying tree-like structure
of chord diagrams.

The solution to the divided power tree-like equation is indexed by a subset of connected dia-
grams, namely, those that forbid so-called top cycle subdiagrams, one of only two types of chord
diagrams whose undirected intersection graph is isomorphic to a cycle. In Section 6 we describe
the bijective relationship between connected top-cycle-free diagrams and planar bridgeless maps
discovered by Courtiel, Yeats, and Zeilberger [CYZ19]. This left open the goal, further moti-
vated by our generating function results, of obtaining explicit formulas counting such diagrams.
We derive such a formula counting the number of connected top-cycle-free diagrams of size n
by constructing an explicit, recursive bijection to triangulations of a disk and applying the work
of Brown [Bro64] enumerating these classic objects. This formula is in fact further refined by
the index of the first terminal chord in the intersection order, which turns out to correspond
to one less than the number of exterior (or boundary) vertices of the triangulation. Alongside
prior work by Jelı́nek [Jel07], these results motivate considering other classes of diagrams de-
termined by forbidding a fixed set of graphically-defined subdiagrams, in the vein of the large
body of prior work on analogous classes of graphs as well as pattern-avoiding permutations.
In the concluding Section 8 we discuss relationships, both conjectured and proven, between
top-cycle-free, triangle-free, tree, chordal, bipartite, and bottom-cycle-free diagrams, where a
bottom cycle is the second diagram realizer of a cycle, and intervals of Catalan lattices, uniquely
sorted permutations, and a variety of combinatorially-significant number sequences found on
the OEIS [SI22]. These relationships in particular appear when the diagrams are required to be
connected or 1-terminal, further underscoring the role of connectivity notions. Resolving the
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number of conjectures introduced here is a significant line of inquiry for future work, recently
begun in [Nab22].

Courtiel and Yeats [CY17] proved that there are (2n−3)!! 1-terminal diagrams of size n, in-
dicating that such diagrams should be in one-to-one correspondence with diagrams of size n− 1.
In the penultimate section of this paper we present a new simple formulation of an unpublished
bijection between these two sets first discovered by Yeats. This map ψ is easy to understand
structurally. It also has a straightforward relationship with k-terminality, a generalization of 1-
terminality analogous to k-connectivity; ψ induces a bijection between k-terminal diagrams of
size n and (k−1)-terminal diagrams of size n−1. Together with a characterization of 1-terminal
top-cycle-free diagrams, it follows from this that such diagrams are in bijection with noncross-
ing diagrams of size n − 1, so they are counted by the Catalan numbers. We also show that ψ
interfaces equally well with nonnesting diagrams, another classic Catalan object. We conclude
the section by discussing the action of ψ on other double factorial objects.

Finally, we wrap up the concluding section with a number of open questions for future work.

2. Tree-like equations from the Connes–Kreimer Hopf algebra

First appearing under the guise of the Butcher group in numerical analysis and independently
introduced by Kreimer [Kre98] in the context of renormalization in perturbative quantum field
theory, the Connes–Kreimer Hopf algebra of rooted trees HCK is the free associative commuta-
tive algebra freely generated over a field K of characteristic zero by the set of rooted trees. As
implied, the product is given on the basis of forests of rooted trees by concatenation while the
coproduct is defined by setting

∆(t) =
∑

C⊆V (t)
C antichain

(∏
v∈C

tv

)
⊗

(
t \
∏
v∈C

tv

)

for a rooted tree t, where tv is the subtree of t rooted at v and parent-child is the cover relation
for a tree poset, and extending it as an algebra homomorphism to all of HCK ; note that here
we take t \ t = 1. From a pure algebraic perspective, the Connes–Kreimer Hopf algebra is
important because it possesses a certain universal property unique up to isomorphism among
Hopf algebras. Let B+ be the algebra homomorphism attaching a set of rooted trees as children
to a new common root. Note that the B+ operator is a Hochschild 1-cocycle, a linear map L
such that

(id ⊗ L) ◦∆+ L⊗ 1 = ∆ ◦ L.

Then the universal property is the following.

Theorem 2.1 (Connes–Kreimer [CK98, Theorem 2]). Let A be an associative commutative
algebra over K and L : A → A be a linear map. Then there exists a unique algebra homomor-
phism ρL : HCK → A such that ρL ◦ B+ = L ◦ ρL. Furthermore, if A is a bialgebra and L is
a Hochschild 1-cocycle then ρL is a bialgebra homomorphism, and if A is also a Hopf algebra
then ρL is a Hopf algebra homomorphism.
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There has been considerable interest in understanding Hopf subalgebras of HCK (see e.g.
[Rot15, Dug19]). In a series of papers [Foi08, Foi10, Foi14], Foissy examined subalgebras
of HCK generated by a family of recursive equations, so-called combinatorial Dyson–Schwinger
equations, of the form

T (x) = xB+(ϕ(T (x))) (2.1)

for ϕ(z) ∈ K[[z]] with ϕ(0) = 1. The unique solution to this equation is a formal power
series T (x) whose coefficients lie in HCK . Writing tn = [xn]T (x), Foissy characterized when
the subalgebra A = K[t1, t2, . . .] of HCK is Hopf.

Theorem 2.2 (Foissy [Foi08]). A is a Hopf subalgebra if and only if ϕ(z) = (1 + abz)−1/b for
some a, b ∈ K with b ̸= 0 or ϕ(z) = eaz.

We are interested in equations which arise from (2.1) by applying the universal property to
the polynomial algebra K[y] and a linear map L : K[y] → K[y]. Applying the algebra homo-
morphism ρL guaranteed by Theorem 2.1 to both sides of (2.1), we get the bivariate tree-like
equation

G(x, y) = xL(ϕ(G(x, y))), (2.2)

where G(x, y) = ρL(T (x)). The maps L and ρL act on the coefficients in x of ϕ(G(x, y))
and T (x) term by term additively; since L sends polynomials to polynomials this equation has
an inductively specified solution in K[y][[x]], so it is well-formed. In the physics setting, ρL
corresponds to the Feynman rules which map each Feynman graph to its associated Feynman
integral (for details see e.g. [Pan11]). We will be most interested in Equation (2.2) with ϕ set to
generate a Hopf subalgebra of HCK via Theorem 2.2, but will work in the more general setting
with ϕ an arbitrary formal power series with constant term 1.

In order to get meaningful combinatorial solutions to (2.2), it is clearly necessary to restrictL
to some specific class of linear maps. With that in mind, the universal property points the way
towards which classes of maps would be of most interest: Hochschild 1-cocycle operators arising
from coalgebra structures on K[y]. There are two graded coalgebras on one-variable polyno-
mials classically studied in the literature, namely, the binomial coalgebra and the divided power
coalgebra. For the former, the coproduct is defined by setting

∆(yn) =
n∑

k=0

(
n

k

)
yk ⊗ yn−k.

Combining this with the polynomial algebra on K[y] with the usual product, we in fact get a
Hopf algebra. The following lemma describes Hochschild 1-cocycles in the binomial coalgebra.

Lemma 2.3. A map L is a 1-cocycle operator for the binomial coalgebra on K[y] if and only if

L(yn) =

∫ y

0

F

(
d

dt

)
tndt

for some power series F (z) =
∑

i⩾0 fiz
i in K[[z]].
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Proof. Writing cm,n = [yn−m]L(yn) for m ⩽ n, define

Lm(y
n) =

{
cm,ny

n−m if n ⩾ m,

0 else.

Fix m ⩽ n and note that Lm is a 1-cocycle by linearity. Then

((id ⊗ Lm) ◦∆+ Lm ⊗ 1)(yn) = (id ⊗ Lm)

(
n∑

k=0

(
n

k

)
yk ⊗ yn−k

)
+ Lm(y

n)⊗ 1

=
n∑

k=0

cm,n−k

(
n

k

)
yk ⊗ yn−m−k + cm,ny

n−m ⊗ 1,

while

(∆ ◦ Lm)(y
n) = cm,n∆(yn−m) =

n−m∑
i=0

cm,n

(
n−m

i

)
yi ⊗ yn−m−i.

Applying the 1-cocycle property and comparing terms, we see that m ⩾ −1 since other-
wise xn+1 ⊗ x−m−1 appears in the ladder but not the former. Furthermore,

cm,n

(
n−m

k

)
=

{
cm,n−k

(
n
k

)
if k ̸= n−m,

cm,n−k

(
n
k

)
+ cm,n if k = n−m.

It follows that cm,m = 0 and, form < n, cm,n = n!
(n−m)!(m+1)!

cm,m+1. One can then readily check
that we get the desired expression for L by setting fm+1 = cm,m+1/(m+ 1)!.

Although we proved it for completeness, this result is well known; e.g. Panzer [Pan11] ob-
tained an equivalent algebraic characterization. For the divided power coalgebra, the coproduct
is defined by setting

∆(yn) =
n∑

k=0

yk ⊗ yn−k.

This also gives a Hopf algebra on K[y], but the compatible algebra structure instead has the
product yi ·yj =

(
i+j
i

)
yi+j; nevertheless it is in fact isomorphic as a Hopf algebra to the binomial

Hopf algebra via a scaling of coefficients. With that said, we will always work with the standard
product on K[y], meaning that in this case only the first statement of the universal property
will apply; we will later see that interesting combinatorics arise regardless. A similar formula
holds for Hochschild 1-cocycles in the divided power coalgebra with the integral replaced with
a degree raising operator and the derivative with a degree lowering operator δ—its proof can be
easily constructed by adapting the proof of Lemma 2.3 so we omit it.
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Lemma 2.4. A map L is a 1-cocycle operator for the divided power coalgebra on K[y] if and
only if

L(yn) = yF (δy)y
n

for some power series F (z) =
∑

i⩾0 fiz
i in K[[z]], where δy(yn) = yn−1 if n > 0 and 0

otherwise.

We will write Lbin and Ldiv for 1-cocycles of the binomial and divided power coalgebras,
respectively, with the underlying power series F implicitly carried along. Note that for both of
these operators degL(yn) ⩽ n+1 and, in particular, this bound is obtained if and only if f0 ̸= 0.

Over the next three sections, we will prove that

G(x, y) = xLbin(ϕ(G(x, y))) (2.3)

and

G(x, y) = xLdiv(ϕ(G(x, y))) (2.4)

are solved by certain weighted generating functions over connected weighted chord diagrams. At
a high level, our proof strategy is as follows: a) expand the functional equations into recurrences
which characterize the solution, b) apply induction to turn the recurrence into an equivalent
generic combinatorial identity, then for each case, c) set up a map underlying the corresponding
identity based on a decomposition of a weighted chord diagram into weighted subdiagrams, d)
exhibit its inverse, proving that it is a bijection and therefore the identity holds, as required. We
begin with steps (c) and (d) and the relevant chord diagram combinatorics.

3. Chord diagrams and their features

In this section we formally define chord diagrams and their features and properties that will be
important in this context, as well as prove many basic facts about them.

Definition 3.1 (Chord diagram, intersection graph, crossing, nesting). A rooted chord dia-
gram C of size n is a perfect matching of {1, 2, . . . , 2n}; the chord containing 1 is the root
of C and we view the empty set ∅ as a diagram of size 0. By convention, the elements of C
are ordered pairs (x, y) with x < y; x and y are called the source and sink, respectively, of
chord (x, y). A subsetD ⊆ C is a subdiagram of C. The directed intersection graphG(C) of C
has the chords as vertices and two chords c1 = (x1, y1) and c2 = (x2, y2) with x1 < x2 joined by
a directed edge c1c2 if x2 < y1 < y2. In this case, we say that c2 is a right neighbor of c1 and c1
is a left neighbor of c2. Forgetting direction, the edge c1c2 is also referred to as a crossing and c1
and c2 are said to cross. On the other hand, if x1 < x2 < y2 < y1 then c2 is nested under c1 and
together these two chords form a nesting.

Note that we treat a subdiagram D of C as a proper chord diagram on {1, 2, . . . , 2|D|} by
applying an order-preserving bijection. In the sequel, any graph-theoretic notions used in the
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Figure 3.1: Left: a linear representation of a decomposable chord diagram with two indecom-
posable components and three connected components. Right: a connected chord diagram C
with three terminal chords with indices 4, 5, and 6 in the intersection order, which differs from
the standard order on C.

context of a chord diagram or its elements should be understood as referring to the appropriate
feature of its directed intersection graph (e.g. c1 is in the neighborhood of c2). We will also ex-
tend the notion of nesting to subdiagrams in the obvious way: D′ ⊆ C is nested underD ⊆ C if
each chord ofD′ is nested under every chord ofD. Unsurprisingly, a diagram is called nonnest-
ing (resp. noncrossing) if it contains no nestings (resp. crossings).

There are two representations of a chord diagram used in the literature. The circular rep-
resentation involves arranging points labeled by 1, 2, . . . , 2n on a circle and, for each chord,
joining the source and sink points with a straight line. We can obtain the linear representation
from the circular one by cutting the circle just before the root point labeled 1 and straightening
the resulting curve, letting the lines corresponding to each chord bend into smooth curves lying
above the straightened curve, and then deleting the curve (see Figure 3.1). While the circular
representation becomes unrooted after dropping the labels, the linear representation is naturally
rooted at the leftmost point and the element labels are determined by the linear order of the
points. We will use the linear representation throughout this paper.

Definition 3.2 (Connectivity, connected diagram). The vertex connectivity κ(C), or simply con-
nectivity, of a diagram C is the vertex connectivity κ(G(C)) of its intersection graph, that is, the
minimum number of vertices whose removal disconnects G(C). The edge connectivity λ(C)
of C is defined similarly by removing edges instead of vertices. A diagram C is k-connected
if κ(C) ⩾ k; in particular, it is connected if it is 1-connected.

A disconnected diagram can be equivalently defined as one which can be partitioned into
two nonempty subdiagrams with no crossings between them. The strictly stronger notion of
decomposability of a diagram arises by excluding both crossings and nestings between the two
subdiagrams.

Definition 3.3 (Diagram concatenation, indecomposable diagram). Let C1 and C2 be diagrams.
The concatenation of C1 and C2 is the diagram C1C2 of size |C1|+ |C2| whose perfect matching
restricts to C1 on the first 2|C1| elements and to C2 on the next 2|C2| elements (as subdiagrams).
A diagramC is decomposable if it can be expressed as the concatenation of two smaller diagrams
and indecomposable otherwise.

Figure 3.1 illustrates examples of a decomposable diagram and a connected diagram. Anal-
ogously to connected components, we refer to maximal nonempty indecomposable subdiagrams
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as indecomposable components. Observe the following basic fact that we will use heavily for
proofs involving induction.

Lemma 3.4. The diagram obtained by removing the root chord of a connected diagram is inde-
composable.

3.1. 1-terminality

While the above definitions are largely standard in the combinatorics literature, the following are
more unique to this context and most of them first appeared in a paper of Marie and Yeats [MY13]
(see also [HY19, CY17, CYZ19, CY19]). Note that the directed intersection graph is acyclic, so
it induces a partial order on the chords by reachability. We define several different total orders
on the chords of a diagram C which extend this partial order.

Definition 3.5 (Standard order, intersection order). The standard order ofC is given by the order
of the sources of the chords of C. For connected C, the intersection order is defined recursively
as follows: starting with 1, label the root chord of C with the next available label, then remove
the root and label the resulting connected components recursively by the standard order of their
roots.

The standard order will be used as the default order on a chord diagram unless stated oth-
erwise. Note that the standard order and intersection order generally differ substantially (see
Figure 3.1). If we replace ‘connected’ with ‘indecomposable’ and label the components by the
reverse standard order of their roots then we get the peeling order, which for some purposes is
in fact equivalent to the intersection order (see [CYZ19] for details). The weighted generating
functions solving (2.3) and (2.4) will principally depend on the the positions or indices of certain
special chords in the intersection order.

Definition 3.6 (Terminal chords and 1-terminal diagrams). Let C be a chord diagram. A
chord c ∈ C is terminal if it is incident to no outgoing edges in G(C), that is, it has no right
neighbors. These are the maximal elements in the reachability poset. A diagramC is 1-terminal
if the last chord is the only terminal chord.

Since the chord with rightmost sink in each connected component is necessarily terminal, it
follows immediately from the definition that 1-terminal diagrams are connected. The indices of
the terminal chords in a connected diagram will play an important role in both our generating
function solutions and the rest of the paper. Accordingly, we will denote the index of the jth
terminal chord in the intersection order of a diagramC by tj(C). We now record a series of basic
facts about these orders and 1-terminal objects, most of which do not seem to have appeared
in the existing literature. For the rest of this section let C be a connected diagram of size n
with t1(C) = k and c1 < c2 < · · · < cn be the chords of C in the intersection order. Note that
if t1(C) = 1, that is, the root chord is terminal, then it is the only chord of C, while if t1(C) = n
then C is 1-terminal.

Lemma 3.7. In the standard order, we also have c1 < c2 < · · · < ck; that is, the intersection
order and standard order agree in a relative sense up to the first terminal chord, which is the
chord with rightmost sink.
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Figure 3.2: Top: top and bottom cycles, the only diagrams whose intersection graph form an in-
duced cycle. Bottom: the unique diagram whose intersection graph forms a nonnesting induced
path.

Proof. Note that the root chord comes first in the standard order and if we remove it to obtain
an indecomposable diagram C ′, ck is also the first terminal chord in the outermost connected
component of C ′. With these facts the result follows by applying induction to the outermost
component.

The second part of this lemma was observed by Courtiel and Yeats [CY17] in their work
on terminal chords. As a consequence, the intersection order and standard order are equivalent
on 1-terminal diagrams. The other direction does not hold; there are diagrams with multiple
terminal chords in which the two orders agree (e.g. take a root crossing a set of terminal chords
which all pairwise nest).

Lemma 3.8. The indecomposable components C1, C2, . . . , Cm remaining after removing
c1, c2, . . . , ck have no right neighbors in C.

Proof. Since the intersection order extends the partial order on chords induced by the directed
intersection graph, the chords c1, . . . , ck can only cross chords inC1∪· · ·∪Cm on the left. Since
these chords are the only neighbors of C1, . . . , Cm by specification, the statement follows.

Note that there are exactly two diagrams whose undirected intersection graph is isomorphic
to an induced cycle of size n; we call these the top cycle diagram and the bottom cycle diagram.
This diagram representation (near-)uniqueness property was first observed by Bouchet [Bou94].
While no such property holds for induced paths, we gain representation uniqueness if we require
that the path is also nonnesting (see Figure 3.2); this leads to the following observation.

Lemma 3.9. There exists a nonnesting induced path in {c1, c2, . . . , ck} from cj to ck for
all 1 ⩽ j ⩽ k. In particular, the chords c1, c2, . . . , ck induce a 1-terminal subdiagram.

Proof. If n = 1, the result holds trivially. Otherwise, remove the root and consider the outermost
component D of the resulting indecomposable diagram. Inductively, for all 2 ⩽ j ⩽ k there is
a nonnesting induced path Pj ⊆ {c2, . . . , ck} from cj to ck in D. Since C is connected, by the
order extension property the source of c2 lies before the sink of c1. Furthermore, ck either crosses
the root or its source lies after the sink of the root. Thus some chord in P2 crosses c1; choose
such a chord ci with imaximum and let P ′

2 be the subpath of P2 beginning at ci. Then {c1}∪P ′
2

is a nonnesting induced path from c1 to ck in C.
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Figure 3.3: Above: a 1-terminal diagram with the traced subdiagram of the rightmost high-
lighted chord highlighted. Below: another 1-terminal diagram with the traced subdiagrams of
the neighbors of the terminal chord colored. There is no nonnesting induced path between the
third chord and fifth chord, in the standard order.

One can check that this proof actually implicitly constructs nonnesting induced paths to the
first terminal chord defined by the property that the (i + 1)th chord of the path is the rightmost
neighbor in {c1, c2, . . . , ck} of the ith chord. It also gives a characterization of 1-terminality.

Corollary 3.10. The following are equivalent.

(i) C is 1-terminal.

(ii) C − c1 is 1-terminal.

(iii) There exists a nonnesting induced path from c to cn for all c ∈ C.

Proof. Lemma 3.9 gives the equivalence of (i) and (iii), while the fact that the root c1 is not a
right neighbor of any chord straightforwardly implies that (i) and (ii) are equivalent.

The above results begin to illustrate how 1-terminality can be thought of as a more well-
behaved notion of connectivity. In particular, for a vertex connectivity version of the above
corollary, a version of (ii) no longer applies and we drop “nonnesting” to get a version of (iii).
We will see further evidence for this view later in the paper. Figure 3.3 illustrates a 1-terminal
diagram with two chords that are not linked by a nonnesting induced path, indicating that this
result cannot be strengthened to get such a path between e.g. any two nonnesting chords absent
a stronger hypothesis.

3.2. Grouping and tracing

The bijection we will construct in the next section involves decomposing a connected chord
diagram into specific subdiagrams. This decomposition is constructed by first decomposing
the 1-terminal part of the diagram revealed by Lemma 3.9 into certain 1-terminal subdiagrams,
which we define presently. We begin with a key concept useful to defining these objects as well
as additional aspects of decompositions and maps introduced later in the paper.
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c

1 2 m

Figure 3.4: A representative visualization of the source-sink group, indicated by the grey bracket,
of a chord c in a connected diagram of valency m.

Write NL(c) and NR(c) for the left and right neighbors, respectively, of a chord c ∈ C.

Definition 3.11 (Source-sink group). We say that a chord c ∈ C is attached to an indecompos-
able subdiagram B of C if {c} is not a connected component of B ∪ {c}; symmetrically, B is
also attached to c. Define the source-sink group of c to be the interval of endpoints containing:

• the source of c,

• the indecomposable components of C − NL(c) nested under c and not nested under any
chord c′ > c, and

• the sinks ofNL(c) whose associated chord is either attached to one of the above indecom-
posable components or does not cross any chord c′ > c.

The source-sink groups of C refers to the source-sink groups of the chords of C.

See Figure 3.4. More informally, we will also refer to chords as “attached” to their sources
and sinks. Observe that that the source-sink group of c can also be characterized as the points
between the source of c (inclusive) and the source of the next chord (exclusive) in the intersection
order; while this characterization is simpler, it does not offer the local structural information
of the above definition. Note that there may be no sinks in a source-sink group. Source-sink
groups enable us to define a notion of valency for chords in a diagram. This is essentially a
new structural interpretation of an iteratively-defined parameter called the covering number that
featured in earlier work (see [HY19] and Section 8 for more details).

Definition 3.12. Define the valency of c ∈ C, written val(c), to be k + ℓ if there are exactly k
left neighbors of c not attached to any chord c′ > c and after removing the left neighbors of c we
are left with exactly ℓ indecomposable components immediately following the source of c.

Loosely speaking, in a local sense the valency is the number of connected pieces in the
source-sink group of a chord. This notion of valency for a diagram should be thought of as
playing the same role as outdegree for a tree, that is, the number of children of a vertex in a
rooted tree. The chord in Figure 3.4 has valencym. As we will see, our decomposition preserves
source-sink groups and therefore valencies. This will in particular gain importance in Section 5.

Let T be a 1-terminal diagram. By Lemma 3.8 the source-sink groups of T contain only a
source and adjacent maximal interval of sinks. The source-sink group of a chord c ∈ T contains
no sinks precisely when c is the only chord of T or there is another source following the source
of c.
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Definition 3.13 (Traced subdiagram). For c ∈ T , we construct the traced subdiagram Tc of c as
follows. The chord c belongs to Tc. Beginning with c′ = c, place in Tc every chord attached to a
sink in the source-sink group of c′, and then repeat this procedure with each newly added chord
of Tc.

See Figure 3.3 for examples. Since for 1-terminal diagrams every chord attached to a sink
in the source-sink group crosses the chord of the source to the left, traced subdiagrams are
equivalently specified as follows: for any chord c′ of T − c, c′ is in Tc if and only if the last right
neighbor of c′ (in the standard order) is in Tc. In particular, we observe the following.

Lemma 3.14. Traced subdiagrams Tc are 1-terminal and c is the terminal chord.

The above observation together with the following result gives a unique decomposition of a
1-terminal diagram into smaller 1-terminal subdiagrams, after removing the terminal chord.

Lemma 3.15. The traced subdiagrams of the neighbors of the terminal chord d of the 1-terminal
diagram T partition T − d.

Proof. If |T | = 1, the result trivially holds. Otherwise, the root chord c is either a neighbor of d
or it is not. If it is, note that by 1-terminality there are no chords nested under the terminal chord.
Then clearly Tc = {c} and, since the last right neighbor of c is d, it is not contained in any other
traced subdiagram besides Td. Since traced subdiagrams are 1-terminal, by Corollary 3.10 it
follows that all other traced subdiagrams (excluding Td) are inherited from T − c. Then we get
the required partition inductively or immediately if T − c−d is empty. On the other hand, if c is
not a neighbor of d then it is contained in the traced subdiagram of T of its rightmost neighbor,
which exists since T is connected. Then, as before, inductively we get the required partition.

Although we will not need this fact, it is also worth observing that this implies that the traced
subdiagram of the terminal chord of T is the entire diagram.

4. A recursive bijection

We are now ready to construct our decomposition of connected diagrams. The construction
comes in the form of a mapα sending each connected diagramC to a tuple of connected diagrams
along with a partition of an interval [j]. The partition specifies how the connected diagrams are
shuffled together to generate C.

As previously, let c1 < c2 < · · · < cn be the chords of C in the intersection order and j + 1
be the index t1(C) of the first terminal chord of C.

Definition 4.1. We define the following.

• T : the 1-terminal diagram {c1, . . . , cj+1}.

• A1, A2, . . . , Ak: the indecomposable components of C − {c1, . . . , cj} nested under cj+1.
Neighbors of the terminal chord cj+1 may or may not be attached to such a component; for
each that is not, we also include among theseAℓ’s an empty component and consider them
attached to their paired neighbor chord. Note in particular that k is the valency of cj+1.
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1 2 3 4 5 6 7 8 9

α β

{1, 3, 4, 9} {2, 5} {6, 7, 8}

Figure 4.1: A connected diagram and its permuted decomposition defining the maps α and β.
The source-sink groups used in the construction of β are indicated by the brackets below the
three diagrams on the bottom of the figure and their derangement is then indicated below the
diagram on the top of the figure.

• For all 1 ⩽ ℓ ⩽ k, Dℓ: the union of the traced subdiagrams of T of each neighbor of cj+1

attached to component Aℓ in C; if Aℓ is empty this is simply the traced subdiagram of the
neighbor defining Aℓ above.

• For all 1 ⩽ ℓ ⩽ k, Cℓ: the union of Dℓ with all indecomposable components of C − T
attached to chords of Dℓ in C.

• For all 1 ⩽ ℓ ⩽ k, Iℓ: the subset {1 ⩽ i ⩽ j | ci ∈ Cℓ} of [1, j] indicating which chords
in T − cj+1 belong to Cℓ. Furthermore, set iℓ = |Iℓ|.

• α(C) = ((C1, I1), (C2, I2), . . . , (Ck, Ik)).

Figure 4.1 illustrates an example of this construction for a representative diagram C. By
Lemma 3.8 chords of T attach to indecomposable components of C − T at sinks; in other
words, the interval occupied by an indecomposable component of C − T intersects at most one
maximal interval of sinks of T . By the construction of traced subdiagrams, it follows that each
indecomposable component of C − T is attached to the chords of Dℓ for at most one ℓ. Thus,
we observe that {C1, . . . , Ck} is a partition of C − cj+1 by Lemma 3.15 and the fact that C is
connected (since therefore every indecomposable component of C − T is attached to a chord
of T − cj+1); note that this also implicitly uses the fact that every neighbor of cj+1 is in T
since the intersection order is an extension of the reachability order. We also have the following
properties.

Claim 4.2. For all ℓ, (i) Cℓ is connected and (ii) t1(Cℓ) ⩾ iℓ.

Proof. Note that clearly each neighbor of cj+1 attached to Aℓ has a path to every other attached
neighbor since each cross a chord in the outermost connected component of Aℓ by definition.
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Furthermore, the traced subdiagram of T of a neighbor of cj+1 is connected since it is 1-terminal
by Lemma 3.14. By construction, it follows thatCℓ is connected sinceC is connected, giving (i).
For (ii), note that either Cℓ is constructed from the traced subdiagram of exactly one neighbor ci
of cj+1 orAℓ is nonempty. In the former case, ci is the first terminal ofCℓ, while in the latter case
each chord of Dℓ has a right neighbor in Cℓ by the 1-terminality of traced subdiagrams. Thus,
in either case, each neighbor of cj+1 in Cℓ precedes (non-strictly) the first terminal chord of Cℓ,
which is necessarily either the neighbor ci or in Aℓ. Then another application of Lemma 3.14
yields the inequality t1(Cℓ) ⩾ iℓ.

We now show that α has an inverse, that is, define a map β such that β◦α = id andα◦β = id.
Suppose we are given a tuple ((C1, I1), . . . , (Ck, Ik)) with C1, . . . , Ck connected diagrams
and {I1, . . . , Ik} a partition of [1, j] with 1 ⩽ |Iℓ| ⩽ t1(Cℓ) for all ℓ and j = |I1|+ · · ·+ |Ik|.

Definition 4.3. We define the composed diagram C and map β as follows.

• For all 1 ⩽ ℓ ⩽ k, Dℓ: the 1-terminal diagram induced by the first |Iℓ| chords of Cℓ in the
intersection order.

• C ′: the diagram obtained by concatenating C1, . . . , Ck and then arranging the source-sink
groups corresponding to the first |I1|, . . . , |Ik| chords (in the intersection order)
of C1, . . . , Ck, respectively, in order according to the permutation induced by I1, . . . , Ik,
maintaining the order of the points within each diagram Cℓ.

• C: the diagram obtained from C ′ by adding a chord c with its sink in the rightmost posi-
tion and source immediately following the source-sink groups corresponding to the first j
chords of C ′ (in the intersection order).

• β((C1, I1), . . . , (Ck, Ik)) = C.

A representative example of this construction is given in Figure 4.1.

Claim 4.4. We have t1(C) = j + 1.

Proof. For all ℓ, clearly at least one source of Cℓ lies to the left of the source of c while the
rightmost sink of Cℓ lies to the right of the source of c. Since Cℓ is connected, it follows that c
has a neighbor from each Cℓ, implying that C is connected. Then by Lemma 3.7, c is the first
terminal chord of C since its sink lies furthest to the right. Note that nonnesting paths of Cℓ

are preserved in C by the construction process; since the first terminal chord of Cℓ clearly either
crosses c or is nested under it, this implies that there is a nonnesting path from each of the first |Iℓ|
of Cℓ to c, implying that t1(C) ⩾ |I1|+ · · ·+ |Iℓ|+1 = j+1 by Lemma 3.9. On the other hand,
by the extension property of the intersection order, all the chords of Cℓ −Dℓ come after the first
terminal chord of C in the intersection order. Combined with the fact that only |Iℓ| chords ofDℓ

have their sources to the left of the source of c, we see that t1(C) ⩽ j + 1 by Lemma 3.7. We
therefore infer that t1(C) = j + 1, as required.

Claim 4.5. The map β is the inverse of α.
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Proof. Observe that α partitions the points of a given connected diagram C lying before
the source of the terminal chord cj+1 along source-sink groups. Then it follows that, for C
in the domain of α and ((C1, I1), . . . , (Ck, Ik)) in the domain of β, we have β(α(C)) = C
and α(β((C1, I1), . . . , (Ck, Ik))) by construction and our prior conclusions about α and β.

The bijection α translates into the following result recursively enumerating connected dia-
grams by size and index of the first terminal chord.

Theorem 4.6. Write cn,j for the number of connected diagrams of size n with t1(C) = j. Then

cn+1,j+1 =
n∑

k=1

∑
n1+···+nk=n

nℓ⩾1

∑
i1+···+ik=j
1⩽iℓ⩽nℓ

(
j

i1, . . . , ik

)∑
j1⩾i1

cn1,j1 · · ·
∑
jk⩾ik

cnk,jk .

This recurrence is implicit in the work of Marie and Yeats [MY13]. Later, an equivalent
recurrence based on the root-share decomposition was obtained by Courtiel and Yeats [CY17].
While our decomposition is more complex, it also more clearly reveals the structure of con-
nected diagrams and can be used to derive further information about certain additional diagram
parameters, as shown in Section 5.

We now apply this decomposition to connected top-cycle-free diagrams. In this case the di-
agram ends up uniquely decomposing into a tuple of smaller top-cycle-free diagrams—the need
to provide a shuffle-defining partition to accompany the decomposition effectively disappears.
We specifically prove the following recurrence.

Theorem 4.7. Write tn,j for the number of connected top-cycle-free diagrams of size n
with t1(C) = j. Then

tn+1,j+1 =
n∑

k=1

∑
n1+···+nk=n

nℓ⩾1

∑
i1+···+ik=j
1⩽iℓ⩽nℓ

∑
j1⩾i1

tn1,j1 · · ·
∑
jk⩾ik

tnk,jk .

Proof. Let C be a connected top-cycle-free diagram of size n + 1 with t1(C) = j + 1
and c1 < c2 < · · · < cn+1 the chords of C in the intersection order. As previously,
let α(C) = ((C1, I1), . . . , (Ck, Ik)); Figure 4.2 displays a representative example. Note
that C1, . . . , Ck are clearly top-cycle-free since they are subdiagrams of the top-cycle-free di-
agram C.

Claim 4.8. I1, . . . , Ik are intervals.

Proof. Suppose to the contrary that Iℓ is not an interval for some ℓ. Then there exists a block Iℓ′
such that Iℓ and Iℓ′ either nest or cross, that is, there are r, s ∈ Iℓ and t ∈ Iℓ′ such that r < t < s.
By construction, each subdiagram Dℓ of Cℓ contains a neighbor of the first terminal chord cj+1

of C and each such neighbor lies before the first terminal chord of Cℓ in the intersection or-
der. Since Dℓ is connected, there exists a path P in Dℓ from cr to cs. By construction of Dℓ′

and Lemma 3.9, there exists a nonnesting path Q in Dℓ′ from ct to a neighbor of cj+1 in Dℓ′;
let Q′ = Q ∪ {cj+1}. Since r < t < s, by Lemma 3.7 cr < ct < cs in the standard order,
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α β

{4, 5} {1, 2, 3}

Figure 4.2: A top-cycle-free diagram and its decomposition defining the maps α and β.

implying that P and Q cross, that is, there is a chord c in P and a chord c′ in Q such that c
and c′ cross. Let P ′ be a nonnesting path in Dℓ from c to a neighbor of cj+1 in Dℓ, which again
exists by construction and Lemma 3.9. Then P ′∪Q′ contains two internally-disjoint nonnesting
paths of length at least three with the same first and last chords (in the standard order), so one
can easily see that it contains a top cycle as a subdiagram. But then C is not top-cycle-free, a
contradiction.

Now fix a tuple ((C1, I1), . . . , (Ck, Ik)) with C1, . . . , Ck connected top-cycle-free diagrams
and {I1, . . . , Ik} a partition of [1, j] into intervals with 1 ⩽ |Iℓ| ⩽ t1(Cℓ) for all ℓ
and j = |I1|+ · · ·+ |Ik|, and write C = β((C1, I1), . . . , (Ck, Ik)) and let c be the first terminal
chord of C. Suppose C contains a top cycle subdiagramA. Clearly C− c is top-cycle-free since
its connected components are exactly C1, . . . , Ck. Then it follows that A must contain c and,
since cycles are 2-connected, be a subdiagram ofCℓ∪{c} for some ℓ. WriteA = {c′1, . . . , c′m, c},
where c′1 < c′2 < · · · < c′m < c in the standard order. Without loss of generality we may assume
that A is chosen with c′2 maximum (in the standard order). Then, since Cℓ is top-cycle-free,
there is no path nested under c′2 from a chord of A′ = A − {c′1, c′2, c} to a right neighbor of t2,
implying that A′ is a subset of the source-sink group of c′2. By construction it follows that c′m
cannot cross c, a contradiction. So C is top-cycle-free.

Sinceα is a bijection and there is exactly one partition of [1, j] into a fixed number of intervals
with specified ordered sizes, this completes the proof.

5. Solving tree-like equations

We are now ready to solve tree-like equations (2.3) and (2.4). The solutions come in the form of
weighted generating functions for certain chord diagram classes.

Given a connected diagram C and a sequence of weights (ϕk)k⩾0 in a field K, we associate
a weight ϕk with each chord c ∈ C of valency k (recall Definition 3.12 of Section 3.2). Then
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we define the weight of C to be

ϕC =
∏
c∈C

ϕval(c).

This is exactly the same way weights of trees are traditionally defined, at least in the context of
tree models and hook lengths [FS09, KP13].

Theorem 5.1. The functional equation

G(x, y) = xL(ϕ(G(x, y))), (5.1)

with ϕ(z) =
∑

k⩾0 ϕkz
k for ϕk ∈ K, is uniquely solved by

G(x, y) =
∑
C∈C

fCϕCx
|C|Lbin(y

t1(C)−1)

(t1(C)− 1)!
if L = Lbin (5.2)

and

G(x, y) =
∑

C∈Ctop

fCϕCx
|C|Ldiv(y

t1(C)−1) if L = Ldiv, (5.3)

where C is the set of connected chord diagrams, Ctop is the set of connected top-cycle-free chord
diagrams, that is, connected diagrams with no top cycle subdiagram, ϕC =

∏
c∈C ϕval(c), and

fC = f
|C|−k
0 ft2(C)−t1(C)ft3(C)−t2(C) · · · ftk(C)−tk−1(C)

for a connected diagram C with k terminal chords and fi the coefficients of the power series F
specifying L.

In other words, when L is a polynomial 1-cocycle operator Equation (5.1) is solved by a
generating function for a certain family of connected weighted chord diagrams where each term
is weighted by a monomial in the coefficients defining L determined by the size of the diagram,
the number of terminal chords, and the differences between the indices of consecutive terminal
chords in the intersection order. The diagrams are counted by their size in the x variable and
one less than the index of the first terminal chord in the y variable. While (5.3) can be thought
of as ordinary in both variables, (5.2) should be viewed as ordinary in x and exponential in y,
although the fact thatL(yt1(C)−1) appears in the series rather yt1(C)−1 makes this less than strictly
true. One could account for this by instead regarding both series as ordinary generating functions
for a set of polynomials {pC(y)} indexed by a class of weighted chord diagrams. It is notable
that the monomial fC is determined by the gaps between terminal chord indices, not the indices
themselves, indicating that it is their relative position that matters, not their absolute position.

Recall our strategy for proving Theorem 5.1 is as follows: 1) show that the decomposition
defined in Section 4 yields suitable weighted versions of the combinatorial identities in Theo-
rems 4.6 and 4.7, 2) apply induction to turn these identities into equivalent recurrences for the
coefficients in the x variable, and 3) demonstrate that these recurrences are simply an expansion
of the corresponding tree-like equations.
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We begin with step 1. For this we will need certain statements about how the parameters fC
and ϕC behave under the bijection α. LetC be a connected diagram of size nwith t1(C) = j+1,
T be its 1-terminal part, and ((C1, I1), . . . , (Ck, Ik)) be the image of C under α. Carry over all
other notation from Section 4 and specifically Definition 4.1.

Lemma 5.2. We have

ϕC = ϕkϕC1 · · ·ϕCk
.

Proof. Clearly the valency of the terminal chord cj+1 is k. Furthermore, for each chord c ∈ Cℓ

the valency of c in C and Cℓ is equal by construction. Then the identity follows.

Now letB1, . . . , Bm be the components ofC−T listed in the intersection order ofC; that is,
all chords ofB1 come before all chords ofB2, and so on. We require a lemma which says that fC
is determined by fD, fB1 , . . . , fBm and the index of the first terminal chords of B1, . . . , Bm in
the intersection order of C.

Lemma 5.3. We have

fC = fDft1(B1)fB1 · · · ft1(Bm)fBm .

In other words, fC = fC−Bmft1(Bm)fBm .

Proof. By Lemma 3.8, terminal chords of Bi are terminal in C and vice versa for all i. Further-
more, by Lemma 3.9 T is 1-terminal both as a diagram and as a subdiagram of C. Thus every
terminal chord of C corresponds bijectively to a terminal chord in T,B1, . . . , Bk. Furthermore,
clearly the intersection orders on T,B1, . . . , Bk agree with the intersection order on C (in the
sense that c ≺ c′ in T or Bi if and only if c ≺ c′ in C for c, c′ ∈ T or c, c′ ∈ Bi for some i)
by construction. It follows that the number of terminal chords of C is equal to the sum of the
number of terminal chords in T andB1, . . . , Bk. We also further infer by construction that every
difference ti+1(C) − ti(C) corresponds uniquely to either a difference of consecutive terminal
chord indices in some Bi or the difference between the index in C of the last terminal chord
of Bi−1 and the index in C of the first terminal chord of Bi, that is, t1(Bi). The desired equality
follows from these two observations.

This gives the required equality.

Lemma 5.4. We have

fC = ft1(C1)−i1fC1 · · · ft1(Ck)−ikfCk
.

Proof. By Lemma 5.3 applied to fC and fC1 , . . . , fCn , we may assume that C − T −
⋃

ℓAℓ is
empty, since the corresponding terms in the monomials can simply be cancelled from both sides.
Then Cℓ = Dℓ ∪ Aℓ. By our observations in the proof of the claim above, the chords of Dℓ are
the first iℓ chords of Cℓ in the intersection order. This implies that

fCℓ
= fDℓ∪Aℓ

=

{
f iℓ
0 Aℓ if Aℓ nonempty,
f iℓ−1
0 otherwise,
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t1(Aℓ) = t1(Cℓ)− iℓ (which is zero if and only if Aℓ is empty), and

fT = f j
0 = f i1+···+ik

0 = f i1
0 · · · f ik

0 .

Then by Lemma 5.3

fC = fTft1(A1)fA1 · · · ft1(Ak)fAk

= f i1
0 · · · f ik

0 ft1(C1)−i1fA1 · · · ft1(Ck)−ikfAk

= ft1(C1)−i1fC1 · · · ft1(Ck)−ikfCk
.

With this we can give the proof.

Proof of Theorem 5.1. Combining the bijectionα, the proofs of Theorems 4.6 and 4.7, and Lem-
mas 5.2 and 5.4 we obtain the following identities:

∑
C∈C

|C|=n+1
t1(C)=j+1

fCϕC =
n∑

k=1

ϕk

∑
n1+···+nk=n

nℓ⩾1

∑
i1+···+ik=j
1⩽iℓ⩽nℓ

(
j

i1, . . . , ik

)
(5.4)

×

( ∑
C1∈C

|C1|=n1

t1(C1)⩾i1

ft1(C1)−i1fC1ϕC1

)
· · ·

( ∑
Ck∈C

|Ck|=nk

t1(Ck)⩾ik

ft1(Ck)−ikfCk
ϕCk

)

and ∑
C∈C(T⩾3)
|C|=n+1
t1(C)=j+1

fCϕC =
n∑

k=0

ϕk

∑
n1+···+nk=n

nℓ⩾1

∑
i1+···+ik=j
1⩽iℓ⩽nℓ

×

( ∑
C1∈C(T⩾3)
|C1|=n1

t1(C1)⩾i1

ft1(C1)−i1fC1ϕC1

)
· · ·

( ∑
Ck∈C(T⩾3)
|Ck|=nk

t1(Ck)⩾ik

ft1(Ck)−ikfCk
ϕCk

)
.

We require a slightly different but equivalent form of these identities with an extra term added
via an additional outermost series on both sides. This essentially matches the left hand side to
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the innermost series on the right hand side. In particular we instead work with
n∑

j=i−1

fj+1−i

∑
C∈C

|C|=n+1
t1(C)=j+1

fCϕC − f01n=0

=
n∑

j=max{i−1,1}

fj+1−i

n∑
k=1

ϕk

∑
n1+···+nk=n

nℓ⩾1

∑
i1+···+ik=j
1⩽iℓ⩽nℓ

(
j

i1, . . . , ik

)

×

( ∑
C1∈C

|C1|=n1

t1(C1)⩾i1

ft1(C1)−i1fC1ϕC1

)
· · ·

( ∑
Ck∈C

|Ck|=nk

t1(Ck)⩾ik

ft1(Ck)−ikfCk
ϕCk

)

and
n∑

j=i−1

fj+1−i

∑
C∈C(T⩾3)
|C|=n+1
t1(C)=j+1

fCϕC − f01n=0

=
n∑

j=max{i−1,1}

fj+1−i

n∑
k=1

ϕk

∑
n1+···+nk=n

nℓ⩾1

∑
i1+···+ik=j
1⩽iℓ⩽nℓ

×

( ∑
C1∈C(T⩾3)
|C1|=n1

t1(C1)⩾i1

ft1(C1)−i1fC1ϕC1

)
· · ·

( ∑
Ck∈C(T⩾3)
|Ck|=nk

t1(Ck)⩾ik

ft1(Ck)−ikfCk
ϕCk

)
,

where 1n=0 = 1 if n = 0 and 0 otherwise. One can easily check that these are equivalent equali-
ties. Now we translate these identities into polynomial recurrences. Note first that applying Lbin

to the standard basis of K[y] gives

Lbin(y
n) =

∫ y

0

F

(
d

dt

)
tndt =

∫ y

0

∑
i⩾0

fi
di

dti
tndt

=

∫ y

0

n∑
i=0

fi
n!

(n− i)!
tn−idt

= n!
n+1∑
i=1

fn+1−i
yi

i!
, (5.5)

while applying Ldiv similarly gives

Ldiv(y
n) = yF (dy)y

n =
n+1∑
i=1

fn+1−iy
i. (5.6)
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Focusing on the binomial 1-cocycle case, define

hn(y) =
∑
C∈Cn

fCϕC
Lbin(y

t1(C)−1)

(t1(C)− 1)!
.

We aim to show that

hn+1(y) = Lbin(1)1n=0 +
n∑

k=1

∑
n1+···+nk=n

nℓ⩾1

ϕkLbin(hn1(y) · · ·hnk
(y)). (5.7)

Applying Equation (5.5) to the definition of hn(y) yields

hn(y) =
∑
C∈Cn

fCϕC

t1(C)∑
i=1

ft1(C)−i
yi

i!
=

n∑
i=1

( ∑
C∈C
|C|=n
t1(C)⩾i

ft1(C)−ifCϕC

)
yi

i!
,

thereby expressing hn(y) in standard polynomial form. Then
ϕkLbin(hn1(y) · · ·hnk

(y))

= ϕkLbin

(
n1∑

i1=0

( ∑
C1∈C

|C1|=n1

t1(C1)⩾i1

ft1(C1)−i1fC1ϕC1

)
yi1

i1!
· · ·

nk∑
ik=0

( ∑
Ck∈C

|Ck|=nk

t1(Ck)⩾ik

ft1(Ck)−ikfCk
ϕCk

)
yik

ik!

)

= ϕk

n∑
m=0

Lbin(y
m)

∑
i1+···+ik=m

0⩽iℓ⩽nℓ

1

i1! · · · ik!

×

( ∑
C1∈C

|C1|=n1

t1(C1)⩾i1

ft1(C1)−i1fC1ϕC1

)
. . .

( ∑
Ck∈C

|Ck|=nk

t1(Ck)⩾ik

ft1(Ck)−ikfCk
ϕCk

)

= ϕk

n∑
m=0

m+1∑
i=0

fm+1−i
yi

i!

∑
i1+···+ik=m

0⩽iℓ⩽nℓ

m!

i1! · · · ik!

×

( ∑
C1∈C

|C1|=n1

t1(C1)⩾i1

ft1(C1)−i1fC1ϕC1

)
. . .

( ∑
Ck∈C

|Ck|=nk

t1(Ck)⩾ik

ft1(Ck)−ikfCk
ϕCk

)

=
n+1∑
i=0

yi

i!

n∑
m=max{i−1,0}

fm+1−iϕk

∑
i1+···+ik=m

0⩽iℓ⩽nℓ

(
m

i1, . . . , ik

)

×

( ∑
C1∈C

|C1|=n1

t1(C1)⩾i1

ft1(C1)−i1fC1ϕC1

)
. . .

( ∑
Ck∈C

|Ck|=nk

t1(Ck)⩾ik

ft1(Ck)−ikfCk
ϕCk

)
,
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where the second equality follows from the linearity of L. Consequently, Equation (5.7) follows
by applying our earlier combinatorial identity and rearranging and reindexing appropriately. We
can perform nearly identical calculations to derive the recurrence

hn+1(y) = Ldiv(1)1n=0 +
n∑

k=1

∑
n1+···+nk=n

nℓ⩾1

ϕkLdiv(hn1(y) · · ·hnk
(y))

for polynomials hn(y) =
∑

C∈Cn(T⩾3)
fCϕCLdiv(y

t1(C)−1). It remains only to observe that writ-
ing G(x, y) =

∑
i⩾1 hi(y)x

i implies that

G(x, y) = xL(1) + x
∑
k⩾1

∑
n⩾1

∑
n1+···+nk=n

nℓ⩾1

ϕkL(hn1(y) · · ·hnk
(y))xn

= xϕ0L(1) + xL

(∑
k⩾1

∑
n⩾1

∑
n1+···+nk=n

nℓ⩾1

ϕkhn1(y) · · ·hnk
(y)xn

)

= xL

∑
k⩾0

ϕk

(∑
i⩾1

hi(y)x
i

)k


= xL(ϕ(G(x, y)))

for L either of the binomial or divided power 1-cocycle, proving that the polynomial recurrences
are equivalent to the corresponding tree-like equations.

6. Connections to other combinatorial objects

We now turn to considering various bijective combinatorics arising from the decompositions and
generating functions obtained in prior sections. While Theorem 4.7 in principle provides suffi-
cient information to obtain an explicit formula for the counting sequence of C(T⩾3), the nested
composition-indexed series contained in the recurrence makes this a difficult task in practice.
For this we turn to instead applying a bijective approach, for which our decomposition will
prove helpful. Along the way we explore several connections between top-cycle-free diagrams
and other natural combinatorial objects.

In this context, a triangulation T is a plane graph in which every bounded face is a triangle;
for technical reasons we also require that a single edge counts as a triangulation. Triangulation T
is rooted if it has a distinguished edge, the root, incident to the outer face; we will only work
with rooted triangulations. As is standard in the literature, we consider such triangulations up
to root-preserving isomorphism. Exterior vertices of T are incident to its boundary face, while
all other vertices of T are interior vertices.

Theorem 6.1. There is a bijection ω between connected top-cycle-free diagrams with n chords
and i the index of the first terminal chord and triangulations with n− i interior vertices and i+1
exterior vertices.
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In 1964, William G. Brown [Bro64] explicitly enumerated (rooted) triangulations with n
interior vertices and m + 3 exterior vertices by deriving and solving a functional equation for
the associated bivariate ordinary generating function, showing their number to be

2(2m+ 3)!(4n+ 2m+ 1)!

m!(m+ 2)!n!(3n+ 2m+ 3)!
.

From Theorems 6.1 it follows that we get an explicit count for the corresponding top-cycle-free
diagrams..
Corollary 6.2. The number of connected top-cycle-free diagrams with n chords and t1 = i is

2(2i− 1)!(4n− 2i− 3)!

(i− 2)!i!(n− i)!(3n− i− 1)!
=

i− 1

(4n− 2i− 1)(2n− i− 1)

(
2i− 1

i

)(
4n− 2i− 1

n− i

)
.

6.1. Bridgeless maps

We solved the tree-like equation

G(x, y) = xL(ϕ(G(x, y))) (6.1)

with weighted generating functions for certain classes of connected chord diagrams. What other
combinatorial objects index these generating functions? Originally, in [MY13], Marie and Yeats
solved the unweighted version of (6.1) with L = Lbin by passing from chord diagrams to rooted
plane binary trees. This essentially amounts to showing that there is a recursively-defined bi-
jection, based on the root-share decomposition, between rooted connected chord diagrams and
rooted plane binary trees with two recursively-defined properties. These properties are some-
what technical and based on a labeling of the leaves induced via the bijection by the intersection
order on the chords of the associated diagram.

Later, Courtiel, Yeats, and Zeilberger [CYZ19] discovered a much nicer type of object, com-
binatorial maps, that could substitute for connected chord diagrams. A (rooted) combinatorial
map is a transitive permutation representation of the group ⟨σ, α | α2 = 1⟩ with a distinguished
fixed point for the action of α (the root). It can be represented by a connected graph of half
edges, each paired with at most one other half-edge to form an edge, with a cyclic order of the
half-edges incident to each vertex and the root a vertex attached to a distinguished “dangling”
half-edge. Such a map inherits certain properties of this underlying graph; in particular, it is
bridgeless if its graph is bridgeless, that is, 2-edge-connected. Other properties require a map-
specific definition: it is planar if its Euler characteristic is 2 (see e.g. [CYZ19] for the definition
of the Euler characteristic).
Theorem 6.3 (Courtiel, Yeats, and Zeilberger [CYZ19]). There exists a bijection θ between
connected diagrams and bridgeless maps such that

• chords correspond to edges;

• terminal chords correspond to vertices;

• the position t1 of the first terminal chord corresponds to the indegree deg−DFS,1 of the root
vertex v1 under the orientation induced by the rightmost depth-first search.
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For brevity, we omit the definition of the rightmost depth-first search and associated orien-
tation referenced in this theorem; see Section 5.5 of [CYZ19] for these details. This bijection θ
also transfers the parameters involved in defining the weights fC and ϕC , namely, the differ-
ences tj − tj−1 between the indices of the jth and (j − 1)th terminal chords in the intersection
order as well as chord valencies, into corresponding parameters on the associated bridgeless
map.

It turns out top-cycle-free diagrams also independently arose in the work of Courtiel, Yeats,
and Zeilberger as the image of the bijection θ on a natural subset of bridgeless maps: those which
are planar.

Theorem 6.4 (Courtiel, Yeats, and Zeilberger [CYZ19]). Under θ, planar bridgeless maps are
in bijection with connected top-cycle-free diagrams.

Furthermore, changing “connected” to “indecomposable” corresponds to dropping “bridge-
less” for both this result and Theorem 6.3. It follows from the work of Courtiel, Yeats, and
Zeilberger that just as there is a bridgeless map view of (5.2), there is also a planar bridgeless
map view of (5.3).

It was first proved by Tutte [Tut62] that there are

2

n(n+ 1)

(
4n+ 1

n− 1

)
(6.2)

triangulations with n internal vertices and 3 external vertices, while Wash and Lehman [WL75]
proved that this also counts the number of rooted planar bridgeless maps with n edges. Bijections
connecting these two sets of objects were later given by Wormald [Wor80], Fusy [Fus10], and
Fang [Fan18], with the former two obtained recursively and the latter directly. Theorems 6.4
and 6.1 combine to yield a finer explicit count for planar bridgeless maps, refined by the in-
degree parameter defined above.

Corollary 6.5. The number of planar bridgeless maps with n edges and deg−DFS,1 = i is

i− 1

(4n− 2i− 1)(2n− i− 1)

(
2i− 1

i

)(
4n− 2i− 1

n− i

)
.

6.2. Proof of Theorem 6.1

We will use the unique decomposition described in Section 4 to recursively define our bijec-
tion. There is exactly one (connected top-cycle-free) diagram of size 1, namely, a single chord,
and we map it to the unique (rooted) triangulation with no interior vertices and 2 exterior ver-
tices: a single edge. So, explicitly, ω maps a single chord to a single edge. Now fix a con-
nected top-cycle-free diagram C of size n ⩾ 2. Applying the unique decomposition from pre-
vious sections, we get connected top-cycle-free subdiagrams C1, . . . , Ck and integers i1, . . . , ik
with i1 + · · · + ik = t1(C)− 1 and 1 ⩽ iℓ ⩽ t1(Cℓ) for all 1 ⩽ ℓ ⩽ k; we have skipped the in-
tervals I1, . . . , Ik because their lengths i1, . . . , ik are sufficient to specify the decomposition and
define the bijection ω. Then inductively we obtain image triangulations T1, . . . , Tk ofC1, . . . , Ck

under ω; write tℓ = t1(Cℓ) and vℓ,0, . . . , vℓ,tℓ for the exterior vertices of Tℓ read counterclockwise
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v0

vi1
vi2

vik

T1

T2

T3

Tk

ω

C1 C2 Ck

ω

Figure 6.1: Above: the recursive construction of a triangulation and its image chord diagram
under the bijectionω. The exterior vertex labels are taken from the decomposition map γ. Below:
an example of the bijection applied to the connected top-cycle-free diagram from Figure 4.2.

starting at the leftmost vertex vℓ,0 of the root edge (so, in particular, vℓ,0vℓ,tℓ is the root edge).
Then we construct triangulation T as follows:

1. Join T1, . . . , Tk in that order by identifying vℓ−1,iℓ and vℓ,0.

2. Add a new vertex v and connect it with an edge to v1,0 and vk,ik ; this creates a single new
bounded face.

3. Root the graph at edge v1,0v.

4. While keeping the graph simple, add an edge from v to every vertex incident to the newly
created bounded face.

See Figure 6.1 for a visual representation of the construction as well as an explicit example. We
then set ω(C) = T . It is easy to see that T is indeed a triangulation. Furthermore, the number
of vertices of T is

|T1|+
k∑

ℓ=2

(|Tℓ| − 1) = |C1|+ 1 +
k∑

ℓ=2

|Cℓ| = |C|

while the number of external vertices of T is

1 +
k∑

ℓ=1

iℓ + 1 = t1(C) + 1.
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We have thus defined ω; in particular, writing δ for the function sending ((T1, i1), . . . , (Tk, ik))
to T , we have ω = δ ◦ ω ◦ α (where ω acts on a tuple of diagram-integer pairs in the obvious
way). It remains only to show that ω is a bijection. To that purpose, it suffices to define a unique
decomposition γ of a triangulation T reversing the above construction, that is, inverting δ. This
follows from the observation that

β ◦ ω−1 ◦ γ = α−1 ◦ ω−1 ◦ δ−1 = (δ ◦ ω ◦ α)−1 = ω−1,

so we automatically get a recursively-defined inverse of ω. So, let T be a triangulation
and v0, v1, . . . , vi be the exterior vertices of T read counterclockwise with v0vi the
root edge. Again reading counterclockwise, vertex vi has two or more external
neighbors v0, vi1 , vi2 , . . . , vik−1

, vik . Then deleting all edges incident to vi leaves a sequence
of unrooted triangulations T1, . . . , Tk pairwise joined at vertices vi1 , . . . , vik−1

(see Figure 6.1).
Root each Tℓ at the unique edge incident to viℓ−1

which was previously incident to a bounded face,
where i0 = 0. Then it readily follows that setting γ(T ) = ((T1, i1), . . . , (Tk, ik)) gives the de-
sired decomposition; Tℓ has exactly iℓ + 1 exterior vertices and, furthermore,
clearly δ(γ(T )) = T . This concludes the proof.

Both our bijection between connected top-cycle-free diagrams and triangulations and the
bijection of Courtiel, Yeats, and Zeilberger between planar bridgeless maps and connected top-
cycle-free diagrams are recursively-defined. Obtaining a direct bijection mapping connected
top-cycle-free diagrams to these other objects remains open.

7. The bijection ψ

In order to understand the solution (5.2) to the binomial tree-like equation, Courtiel and Yeats
[CY17] investigated the asymptotics of the parameters defining the solution, including the index
of the first terminal chord, the number of terminal chords, and the differences between the indices
of consecutive terminal chords in the intersection order. For the former they obtained a recur-
rence relation for the number cn,k of connected diagrams with n chords such that t1 ⩾ n− k. In
addition to recursively computing the associated exponential generating function and estimating
the asymptotics of cn,k, they used this result to derive the following count.

Theorem 7.1 (Courtiel and Yeats [CY17, Corollary 11]). The number of connected diagrams
with n chords and exactly one terminal chord is (2n− 3)!!.

This is the same as the number of (arbitrary) diagrams of size n. Courtiel and Yeats ob-
tained this count inductively by removing the root chord, similar to arguments we employed in
Section 3. In this section we describe and study a bijection between the set Tn+1 of 1-terminal
diagrams with n+1 chords and the setDn of diagrams with n chords. This map was actually first
discovered by Yeats almost a decade ago in the course of the original work with Marie [MY13]
on chord diagram generating series solutions to Dyson–Schwinger equations, but never pub-
lished or, to our knowledge, significantly studied.1 Yeats used a recursive formulation related

1Personal communication.
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to the inductive proof of Theorem 7.1; here we describe and concentrate on a new, simpler for-
mulation. We will briefly return to Yeats’ formulation in Section 7.2 in the context of Stirling
permutations.

Theorem 7.2. There is a bijection ψ : Tn+1 → Dn between 1-terminal diagrams of size n + 1
and diagrams of size n. Furthermore, the bijection

(i) preserves nestings,

(ii) reduces the number of crossings by n,

(iii) restricts to a bijection between connected nonnesting diagrams of sizen+1 and nonnesting
diagrams of size n, and

(iv) restricts to a bijection between 1-terminal top-cycle-free diagrams of size n+ 1 and non-
crossing diagrams of size n.

Proof. Consider T ∈ Tn+1 with chords c1 < c2 < · · · < cn+1 in the standard order (which
agrees with the intersection order by 1-terminality). All but the last point of T partition into a
sequence of source-sink groups, one for each source of T . Recall that, since T is 1-terminal,
these groups only contain the source and maximal interval of sinks immediately following the
source. Then we define ψ(T ) to be the diagram obtained by

(1) moving each source to the end of its source-sink group, and

(2) deleting the formerly terminal chord cn.

Figure 7.1 displays a representative example of T and ψ(T ). Note that the bijection ψ induces a
mapping, given by the construction, between the chords of T and the chords of its image ψ(T ).
We can therefore abuse notation and write ψ(c) for the image of a non-terminal chord c under
this induced mapping.

Step (1) converts all but the last source-sink group in T into a corresponding sink-source
group in ψ(T ), consisting of a source together with the maximal interval of sinks adjacent to
the source on the left. Observe that we can also dually characterize this as uncrossing each non-
terminal chord c with its rightmost right neighbor c′ by moving the source of c′ immediately
ahead of the sink of c while maintaining the relative order of all other endpoints. In particular,
the following key property holds.

Claim 7.3. A non-terminal chord c ∈ T has k right neighbors if and only if ψ(c) has k−1 right
neighbors.

This gives property (ii). Observe that for non-terminal chords c, c′ ∈ T , c′ is nested under c
if and only if ψ(c′) is nested under ψ(c) by the construction of ψ. Since the terminal chord is
necessarily not part of any nestings we infer property (i).

Now clearly the codomain of ψ is Dn, so to prove that ψ is a bijection between the designated
sets it suffices to exhibit its inverse. To that end, let D ∈ Dn and define ϕ(D) to be the diagram
obtained by
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ψ

Figure 7.1: An example of a 1-terminal diagram and its image diagram under the bijection ψ.
The source-sink groups “flipped” into sink-source groups by ψ are indicated by the horizontal
brackets, with the “flip axes” indicated by the dotted lines, and the sources and terminal chord
of T are highlighted.

(1′) concatenating a single chord to the end of D, and

(2′) moving the source of each sink-source group to the beginning of its sink-source group.

Note that we could also skip using (2′) on the terminal chord and instead of (1′) directly add a
chord covering the rightmost maximal interval of sinks. It is readily apparent that (1′) and (2′)
invert (2) and (1), respectively, implying that ϕ is the inverse of ψ.

It remains only to prove properties (iii) and (iv). For the former, Corollary 3.10 implies that
connected nonnesting diagrams are 1-terminal, so the property follows by nesting preservation.
For the latter, property (iv), we require a structural characterization of 1-terminal top-cycle-free
diagrams. Recall that T is 1-terminal.

Claim 7.4. Diagram T is top-cycle-free if and only if T is a tree2 and every non-terminal chord
has exactly one right neighbor.

Proof. The “if” direction trivially holds. For the other direction, assume T is top-cycle-free.
Note that bottom cycle diagrams have chords with two right neighbors, so it suffices to show
that every non-terminal chord has exactly one right neighbor (since T consequently must be a
tree). If not, then there exists non-terminal c ∈ T with at least two right neighbors d and d′.
Since T is top-cycle-free d and d′ do not cross and we may assume that d is nested under d′.
Choose e as far right as possible such that there is a nonnesting d-e path nested under d′. Then
either e has a right neighbor crossing d′, in which case T contains a top cycle subdiagram, or e
is terminal. In either case we get a contradiction.

2That is, G(T ) is a tree.
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Note that we could also obtain this claim using a quicker induction argument, but the above
proof offers more insight. It in particular reflects the fact that bottom cycle diagrams are not
1-terminal.

To obtain property (iv), suppose T is top-cycle-free. Then it follows by Claims 7.4 and 7.3
that each chord in the image ψ(T ) has no right neighbors, implying that there are no crossings
at all. We can similarly infer that for each noncrossing diagram D every non-terminal chord
in ψ−1(D) has exactly one right neighbor, as required.

Among other things, this sheds further light on the consequence of Theorem 6.1 that 1-
terminal top-cycle-free diagrams are in bijection with triangulations with no interior vertices
and, therefore, are counted by the Catalan numbers. In a nutshell, (iv) implies that we can think
of 1-terminal top-cycle-free diagrams as the connectivity 1 equivalent to noncrossing diagrams,
since trees have connectivity 1. As indicated by Claim 7.4, they are also minimally 1-terminal in
the sense that each chord has the minimum number of right neighbors required to be 1-terminal.

7.1. Higher terminality

In this section, we define a generalization of terminal chords and 1-terminal diagrams which is
analogous to the generalization of k-connectedness from connectedness. We then specifically
study the relation between k-terminality and the bijection ψ.

Definition 7.5 (k-terminal chords and diagrams). Let C be a chord diagram. For k ∈ N, a
chord c ∈ C is k-terminal if it is incident to at most k− 1 outgoing edges inG(C), that is, it has
at most k − 1 right neighbors. We extend this language to diagrams: C is k-terminal if there is
no j-terminal chord before the jth-to-last chord for all 1 ⩽ j ⩽ k. Furthermore, the terminality
of C is k if C is k-terminal but not (k + 1)-terminal.

As expected, for chords ‘1-terminal’ is simply another name for ‘terminal’. Since the chord
with rightmost sink in each connected component is necessarily terminal, it follows immediately
from the definition that k-terminal diagrams are connected and the last k+1 chords form a clique;
in particular, there are exactly j j-terminal chords for all 1 ⩽ j ⩽ k. Furthermore, clearly k-
terminal chords and diagrams are also j-terminal for 1 ⩽ j ⩽ k.

With the observations at the end of the previous section in mind, we can generalize statement
(iv) of Theorem 7.2 to get a connectivity k equivalent to noncrossing diagrams. Call a diagramC
k-terminal-minimal if all but its last k − 1 chords have exactly k right neighbors. Clearly C is
k-terminal and furthermore, in particular, 1-terminal top-cycle-free diagrams are 1-terminal-
minimal. We will require a basic fact about connectivity, followed by two important statements
about the relationship between k-connectivity, k-terminality, and ψ. For a simple graph G,
write G[A] for the induced subgraph on A ⊆ V (G) and δG−A(A) for the minimum number of
neighbors that a vertex in A has in G− A.

Lemma 7.6. If (i) G− A is k-connected, (ii) G[A] is either k-connected or has size at most k,
(iii) δA(V (G)− A) ⩾ min{k, |A|}, and (iv) δG−A(A) ⩾ k, then G is k-connected.

We omit the straightforward proof of this fact.
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Proposition 7.7. If diagramC is k-terminal and has at least k+1 chords then it is k-connected.

Proof. Let c be the root chord of a k-terminal diagramC of size at least k+1. By definitionC−c
is k-terminal, so it is either the complete diagram of size k or we may inductively assume that it
is k-connected. In the former case C is also complete and thus k-connected, while in the latter
case the fact that c has k right neighbors in C implies that C is k-connected by Lemma 7.6
with A = {c}.

Proposition 7.8. The map ψ restricts to a bijection between k-terminal diagrams of size n and
(k − 1)-terminal diagrams of size n− 1.

Proof. As with (iv) of Theorem 7.2, this is a straightforward consequence of Claim 7.3.

We similarly get our desired conclusion.

Proposition 7.9. The map ψ restricts to a bijection between k-terminal-minimal diagrams of
size n and (k − 1)-terminal-minimal diagrams of size n− 1.

Corollary 7.10. The map ψk on k-terminal diagrams restricts to a bijection between k-terminal-
minimal diagrams of size n+ k and noncrossing diagrams of size n. In particular, k-terminal-
minimal diagrams are counted by the Catalan numbers.

While Claim 7.4 provides a structural characterization of 1-terminal-minimality, we have yet
to obtain such a characterization for k-terminal-minimality. Our preliminary investigations indi-
cate though that there should be a similar description in terms of k-terminal diagrams forbidding
an infinite class of subdiagrams.

Conjecture 7.11. There is a “nice” infinite forbidden subdiagram characterization of k-terminal-
minimality.

In his infamous compilation of combinatorial objects counted by the Catalan numbers, Stan-
ley [Sta13] used ballot sequences and functions f : N → N satisfying f(i) ⩽ i for all i to
define 2ℵ0 chord diagram interpretations of the Catalan numbers {Cn}n⩾0. The noncrossing
and nonnesting diagrams are recovered by setting f(i) = 1 and f(i) = i, respectively, so in a
sense these interpretations lie between the two. Yet this construction only gives a finite number
of interpretations for any fixed size n. With the set of k-terminal-minimal diagrams we have
provided a countable infinity of combinatorial interpretations of Cn. Furthermore, combining
Stanley’s construction together with the map ψ gives 2ℵ0 combinatorial interpretations of the
Catalan numbers with ℵ0 interpretations at each fixed n.

We now turn to generalizing statement (iii) of Theorem 7.2. The proof used the fact that
connectivity is equivalent to 1-terminality for nonnesting diagrams. This actually points to a
more general statement about nonnesting diagrams.

Proposition 7.12. A nonnesting diagram is k-connected if and only if it is k-terminal and has
at least k chords.
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α θ

Figure 7.2: An example of the recursive construction of the image increasing tree θ(C) of a
1-terminal diagram C under the bijection θ.

Proof. By Proposition 7.7 it suffices to prove the “only if” direction. Let C be nonnesting and
k-connected and c be its root chord. By the Erdős–Szekeres theorem the left and right neighbor-
hoods of each chord of C form cliques, implying by k-connectivity that the neighborhood of c
is a clique of size at least k. It follows that c cannot be part of any minimal vertex cut, so C − c
is either complete or k-connected. In the former case we are done, while in the latter case we
inductively get that C − c is k-terminal, so C is as well.

Combining this observation with Theorem 7.2 and Proposition 7.8, we get the following.

Corollary 7.13. The map ψ restricts to a bijection between k-connected nonnesting diagrams
of size n and (k − 1)-connected nonnesting diagrams of size n− 1.

Corollary 7.14. The map ψk restricts to a bijection between k-connected nonnesting diagrams
of size n+k and nonnesting diagrams of size n. In particular, k-connected nonnesting diagrams
are counted by the Catalan numbers.

7.2. Relationship with other double factorial objects

Recall that there are a number of other classical combinatorial objects counted by the double
factorials (2n− 1)!! in addition to chord diagrams. We will briefly focus on two of the most no-
table: increasing ordered trees and Stirling permutations. A (rooted) tree T of size n is ordered
or plane if it is equipped with a total ordering of the children of each vertex v ∈ T . The tree T
is increasing if its vertices are labelled with the integers 0, 1, 2, . . . , n − 1 such that the label
of any child is greater than its parent. A Stirling permutation of size n is a permutation of the
multiset {1, 1, 2, 2, . . . , n, n} such that, for all i, all values between the two occurrences of i are
greater than i. Stirling permutations were introduced by Gessel and Stanley to give a combina-
torial interpretation to the Stirling polynomials. They have since been studied extensively and
generalized in multiple different ways (see e.g. [GS78, B0́9, Jan08, JKP11]), as have increasing
ordered trees (see e.g. [BFS92, PP07]). Write Sn and In for the sets of Stirling permutations
and increasing ordered trees of size n, respectively.

There are classic recursive constructions of both Cn and Sn: insert a root chord and in-
sert nn into each element of Cn−1 and Sn−1, respectively, in all possible ways. Since there
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Figure 7.3: A Stirling permutation σ such that ζ−1(σ) ̸= (ψ ◦ θ ◦ η−1)(σ).

are always 2n − 1 possible insertion places, this proves that both of these sets have cardinal-
ity (2n− 1)!! and gives a recursively-defined bijection ζ between them. This leads into a simple
characterization of 1-terminality and the bijection ψ on Stirling permutations.

Proposition 7.15. Diagram C is 1-terminal if and only if ζ(C) begins with 1 and ends with 1.
In this case, ζ(ψ(C)) is obtained from ζ(C) by removing both occurrences of 1 and normalizing
the alphabet.

Proof. Consider a diagramC of size n and letC ′ be obtained by removing the root chord c ofC.
Since the result clearly holds if C is simply a single chord, we may assume it has at least two
chords and that the first statement holds for all smaller diagrams. If C is 1-terminal then C ′ is
also 1-terminal and the sink of the root chord is neither placed at the front nor the end of C ′,
implying that nn is placed after the first element of ζ(C ′) and before the last element of ζ(C ′).
But those elements are 1, so they are also 1 in ζ(C). This argument is easily reversed, giving the
first statement. For the second statement, observe that ψ(C ′) = ψ(C)− ψ(c) (since the source-
sink group of c has no sinks) and ζ(C ′) = ζ(C)−nn. Then the result follows straightforwardly
from induction.

The classic bijection η between increasing ordered trees and Stirling permutations sends trees
of size n+1 to permutations of size n: for a tree T ∈ In+1, delete the root label and transfer the
remaining labels from vertices to parent edges, then take a pre-order traversal around the tree,
traversing each edge twice. The encountered sequence of labels is the Stirling permutation η(T ).

As hinted at prior in the paper, and from the fact that there are (2n− 1)!! increasing ordered
trees of size n + 1, the decomposition from Section 4 defined by the maps α and β recursively
defines a natural bijection θ between the set Tn+1 of 1-terminal diagrams and the set In+1 of in-
creasing ordered trees. For eachC ∈ Tn+1, applyα to get the 1-terminal subdiagramsC1, . . . , Ck

and intervals I1, . . . , Ik of [1, n]. Then recursively apply θ to C1, . . . , Ck to get increasing or-
dered trees T1, . . . , Tk, graft them to a new root of label 0 in that order, and finally apply a
reverse-order-preserving bijection to reassign each subtree Tℓ with the labels from Iℓ. The re-
sulting increasing ordered tree T is then set as the image of C under θ. An example of this
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construction is given in Figure 7.2. We omit the proof that this actually defines a bijection be-
tween Tn+1 and In+1; it proceeds similarly to the proof of Theorem 6.1. Then, in this context, ψ
plays the role of extending this to a bijection to chord diagrams of size n. We used a reverse-
order-preserving bijection on the labels to define θ because this gives a simple non-recursive
construction for θ: writing c1 < c2 < · · · < cn+1 for the chords of C ∈ Tn+1, let T be the tree
with vertices labeled 1, 2, . . . , n+1 and the children of vertex i are (i1, . . . , ik), where cij is the
chord attached to the jth sink in the source-sink group of ci. The labels of the resulting tree T are
decreasing, so we replace each label i with n+1− i to get the increasing ordered tree θ(C). We
started with the recursive construction to highlight the role our main recursive decompositions
from Section 4.

From all of the above we get two bijections between Stirling permutations of size n and chord
diagrams with n chords: ζ−1 and ψ ◦ θ−1 ◦ η−1. These bijections are highly distinct, typically
mapping a given Stirling permutation to two different diagrams; e.g. see Figure 7.3. We can
think of ζ−1 as encoding the recursive view of chord diagrams and ψ ◦ θ−1 ◦ η−1 as encoding the
tree structure view of chord diagrams. In light of Proposition 7.15 one can think of the map ψ
as playing a role in both perspectives, forming a kind of bridge translating 1-terminality from
the recursive view to the tree structure view.

8. Conjectures and conclusions

For a fixed set X of diagrams, let Dn(X ) be the set of chord diagrams of size n with no sub-
diagram lying in X and set Cn(X ) = Dn(X ) ∩ C, the connected X -free diagrams. Writing Ti
for the top cycle diagram of size i, note that Cn({}) is of course Cn, the set of size n connected
diagrams, and Cn(T⩾3) is exactly Ctop, the set of size n connected top-cycle-free diagrams.

Forbidding certain subdiagrams has previously been studied in the literature. Much past work
has focused on forbidding complete subdiagramsKk and nesting subdiagramsNk of size k, tradi-
tionally referred to as k-crossings and k-nestings (see Figure 8.1). It is well known that noncross-
ing diagrams Dn(K2) and nonnesting diagrams Dn(N2) are both counted by the Catalan num-
bers. Following work by Touchard [Tou52], Riordan [Rio75], and de Sainte-Catherine [dSC83]
on the distribution of 2-crossings and 2-nestings, Gouyou-Beauchamps [GB89] studied the enu-
meration of N3-free diagrams via involutions with no decreasing sequence of length 6, essen-
tially giving a bijection between such diagrams and pairs of noncrossing Dyck paths. A Dyck
path of size n is a lattice path of North and East steps from (0, 0) to (n, n). Noncrossing Dyck
paths form a distributive lattice LS

n known as the nth Stanley lattice. De Sainte-Catherine and
Viennot [dSCV86] proved that

CnCn+2 − C2
n+1 =

6

(n+ 1)(n+ 1)2(n+ 3)

(
2n

n

)(
2n+ 2

n+ 1

)
is the number of intervals of LS

n . Chen et al. [CDD+07] extended this early work to k-crossings
and k-nestings, proving that their maximum size in a diagram defines a pair of symmetrically
distributed statistics and therefore |Dn(Kk)| = |Dn(Nk)|. In particular, via a bijection between
partitions and vacillating tableaux underlying their results they obtained the following.
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Figure 8.1: The complete diagram and nesting diagram; the former is the unique representative
of a complete graph.

Theorem 8.1 (Chen et al. [CDD+07]). The numbers of Kk-free and Nk-free diagrams of size n
are equal to the number of closed lattice paths of length 2n in the set

{(a1, a2, . . . , ak−1) | a1 ⩾ a2 ⩾ · · · ⩾ ak−1 ⩾ 0, ai ∈ Z}

from the origin to itself with units steps in any coordinate direction or its negative.

Let Int(P ) denote the set of all intervals of a poset P .

Corollary 8.2 (Gouyou-Beauchamps [GB89], Chen et al. [CDD+07]). There is a bijection
between Dn(K3) and Int(LS

n), so both have cardinality CnCn+2 − C2
n+1.

While the language we use here is inspired by graph theory and, in particular, the graph-
theoretic nature of top cycle diagrams, classically in enumerative combinatorics the forbidding
of substructures takes the form of pattern avoidance. Inspired by the broad literature on pattern
avoidance in permutations (see [Kit11]), several authors have defined and studied pattern avoid-
ance in set partitions and matchings, that is, chord diagrams [Kla96, Jel07, Sag10, BE13]. Our
definition of forbidding subdiagrams in particular matches the definitions of Jelı́nek [Jel07] and
Sagan [Sag10] of avoiding matching patterns. Following Chen et al., Jelı́nek considered forbid-
ding other subdiagrams of size three:D231={(1, 5), (2, 6), (3, 4)},D312={(1, 6), (2, 4), (3, 5)},
D213 = {(1, 5), (2, 4), (3, 6)}, and D132 = {(1, 4), (2, 6), (3, 5)}. These are permutation dia-
grams, so called because they are defined (and indexed) by the permutation determined by their
sinks (see Figure 8.2). Jelı́nek constructed bijections between Dn(K3) and Dn(D231) and be-
tweenDn(D213) andDn(D132) preserving certain substructures. For the latter, he actually passed
through top-cycle-free diagrams, giving bijections between both of those sets and Dn(T⩾3).
Bloom and Elizalde [BE13] later enumerated these classes of diagrams, simplifying prior bi-
jections and deriving the algebraic generating function of Dn(D213) and, thereby, Dn(D132)
and Dn(T⩾3).

The combinatorial significance of top cycle diagrams motivates considering other diagrams
with graph-theoretic relevance and, in particular, studying sets of diagrams which forbid such
graphical subdiagrams. In graph theory, graphs forbidding certain cycles as induced subgraphs
are of great interest. Most notably this includes triangle-free graphs (forbidding a cycle of size 3),
forests (forbidding all cycles), chordal graphs (forbidding cycles of size 4 or greater), and bipar-
tite graphs (forbidding odd size cycles). By forbidding the corresponding top and bottom cycles,
we get the chord diagram versions of each of these graph classes, namelyDn(T3), Dn(T⩾3, B⩾3),
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D231 D321 D312

D123 D132 D213

Figure 8.2: The six permutation diagrams of size 3.

Dn(T⩾4, B⩾4), and Dn({T2k+1, B2k+1}k⩾1), where Bi is the bottom cycle diagram of size i.3 In
addition to the top-cycle-free diagrams Dn(T⩾3), we naturally also consider bottom-cycle-free
diagrams Dn(B⩾3).

As discussed previously, we already know that triangle-free diagrams Dn(T3) are in bijec-
tion with, among other things, intervals Int(LS

n) of the Stanley lattice (Corollary 8.2). Tamari
[Tam62] defined a partial order on the set Bn of plane binary trees with n non-leaf vertices
and proved that it specified a lattice, the nth Tamari lattice LT

n , with a tree operation known as
right rotation as the covering relation. Chapoton [Cha06] proved that the cardinality of Int(LT

n )
is given by (6.2); later, Bernardi and Bonichon [BB09] provided a bijection between Tamari
intervals and triangulations explaining their common count. Along with a bijection between tri-
angulations and bridgeless planar maps, Fang [Fan18] obtained a bijection between bridgeless
planar maps and Tamari intervals; all of these bijections passed through so-called “sticky trees”.
It follows from these results and Theorem 6.1 that connected top-cycle-free diagrams Cn(T⩾3)
are equinumerous with intervals of the (n− 1)th Tamari lattice.

Corollary 8.3. There is a bijection between Cn(T⩾3) and Int(LT
n−1), so both have cardinal-

ity 2
n(n−1)

(
4n−3
n−2

)
.

As with noncrossing and nonnesting diagrams, Dyck paths and plane binary trees are well
known to be counted by the Catalan numbers. There are two other notable so-called Catalan
posets constructed on a groundset counted by the Catalan numbers: the nth Kreweras lattice LK

n ,
defined by ordering the set of noncrossing partitions of the set [n] by refinement, and the nth

Pallo comb poset PCn refining the Tamari lattice. Kreweras [Kre72] and Pallo [Pal03] proved
that the intervals of these lattices are counted by

1

2n+ 1

(
3n

n

)
and the coefficients of the generating series C(xC(x)), respectively, where C(x) = 1−

√
1−4x
2x

is
the generating function of the Catalan numbers. By using bijections between Catalan objects to
define the three lattices on a common groundset (e.g. Dyck paths [BB09]), it can be shown that

3Note that B3 = T3.
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the Stanley lattice LS
n is an extension of the Tamari lattice LT

n which itself is an extension of the
Kreweras lattice LK

n . From the above two corollaries, the fact that the Stanley lattice extends the
Tamari lattice reflects the trivial observation that Cn(T⩾3) is a subset of Dn(T3).

Each of these three Catalan lattices has been the subject of extensive study throughout math-
ematics, with interest and applications in enumerative combinatorics (e.g. [BMCPR13]) and a
diversity of other disciplines. Most notably, Defant [DEM20] recently obtained a number of bi-
jections between the intervals of Catalan posets and certain pattern-avoiding uniquely sorted per-
mutations, those that have exactly one preimage under West’s classic stack-sorting map [Knu73,
Wes90]. Letting Un(τ

(1), . . . , τ (r)) denote the set of uniquely sorted permutations in Un that
avoid the patterns τ (1), . . . , τ (r), Defant found bijections between

– U2n+1(321) and Int(LS
n),

– U2n+1(132) and Int(LT
n ),

– U2n+1(312, 1342) and Int(LK
n ),

– U2n+1(231, 4132) and Int(PCn), and

– each of U2n+1(321), U2n+1(132, 312), U2n+1(132, 312), U2n+1(231, 312), and Int(An),

the last of which is the intervals of the Catalan antichain An.
If we further exclude bottom cycles, we get the tree diagramsCn(T⩾3, B⩾3); comparing man-

ual calculations of their count for small n with OEIS sequence A001764 [SI22], we conjecture
the following.

Conjecture 8.4. There is a bijection between Cn(T⩾3, B⩾3) and Int(LK
n−1), so both have cardi-

nality 1
2n−1

(
3n−3
n−1

)
.

This conjecture was recently proved by the author in [Nab22] via a structural decomposition
of tree diagrams. It is notable that to pass from the Stanley case to the Tamari case we exclude an
infinite set of cycle diagrams and assert connectedness, while to further pass to the Kreweras case
we need only further exclude another infinite set of cycle diagrams. This may reflect a closer
relationship between the Tamari and Kreweras lattices than between the Stanley and Tamari
lattices, as is also suggested by the Dyck path realizations of these lattices given by Bernardi and
Bonichon [BB09] (see their work for details).

Manual calculations similarly indicate that connected chordal diagrams Cn(T⩾4, B⩾4), bipar-
tite diagrams Cn({T2k+1, B2k+1}k⩾1), and bottom-cycle-free diagrams Cn(B⩾3) are enumerated
by simple, combinatorially significant sequences.

Conjecture 8.5 (A001246). The cardinality of Cn(T⩾4, B⩾4) is C2
n−1.

Proposition 8.6 (A000264). The cardinality of Cn({T2k+1, B2k+1}k⩾1) is the same as the set of
all 3-edge-connected cubic planar loopless maps with 2n vertices and a distinguished Hamilto-
nian cycle.

https://oeis.org/A001764
https://oeis.org/A001246
https://oeis.org/A000264
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Figure 8.3: Transforming the representation of a connected bipartite diagram from its linear
form to the circular form and then separating the color classes along the circle, yielding a 3-
edge-connected rooted cubic planar loopless map. The root is indicated by the larger dot.

Conjecture 8.7 (A064062). The cardinality of Cn(B⩾3) is

C(2;n− 1) =
1

n− 1

n−2∑
k=0

(
2n− 2

n− 2− k

)(
n− 2 + k

k

)
.

Neither of these three sets is equinumerous with the intervals of a known Catalan poset, al-
though the possibility of such an association remains open for the latter two. The first conjecture
clearly calls for a bijection between chordal diagrams of size n and ordered pairs of Catalan
objects of size n. With regards to the second conjecture, Bloom and Elizalde [BE13] also enu-
merated diagrams forbidding a pair of permutation diagrams of size 3; in particular, they found
that the generalized Catalan numbersC(2;n) of Conjecture 8.7 also count {D213, D132}-free di-
agrams. This interestingly relates to the result of Jelı́nek [Jel07] that top-cycle-free diagrams are
in bijection withD213-free diagrams andD132-free diagrams. It also further motivates our addi-
tional conjecture, informed by numerical evidence, that |Cn(B⩾3)| ⩽ |Cn(T⩾3)| for all n. Nev-
ertheless, Conjecture 8.7 was also recently resolved by the author and Mahmoud (see [Nab22,
Section 3.1]) in the affirmative using a structural decomposition of bottom-cycle-free diagrams.
As for the second statement, Proposition 8.6, the bijection to these maps is trivial: it can be
readily verified that the circular representation of a connected bipartite diagram with one color
class drawn within the circle and the other outside of the circle is a 3-edge-connected rooted
cubic planar loopless map with the circle distinguishing the Hamiltonian cycle (see Figure 8.3).

All the enumerative conjectures we have made thus far have involved sets of connected dia-
grams. While none of their not-necessarily-connected versions have count sequences that appear
on the OEIS, there is a classic functional equation relating the (ordinary) generating function

https://oeis.org/A064062
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D(x) of chord diagrams and the generating function C(x) of connected chord diagrams,

D(x) = 1 + C(xD(x)2).

Note that the empty diagram is not considered connected; see e.g. [FN00]. This is obtained by
decomposing a diagram by the component containing the root chord and viewing the rest of the
diagram as attached to the chords of that component. This straightforwardly generalizes to any
classD(Z) determined by forbidding a fixed setZ of connected diagrams and its associated class
of connected Z-free diagrams C(Z). In particular, writing G(x) and F (x) for the generating
functions of D(Z) and C(Z), we have

G(x) = 1 + F (xG(x)2). (8.1)

With a routine expansion this translates into the recurrence

an =
n∑

k=1

bk
∑

n1+···n2k=n−k

an1 · · · an2k
, (8.2)

where an = [xn]G(x) and bn = [xn]F (x). In certain cases it may be possible to apply a formula
for F (x) or bn and either (8.1) or (8.2) to obtain an explicit expression for G(x) or an. Alterna-
tively, it may feasible to use these equations to translate alternative combinatorial interpretations
of C(Z) into a related combinatorial interpretation of D(Z).

The conjectured appearance of connectedness in the enumerative study of forbidden sub-
diagrams suggests that other notions of connectivity, in particular indecomposability and 1-
terminality, may also find significance in this context. Note that none of the three notions of
connectivity has a forbidden subdiagram characterization. As we mentioned in Section 6, inde-
composable top-cycle-free diagrams are known to be in bijection with planar maps. We speculate
that excluding other graphical diagrams may correspond to other natural types of combinatorial
maps, but were not able to easily identify any such possible connections. On the other hand,
applying 1-terminality seems to yield many new enumerative links. Write Tn(X ) for the set of
X -free 1-terminal diagrams of size n. From Theorem 7.2 we have the following.

Corollary 8.8. The cardinality of Tn(T⩾3) = Tn(T⩾3, B⩾3) is Cn−1.

The enumeration of other such sets remains conjectural, based on manual calculations and
sequence information on the OEIS.

Conjecture 8.9 (A117106). The cardinality of Tn(T3) is the same as the set of semi-Baxter
permutations of length n− 1,

24

(n− 2)(n− 1)2n(n+ 1)

n−1∑
j=0

(
n− 1

j + 2

)(
n+ 1

j

)(
n+ j + 1

j + 1

)
.

Conjecture 8.10 (A001181). The cardinality of Tn({T2k+1, B2k+1}k⩾1) is the same as the set of
Baxter permutations of length n− 1,

n−1∑
k=1

(
n

k−1

)(
n
k

)(
n

k+1

)(
n
1

)(
n
2

) . (8.3)

https://oeis.org/A117106
https://oeis.org/A001181
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Conjecture 8.11 (A006318). The cardinality of Tn(B⩾3) is the (n− 2)nd Schröder number,

Sn−2 =
n−2∑
k=0

Ck

(
n− 2 + k

n− 2− k

)
.

See the work of Chung et al. [CGHK78] and Bouvel et al. [BGRR18] for definitions of
Baxter and semi-Baxter permutations and proofs of the closed-form expressions for their counts.
Note that semi-Baxter permutations are a relaxation of Baxter permutations, matching the fact
that bipartite diagrams are triangle-free.

Clearly interesting enumerative structure seems to emerge from forbidding graphical subdi-
agrams and applying various notions of connectedness, warranting further study. In addition to
cycles, excluding most notably complete graphs, trees, paths, and bipartite graphs has yielded
structurally rich graph classes; forbidding their diagram representations may also find relevance
in this context. Additionally, there are several natural questions that follow from Theorem 6.1.
Are there bijections proving the above conjectures that translate between interesting statistics on
the associated objects? For example, (8.3) is graded by the number of descents in the Baxter
permutations, suggesting an associated statistic on 1-terminal bipartite diagrams. Finally, be-
sides top-cycle-free diagrams does the inverse β preserve any other excluded subdiagram class
of connected diagrams?

We solved tree-like equations involving a sequence of weights ϕk which arise in the solu-
tions via valencies of the chords of a diagram. This closely relates to the weights which feature
in the more physically-grounded work of Hihn and Yeats [HY19] and Courtiel, Yeats, and Zeil-
berger [CYZ19] on generalized Dyson–Schwinger equations. In the latter, these weights are cast
as a product of binomial coefficients

(
ωi(C)+s−1

ωi(C)

)
over all chords ci in a diagram C, where ωi(C)

is a parameter known as the covering number of ci and s is a positive integer. The covering
number of ci is defined as the number of intervals, that is, gaps between points of the diagram,
assigned to ci in a certain recursive covering procedure. One can readily see that these intervals
correspond exactly to the intervals on either side of each of the m attachment points and com-
ponents from Definition 3.12 of a chord of valency m; in other words, val(ci) = ωi(C)− 1. So
setting ϕk =

(
k+s
k+1

)
gives the weighted cases considered in prior work. Note though that [HY19]

and [CYZ19] also simultaneously apply a separate weighting to the chords, so our work is not a
full generalization of these studies, although it appears that such a generalization would readily
go through using the methods of this paper; we left this for later work to maintain conciseness
and focus. We additionally note that although this clarifies the relationship between Dyson–
Schwinger equations considered in prior work and the tree-like equations studied here, it re-
mains unclear whether tree-like equations in their full generality correspond to any meaningful
physics. Though, as with prior work, if such a connection were made then the combinatorial
solutions we obtained should prove useful in gaining new physical insight.

There are further generalizations of tree-like equations that arise by e.g. considering sys-
tems of combinatorial Dyson–Schwinger equations in certain decorated Connes–Kreimer Hopf
algebras (see e.g. [Yea17, Nab22]). It would be of interest to study these generalizations; we
speculate that such equations will likely have combinatorial solutions involving chord diagrams
or closely related objects.

https://oeis.org/A006318
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Several additional open questions remain. How exactly do the decompositions on chord
diagrams developed here relate to the decompositions on certain leaf-labeled plane binary trees
relied upon by Marie and Yeats [MY13]? Is there a suitably well-behaved generalization of the
bijection ψ which acts on all connected diagrams and explains any of the enumerative results
or connections discussed in this section or Section 6? We attempted at length to obtain such
a bijection for Conjecture 8.7 but were thus far unsuccessful. Finally, we used the intersection
order as the main chord ordering throughout this paper, in particular in Theorem 5.1. What
about other orders, in particular the peeling order? Courtiel, Yeats, and Zeilberger [CYZ19,
Proposition 41] proved that all of the necessary statistics are preserved by the peeling order,
so our main theorem still holds under this replacement, but several of the proof ingredients,
in particular Lemmas 5.3 and 5.4, do not straightforwardly translate because they rely on the
connectedness of certain subdiagrams that may no longer be connected under the peeling order.
It is likely that modest changes could be made to recover a related proof for a peeling version of
Theorem 5.1.
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