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ABSTRACT OF THE DISSERTATION

Disaggregated Data Structures: Sharing and Contention
with RDMA and Programmable Networks

by

Stewart Steven Grant

Doctor of Philosopy in Computer Science

University of California San Diego, 2024

Professor Alex C. Snoeren, Chair

Resource disaggregation proposes a next-generation architecture for data center resources.

System components like compute, memory, storage, and accelerators are separated from one

another by a fast network and composed dynamically into virtual servers when required. This

paradigm promises to dramatically improved resource utilization, scalability, and flexibility,

but introduces substantial challenges in terms of performance and fault tolerance. Memory is

among the most difficult resources to disaggregate. CPUs currently expect DRAM to have ultra

low latency, high bandwidth, and to share it’s failure domain. In particular increased latency

from network round trips dramatically shifts the performance of existing shared data structures

xiv



designed for local DRAM.

In this dissertation I demonstrate the challenges of sharing disaggregated memory and

show that programmable network devices can be used to significantly improved system perfor-

mance. I present two systems: First SwordBox which utilizes a centralized programmable switch

to cache data structure state and dramatically improve key-value workload performance. Second

I present a new key-value store RCuckoo which is designed to leverage RDMA and reduce round

trips when accessed by CPUs over a network. Both systems demonstrate significant performance

improvements over the existing state of the art.
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Introduction

What should a data center server look like? Twenty years ago, a data center operator may

have argued for the simplicity of homogeneity over optimal performance, reasoning that carefully

picked commodity hardware at a given price point would yield the best cost-performance

tradeoffs and that the performance gains of next-generation hardware would quickly erase any

benefits made by specializing servers due to Dennard scaling [83].

Since then, both Moore’s law and Dennard scaling have slowed down dramatically. CPU

clock speeds and memory density improvements have stagnated, leaving operators to fight tooth

and claw to enjoy the efficiency gains of prior decades. The effect is that new technologies are

being introduced to achieve scaling. CPUs are now monstrously parallel. Custom accelerators are

common for specialized workloads like video coding and machine learning. Indeed, the modern

data center is a hodgepodge of heterogeneous hardware (GPUs, TPUs, DPUs, SmartNICs, and

FPGAs) [12, 26, 43, 5], and various new memory offerings and tiers like NVMe [71]. Today, the

number of server types in a data center, conservatively, is in the dozens. At the time of writing,

EC2 has 84 listed instance types [4] for their customers to design their services. The trend is

clear: in search of efficiency, data center and server design is increasingly heterogeneous, with

servers being designed for specific applications and workloads.

Resource disaggregation is a new architectural paradigm for data center resources aimed

at improving efficiency and managing increased heterogeneity. In the disaggregated model, a

server’s resources do not monolithically reside in a 1U, 2U, or 4U server form factor. Instead,

each resource (i.e., compute, memory, storage) is deployed separately to a dedicated machine and

interconnected via a fast network. Servers are composed dynamically from these resources, which
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enables them to be provisioned for their exact purpose [10, 32, 58, 71, 84]. This model enables

resource pooling and sharing, which in turn leads to higher efficiency [8, 9, 12, 81, 85, 86].

DRAM, in particular, has become a precious resource in data centers and is a focused

target for resource pooling [66]. The benefits of pooling are clear when examining a simple bin

packing problem. Consider two servers, each provisioned with 4GB of DRAM, and three jobs,

each requiring 2.5GB of memory. In a monolithic design, a scheduler can only place one job

per machine or risk swapping to disk. In a disaggregated model, the 4GB of memory could be

placed in an 8GB pool, which could be easily subdivided into three 2.5GB partitions. In the

monolithic case, the unused memory is stranded, while pooling reclaims stranded memory. More

concretely, at data center levels, practitioners have to provision their servers for the sum of peak

demand; when resources are pooled, they can be provisioned for the peak of the sum of demand,

which can be significantly lower [12, 85].

Disaggregation, in general, is only possible because of new fast networks. Commodity

NICs now offer 400Gbps with expectations for continued growth to 800Gbps and above [7].

Network and memory bandwidths are quickly approaching the same order of magnitude. At

the same time, network stacks are becoming lighter-weight through kernel bypass and CPU

bypass technologies like DPDK [27] and RDMA [38], enabling applications to more easily

take advantage of the additional bandwidth. Network devices themselves are becoming increas-

ingly programmable, with multiple vendors offering programmable SmartNICs, DPUs, and

switches [40, 1, 76]. These two trends have led to intra-rack latencies of 1-2µs, with the ability

to inspect, cache, and modify packets in flight at line rate.

Despite fast networks, memory disaggregation has remained elusive while storage, such

as spinning disks and solid-state drives, has seen widespread disaggregation. The reason for this

contrast is that storage device access latency is far higher than a network round trip. In the case

of memory, the opposite is true. Memory access latency is approximately 20 times lower than

a network round trip (50-100ns), effectively making it a separate tier of memory when placed

across a network. While there is ongoing research demonstrating the advantages of tracking
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cache lines over pages for remote memory [14], the cost of fully disaggregating all memory is

deemed too high [84]. A common proposal for disaggregated memory is to have CPUs with a

reasonably sized cache (e.g., 4GB) of DRAM attached to them, along with software to manage

and reduce the cost of remote accesses [84].

A large body of literature exists on disaggregated memory systems with a significant

local cache. Many of these systems intervene in the virtual memory system to decrease the

cost of accessing remote memory by employing prefetching and eviction strategies aimed at

minimizing blocking remote accesses [32, 9, 64, 51]. Similarly, object-based disaggregated

systems utilize remotable objects with per-object tracking to mitigate the frequency of remote

accesses [81, 100]. Additionally, compiler-based systems leverage static and dynamic analysis

to identify large, small, and hot objects for cache optimization [33, 90]. These systems primarily

focus on analyzing memory access patterns and reducing the number of remote accesses with

decreasing volumes of local cache. However, they often overlook a critical aspect of memory

access: sharing. When memory is shared, access patterns alone are insufficient to minimize

round trips. Some degree of coherence must be maintained between remote caches, which is the

primary focus of this dissertation.

At its core, the challenge of sharing in disaggregated memory is serialization. When a

data structure is shared by multiple accessors, some mechanism must ensure the consistency of

the data structure. In a monolithic system, this is often achieved with locks or atomic operations.

Across machines, serialization is typically accomplished by either a centralized sequencer or a

distributed protocol. As a point of comparison, consider the differences between serialization

in a traditional RPC system and disaggregated memory. In an RPC system, requests arrive on

a NIC and are delivered to one or more CPU cores for processing [56, 67, 45, 24, 65]. If all

requests are routed through a single CPU core, it implicitly serializes operations by enqueueing

the RPC requests and servicing them one at a time. If the RPC service has multiple cores, any

shared structure can be protected via a lock or other synchronization mechanism in the RPC

server’s local memory. In contrast, in a disaggregated system, no such server-side CPU exists.
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Or, if one does, it is assumed to be low power and incapable of handling significant traffic. In the

absence of such a CPU, clients must enforce serialization amongst themselves.

In the absence of a serialization mechanism close to memory, clients must rely on the

only mechanism available in commodity systems: RDMA atomics. Throughout this dissertation,

RDMA atomics will be used as the backbone of all shared disaggregated data structures. They

take the form of two operations: compare-and-swap (CAS) and fetch-and-add (FAA), which

execute with the same semantics as their local counterparts but on the memory of a remote

machine. While their semantics remain the same, their performance is dramatically different. As

noted before, the cost of executing a remote operation is 20 times that of local memory. This

latency inflates the size of critical sections built with remote locks and leads to stale caches and

poor performance for optimistic data structures under contention [91, 93, 87, 102, 55].

Data structures can be optimized for disaggregated memory by leveraging network

programmability.

This thesis statement is the core of the work presented in this dissertation. The challenges

listed above, while fundamental to the problem domain can be practically alleviated in a variety

of ways by exploiting modern network hardware. We provide evidence for the thesis statement

above by addressing the following two questions. Where and how should serialization occur?

The default answer to these questions is ”on the NIC” and ”with RDMA atomic verbs.” However,

given the landscape of programmable in-network hardware, our options are flexible. At rack-scale,

both TORs and NICs offer serialization points. The interface and mechanism for serialization

can be customized using programmable hardware. For instance, a switch could be programmed

to maintain locks [97], provide sequencing [78], or directly implement contended functions [50].

Simultaneously, NICs, though lower bandwidth and less centralized than TORs, have the

potential to offer extended RDMA interfaces [22] and implement OS functionality for remote

clients [34, 85]. What data structures should be used? Few data structures are currently designed

for remote memory [91, 87, 102, 93, 55, 86]. While these systems resemble RDMA [67, 45, 68]
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and NUMA [35, 36, 15] systems of the past, disaggregation requires special consideration for

the network hardware it runs on. How can round trips and access latencies be reduced? What

data structures are easy to build, and which are hard? These questions are a key focus of this

dissertation.

This dissertation explores the design of shared data structures in disaggregated memory

systems. I introduce two systems, SwordBox and RCuckoo, which address the challenges of

sharing and contending access to remote memory. SwordBox (Chapter 2) adopts a middlebox

approach to alleviate contention in shared data structures. Its key insight leverages the serialized

view of traffic at rack-scale TORs, caching data structure state on a programmable switch.

Additionally, I present RCuckoo (Chapter 3), a fully disaggregated key-value store specifically

designed to enhance key-value locality. RCuckoo utilizes locality-sensitive hashing to improve

performance in reads, writes, locking, and fault recovery by minimizing round trips. SwordBox

demonstrates significant improvements in both throughput (up to 30x) and tail latency (up to

300x), while RCuckoo meets or surpasses the performance of all state-of-the-art disaggregated

key-value stores on small key-value pairs and outperforms other systems on the most common

data-center workloads [20, 73].
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Chapter 1

Background

Disaggregated systems rely on a variety of state-of-the-art technologies. We begin this

Chapter by describing disaggregation generally and technologies that enable it (Section 1.1). The

disaggregated networks described in this dissertation are fast (100Gbps+) and rely heavily on

one-sided RDMA operations. In Section 1.2, we describe RDMA, the connections which enable

one-sided operations, their consistency guarantees, and the atomic operations which serialize

operations across connections. In-network computation enables new serialization points for

shared data structures – Section 1.3 describes the current landscape of programmable hardware,

its strengths and limitations. Section 1.4 introduces the concepts behind and challenges of

building shared data structures in disaggregated memory and how traditional structures can be

adapted to remote memory.

1.1 Disaggregation

Disaggregation stems from shifting hardware trends, marking a paradigm shift within

the systems community. Over decades, per-core access to memory bandwidth and capacity

has steadily declined [58]. While CPU core counts have seen consistent increases, memory

speeds and capacities have improved at a slower rate [66]. Consequently, CPU cores now have

diminished access to memory bandwidth and capacity compared to a decade ago. With memory

becoming an increasingly scarce resource, data center operators are exploring novel approaches
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to enhance memory utilization. Disaggregation emerges as one such option. Monolithic servers

typically allocate a fixed amount of RAM per machine, resulting in an uneven distribution of

memory utilization across the data center. Some servers suffer from memory shortages, while

others have surplus gigabytes. Disaggregation targets this spare, stranded memory, aiming

to provide each server access to a shared pool of RAM. In essence, disaggregated resources,

whether memory, FPGAs, or the network itself, can be provisioned for the peak-of-sums rather

than the sum-of-peaks [34, 85, 12].

The primary challenge in disaggregation is network latency [28]. The difficulty of dis-

aggregating a resource is directly related to its access latency relative to the network latency.

Disaggregated storage has become commonplace, with academia and industry pooling SSDs

and HDDs into shared storage pools for increased capacity and cost efficiency. This process

is comparatively straightforward compared to memory disaggregation, given the higher access

costs of storage relative to the network. For instance, intra-rack RDMA ping latencies typically

range from 1-2 microseconds, whereas HDD latencies are 10-20 milliseconds and SSDs are often

hundreds of microseconds. In these scenarios, the network overhead is usually a single-digit

percentage or less [71]. In contrast, DRAM latencies are in the range of 50-100 nanoseconds.

DRAM over RDMA incurs nearly a 20x overhead compared to local access. Despite this

overhead, RDMA remains a prominent candidate for disaggregated transport. CXL, an emerg-

ing technology, promises NUMA-like latencies (200-300 nanoseconds) for remote memory

access [21]. However, CXL’s availability and performance scalability are not well-established at

present [29, 52, 89]. Regardless of the interconnect used, the fundamental challenge of access

latency persists. This dissertation primarily focuses on RDMA, although the algorithms and data

structures presented herein are largely agnostic to interconnect specifics.
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1.2 RDMA

Remote Direct Memory Access (RDMA) serves as the fundamental technology enabling

disaggregation. This section delineates RDMA’s attributes in facilitating disaggregated architec-

tures via its one-sided verbs, alongside the intricacies of constructing shared data structures atop

RDMA, particularly concerning serialization.

RDMA stands as a low-latency, high-bandwidth network protocol. It achieves superior

performance by circumventing multiple overheads inherent in traditional networking stacks,

such as Linux Sockets. Firstly, RDMA operates as a kernel-bypass technology, empowering

user-space applications to directly engage with the network interface card (NIC), leveraging NIC-

specific features like on-NIC caches [93], and sidestepping context switch overheads. Secondly,

RDMA’s foremost feature lies in offloading a significant portion of the network stack to NIC

hardware, effectively bypassing the CPU entirely for data transfer. CPU bypass on the receiver

end distinguishes RDMA as the pivotal technology for disaggregation. A receiver can expose its

resources like memory without necessitating CPU intervention in managing the transfer.

To illustrate the contrast between traditional Unix API-based communication and RDMA,

consider the following scenario: In a conventional networking stack, when a process sends a

UDP message on an existing socket, the user initially marshals the data and submits it to the

kernel through a send operation. Subsequently, the kernel copies the data from user-space,

configures the packet header, and dispatches the packet to the NIC. Conversely, with RDMA, the

user-space application pre-registers a memory region with the NIC before sending data. When an

application intends to transmit data from this region to a remote machine, it furnishes a pointer

to the data, the data’s size, the remote machine’s address, and the NIC’s intended action (verbs).

The application initiates transmission by invoking a dedicated RDMA send operation. This

operation, non-blocking in nature, signals the NIC to perform a direct memory access (DMA)

operation, extracting the memory from the process’s address space, assembling a packet on the

NIC (inclusive of managing transport state), and transmitting directly to another machine. In

8



the case of a write, the receiving NIC issues DMA to the remote machine’s memory without

engaging its CPU.

While the aforementioned example provides a high-level portrayal of CPU bypass for

RDMA writes, it is imperative to recognize that the RDMA protocol is inherently complex,

featuring various connection types and verbs. The extant InfiniBand RDMA specification spans

over 1,700 pages [38]. Within this section, I briefly highlight the salient aspects of RDMA

pertinent to this dissertation’s objectives.

1.2.1 RDMA Connections

When run over Ethernet using the RoCEv2 (RDMA over Converged Ethernet) standard,

RDMA NICs located on client and server can cooperate to implement congestion [57, 101] and

flow control, reliable delivery, and at-most-once delivery semantics. Before exchanging data,

RDMA endpoints establish a queue pair (QP) which defines the region(s) of memory each is

able to access. Like Internet transport protocols, RDMA queue pairs provide a configurable set

of semantics depending on the transport mode selected: UDP-like semantics are provided by

unreliable datagram (UD) and unreliable connections (UC), while reliable connections (RC)

are similar to TCP, ensuring reliable, in-order delivery. Moreover, reliable connections support

so-called 1-sided verbs (e.g., read, write, and compare-and-swap) that are executed autonomously

by the remote NIC without any remote CPU involvement.

The benefits of the various transport modes and 1-vs-2-sided verbs have been a topic of

intense debate. While reliable connections provide enhanced guarantees, their implementation

requires on-NIC memory, a precious resource, and researchers have observed scalability bottle-

necks due to memory and cache limitations in the Mellanox ConnectX family of RDMA NICs

[23, 47, 44, 92, 46]. Recent work has shown how to overcome limits in terms of the number of

connections [74, 69], but the ordering guarantees provided by RC remain restricted to individual

queue pairs. While unreliable transport modes can deliver superior performance and scalability

[47], they require the use of 2-sided verbs—i.e., involvement of a CPU at the memory server—to
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Figure 1.1. Achieved throughput of RDMA verbs across twenty queue pairs on data-independent
addresses as a function of request concurrency. When using atomic requests, ConnectX-5 NICs
can support approximately 2.7 MOPS per queue pair, up to about 55 MOPS in aggregate.

ensure ordering, a non-starter for passive disaggregated settings. Unless hardware support for

more sophisticated 1-sided verbs [96, 88, 94] becomes available, another approach is required.

The memory semantics of one-sided RDMA are complex. While RC provides in-order

delivery of messages, different verbs have their own ordering semantics. For instance, issuing

a read prior to a write may see the results of the write. Across QPs, no ordering is guaranteed

by default. The effect of these semantics is that system designers must be very careful with

how they use RDMA. If a read is issued on the same address as a write before waiting for the

write to complete, the user must specify a fence flag in the read operation. Across QPs, the

lack of ordering means that partially written data is visible to other QPs; a common tactic is to

accompany writes with CRCs to enable the readers to verify the data’s integrity [67, 68, 91, 102].

When serialization is required across QPs, the only available mechanism are RDMA atomic

operations.
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1.2.2 RDMA Verbs on Mellanox NICs

While RDMA is a generic protocol, the Network Interface Cards (NICs) utilized through-

out this dissertation are Mellanox ConnectX-5. These NICs implement the base specification of

RDMA and also provide additional features outside the InfiniBand specification, which can be

exploited for performance gains. In this section, I describe RDMA verbs and their performance

characteristics on Mellanox NICs, with a specific focus on atomic operations.

Atomic verbs such as compare-and-swap (CAS) and fetch-and-add (FAA) are essential for

implementing locks or opportunistic concurrency. Atomics are limited to 64-bit operations and

bottleneck at lower rates than reads and writes because they block requests on data-dependent

addresses while waiting on Peripheral Component Interconnect Express (PCIe) round trips

[46, 93]. Figure 1.1 shows that the NICs in our testbed (100-Gbps NVIDIA Mellanox ConnectX-

5s) are capable of serving many tens of millions of RDMA operations per second (limited only

by link speed), but CAS operations to remote server memory top out around 50 MOPS.

While atomic operations are limited to 64 bits, read and write message sizes are bounded

only by the link Maximum Transmission Unit (MTU). Figure 1.1 shows that on our testbed, NIC-
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to-NIC round-trip times are similar for all message sizes less than about 128 bytes, and messages

must exceed 1 KB before the latency of a single large operation exceeds two round-trip times of

smaller ones. We leverage this observation in Chapter 3 by collapsing multiple small reads into a

single larger one when appropriate. The optimal threshold trades off latency reduction against

the amplified bandwidth cost of performing larger reads (read amplification).

Mellanox NICs include a small amount (256 KB in our case) of on-NIC memory that

can be addressed by remote clients using RDMA operations [6]. Accesses to NIC memory

avoid the need to cross the server’s PCIe bus, decreasing latency and increasing throughput.

The performance gain is particularly significant for atomic operations. Figure 1.2 shows the

maximum aggregate throughput of concurrent CAS operations targeting the same single (i.e.,

contended) address or distinct, independent addresses in both main server memory (shown in

orange) and on-NIC device memory (blue). CAS operations perform between 1.8 and 3.1 times

faster on NIC memory. Chapter 3 illustrates the profound effect that utilizing NIC memory can

have on data structure performance in a disaggregated setting by using NIC memory specifically

for high contention locking operations.

1.2.3 RDMA Limitations

RDMA is a powerful technology; however, it has well-documented drawbacks that can

make system design difficult and limit performance. One significant debate revolves around the

limitations of the RDMA API. Certain operations are challenging with RDMA; for instance, allo-

cating memory requires calls into the control path, and data indirection like pointers necessitates

a round trip back to the sender to resolve [22]. As detailed in prior sections, atomic operations

are slow and lead to performance bottlenecks [46].

Of particular note is the difficulty in achieving global ordering across queue pairs (QP).

Even using fast NIC memory for RDMA operations yields only a few million operations

per second (around 10M). Using this technique to implement a global sequencer is orders of

magnitude slower than a global sequencer implemented with two-sided verbs and an efficient

12



RPC system (around 120M) [46]. In the next section, I overview the rise of programmable

network devices and provide some background on how they can alleviate some of the limitations

of RDMA.

1.3 Programable Networks

The past decade has seen the rise of programmable network devices. These devices are

capable of executing users’ code often at line rate. A huge variety of devices exist: SmartNICs [30,

61, 60, 77], DPUs [12], FPGAs [26, 34, 79, 85], and programmable switches [19, 41, 42, 97]

from a wide variety of vendors. Often these devices provide thin operating systems which allow

users to develop and deploy code written either in C or P4. These programmable devices are

powerful and transformational tools for designing network systems as they can offer orders-

of-magnitude performance improvements when deployed in the right context [78], such as

sequencing where it has shown to offer huge benefits for consensus [53, 54]. In this dissertation,

we leverage the power of programmable switches to exactly this benefit to get fast in-network

serialization for RDMA based data structures (Chapter 2).

Most prior proposals for disaggregation consider rack-scale deployments where servers

are partitioned into roles: compute, memory, and storage, all of which are interconnected by a

top-of-rack switch [10, 25, 39, 48, 84]. The central role of the ToR in this architecture has not

gone unnoticed, and researchers have observed that a programmable switch can offload a wide

variety of traditional operating system services [10, 41, 42, 50, 97, 99]. The constraints in each

case are similar: programmable switches have limited memory and processing capabilities. If

the computational task is too large packets must be recirculated adding additional latency and

reducing aggregate bandwidth. Ideal applications for programmable switches use little memory,

require minimal processing and deliver outsized performance benefit.

Specifically, prior work has shown that programmable switches are able to provide

rack-scale serialization at low cost [53, 54, 78], manage locks [97], and track the state required
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to maintain an RDMA reliable connection [49]. Researchers have even used a programmable

switch to implement a centralized memory controller including a unified TLB and cache for

passive remote memory [50]. Their approach is limited, however, by the resource constraints

of the switch. Inspired by performance-enhancing TCP proxies of old [11, 31], we consider

a slightly different design point where the authoritative state and control logic remain at the

endpoints.

In Chapter 2, we will show that a programmable switch can be used to great effect

in accelerating a shared RDMA based data structure by caching a small amount of data and

modifying operations in flight to reduce (or entirely remove) contention. In the following section

we describe data structures in disaggregated systems and prior work on NUMA based data

structures.

1.4 Disaggregated Systems and Data Structures

The aforementioned trends and technologies have enabled disaggregated systems to

become a reality. A common model for disaggregated memory is that the remote memory of

another machine can be used as a swap space or as a remote cache rather than disk. In this model,

applications are apportioned a partition of remote memory for their pages [9, 32, 51, 58, 64, 84],

objects [81, 100], or cache lines [14]. These systems focus on improving performance by

reducing the number of remote memory accesses that an application has to make. In general,

this is done by identifying hot and cold memory, then prefetching and evicting data to reduce

the number of faults to remote memory. Additionally, these systems focus on fault-tolerance by

replicating or erasure coding memory across replicated memory servers [51].

A commonality between each of these memory systems is the lack of sharing. Operations

common to non-disaggregated systems like mmapping a shared page are not supported by these

systems. In cases where shared access is supported using POSIX interfaces, performance is not

considered to be a concern [8]. Disaggregated systems that share efficiently, at the time of writing,
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are entirely custom-built data structures, the majority of which are key-value stores, transaction

processors, or caches [55, 87, 86, 91, 93, 98, 102] . Each of these systems takes on a significant

burden in terms of development. Most designers develop their own fault tolerance, replication,

recovering, allocation, and serialization protocols. In nearly every case, the performance of

these systems is determined by the techniques used to serialize writes on the index of the data

structure.

In this section I describe the challenges of building a shared data structure in disaggregated

memory. Pointers and pointer chasing are expensive in disaggregated memory. I describe the

tradeoffs of using pointer-based structures (e.g. linked lists) vs dense structures (e.g. arrays)

in Section 1.4.1, finally we describe these same tradeoffs in the context of hash tables, and

opportunistic vs lock based concurrency schemes.

1.4.1 Sparse vs Dense Data Structures

Data structures in disaggregated systems can be broadly categorized as either sparse

or dense. Sparse data structures are pointer-based, such as linked lists and trees. Dense data

structures reside in a linear block of memory, such as an array or heap. These two categories

form a spectrum as some structures, like hash tables, may have a dense index and a sparse

data region formed by linked lists. The choice of data structure has a profound impact on the

number of memory accesses required to perform operations. Sparse data structures typically

require pointer chasing, which involves traversing some number of pointers to reach the data,

for example, searching through a linked list or down a binary tree. Dense data structures are

typically easy to index into but tend to require more data movement, such as inserting into a

sorted array. Moreover, when designed for concurrency, sparse data structures are typically more

amenable to optimistic approaches, where operations can be done out of place and committed

via an atomic operation, while dense data structures typically use locks to implement a critical

section while data is updated.

In the context of disaggregated memory, the choice of data structure is critical as each
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Table 1.1. Cross section of systems and techniques. Full circles imply that a system uses
the category, denotes when a system meets the qualification in spirit but not explicitly, and

when the technique is absent. Columns OC and CC stand for Optimistic Concurrency and
Compute Coalescing respectively.
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pointer resolution or data move requires an RDMA round trip. Lock-based data structures can

bottleneck quickly if locks are too coarse-grained, and client failure while holding a lock can

lead to distributed deadlock. Optimistic approaches can lead to high amounts of wasted work if

operations fail, although their failure cases may be easier to reason about as the effects of the

operation are not visible until the operation is committed.

Disaggregated data structures are not the first to face these challenges. NUMA data

structures, RDMA key-value stores, and preliminary work on disaggregated data structures each

have their own combination of techniques for managing this tradeoff space.

Table 1.1 is the result of a literature review on the state-of-the-art for shared data structures.

We noted a variety of techniques that cross-cut the systems we reviewed. Read inflation is a

technique which takes advantage of data structure locality. Simply put, if a rough location of

data is known, a big read can be issued to fetch a region containing the data. This reduces search

time for data in terms of memory access (or round trips) and trades off bandwidth for latency.
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Hopscotch hashing [36], detailed more in the next section, defines a range h in which data can

be placed in its hash index. This technique goes hand in hand with relaxed data structure layout

(e.g., associativity) which allows for data to be placed in any order within pre-defined bounds.

RACE [102], a recent disaggregated key-value store, uses 8-way associative storage in its index

and uses read inflation to grab each bucket in a single read. Sherman [93], a write-optimized

B+Tree, uses associative, rather than sorted, leaves to reduce contention on writes.

Due to the high cost of reading far memory, a common trait among these systems is to

push complexity to the client. We classify the act of pushing complexity to clients into three

categories: pre-compute, metadata caching, and self-verifying. Pre-compute is the idea that

additional work on the client can reduce the number of reads required in remote memory. As

noted in the introduction, Clio [34] uses a flat precomputed page-table, RACE uses a local

power-of-two choices decision to reduce contention, and Sherman uses a local lock table to

reduce remote contention. Each disaggregated system makes use of some degree of metadata

caching, where a component of the data structure’s index is cached locally on the client to reduce

the number of reads required to synchronize with the remote state. In nearly all cases, data

structures are self-verifying, meaning that the data structure’s integrity can be determined by a

local calculation on the client. These are commonly CRC64s [67, 68, 87, 102].

The techniques used by these systems are largely the same as those used to design RDMA

key-value stores for non-disaggregated memory over the past decade [23, 45, 67, 68]. The

primary difference is that disaggregated systems use exclusively one-sided RDMA operations,

while RDMA key-value stores typically route write operations through a CPU to serialize

requests.

Despite the similarities between the two classes of systems, there is no agreement

on whether data structures should be optimistic or lock-based as each have distinct benefits.

For instance some data structures require large critical sections which are more amenable to

locks [36], while others (such as linked lists) can have their critical sections reduced to a single

pointer update with relative ease [91]. In Chapter 3, we design a lock-based hash table which
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merges the qualities of Cuckoo and Hopscotch hashing to improve locality and enable efficient

precomputation. In Section 1.4.3, we describe how different disaggregated systems have used

locks and optimistic concurrency, and in Section 1.4.2, we describe the properties of Cuckoo

and Hopscotch hashing. Our stance in Chapter 2 is that both locks and optimistic concurrency

have their place in disaggregated systems, and that a middlebox can be used to accelerate both

lock-based and optimistic approaches.

1.4.2 Hash Tables

Fully disaggregated key-value stores are essentially concurrent hash tables whose conflict-

resolution strategy is implemented entirely by individual clients [55, 87, 102]. Like any hash

table, the underlying hashing algorithm must have an approach to managing collisions. Cuckoo

and hopscotch hashing are particularly attractive in this context because they both provide the

property that the potential locations of an entry in the table, regardless of contention or collision,

can be deterministically computed by clients based only upon the key itself [23, 24, 36, 56, 67, 75].

Moreover, the set of locations is limited. Hence, at least in theory, systems built around either

cuckoo or hopscotch hashing hold the potential for single-round-trip reads.

Cuckoo hashing uses independent hash functions to compute two (or more) potential

table locations for a key, a primary and a secondary, where each location corresponds to an

associative row of entries. A key is always inserted into its primary location. If that row is full,

an existing key is evicted (or “cuckooed”) to its secondary row to make space. If the cuckooed

entry’s secondary row is also full, the process iterates (by selecting yet another entry in the

secondary row to cuckoo) until an open location is found. The path of evictions is known as a

cuckoo path. While insertions can be involved, reads can always be executed in a single round

trip by reading the rows corresponding to both of a key’s locations simultaneously [67].

Hopscotch hashing works in a similar fashion but provides a slightly different guarantee,

namely that keys will be located within a bounded neighborhood. (While cuckoo hashing limits

the number of locations in which a key may be stored, it does not provide any locality guarantees
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regarding those locations.) It does so by finding the physically closest empty entry to the desired

location and then, if that location is not within the neighborhood, iteratively moving other entries

out of the way to make room for the new key. The hopscotch process is facilitated by maintaining

a per-entry bitmask of nearby collisions. The entries are stored directly in the index at the

location the entry hashes to, when updates are made during insertions or deletions the bitmask is

updated to show that the collied entry has been inserted or removed. As with cuckoo hashing,

clients can index entries in a hopscotch hash in a single round trip by reading a key’s entire

neighborhood at once.

The insert operation is expensive for both approaches, and prior systems have taken

steps to mitigate its cost. In associative hashes like cuckoo hash tables, multiple entries can be

chosen as eviction candidates, and breadth-first search (BFS) has been shown to minimize both

cuckoo-path length and critical section time [24, 56]. Farm [23] and Reno [37], two systems

based on hopscotch hashing, completely avoid executing long hopscotch chains due to their

execution time and complexity. Moreover, under either approach, the insert operation can fail

despite vacant entries in the table—they are just too far away to be reached by either the cuckoo

path or hopscotch’s neighborhood-bounded linear probing. The point at which inserts begin to

fail, known as the maximum fill factor, is a function of the number of hash locations and row

associativity in cuckoo hashing and desired neighborhood size for hopscotch hashing.

RCuckoo (Chapter 3) uses cuckoo rather than hopscotch hashing due to locking concerns.

First, each step of a cuckoo insert process requires one update—to the entry being moved to

its secondary location—rather than two. When an entry is relocated in a hopscotch table, the

collision bitmask must also be updated. (Reno [37] uses one-sided atomics to sloppily update the

bitmask but requires a server-side CPU to fix the bitmasks whenever concurrent inserts execute.)

Second, keys exist in one of two locations in cuckoo hashing, so updates and deletes require

locking only two rows, while hopscotch entries inhabit a range of locations, so a conservative

locking strategy must lock the entire range. Yet, RCuckoo takes inspiration from hopscotch

neighborhoods and employs dependent hashing to increase the spatial locality of key locations,
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enabling clients to use local caches to speculatively compute cuckoo paths.

1.4.3 Locks vs Optimistic Concurrency

Locks and optimistic approaches both provide mechanisms for managing concurrent

access to shared data structures. Locks provide a critical section which is executed atomically

by a single thread, while optimistic approaches allow multiple threads to execute concurrently

and resolve conflicts at the end of the operation. Both have their own tradeoffs which lead to

different performance and fault-tolerance characteristics in disaggregated memory.

Sherman’s B+ Tree [93] is augmented using entirely one-sided RDMA operations. Sher-

man improves performance under contention in two ways. First, it places locks for each node in

the B+ Tree in a special region of NIC memory exposed by ConnectX-5 NICs. Second, Sher-

man’s clients employ a hierarchical locking scheme to reduce the contention for server-hosted

locks. This client-local optimization significantly improves performance in cases where clients

are collocated; SwordBox seeks to achieve similar efficiencies at the rack scale.

Clover [91], RACE [102], and a successor to RACE called FUSEE [87] all use op-

timistic concurrency. They each support remote key-value stores through optimistic use of

one-sided RDMA atomic operations and client-driven resolution protocols. In Clover, reads

and writes for a given key are made to an append-only linked list stored in (persistent) remote

memory [91]; clients race to update the tail of the list. In FUSEE, persistence is implemented

through client-driven replication, so clients race to update a majority of replicas in an instance

of distributed consensus [87]. In both cases, writes are guarded by CAS operations so clients

can independently determine the outcome of the race. Because we are interested in the funda-

mental costs of contention—as opposed to the additional challenge of replication—we focus

specifically on Clover in this paper, but SwordBox could equally well apply to a (degenerate)

non-replicated instantiation of FUSEE. Indeed, we provide a performance comparison in the

evaluation (Section 2.4).

In Clover, all RDMA requests are targeted at the (presumed) tail of the list and writes
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are guarded by CAS operations. A client may not know the location of the tail as other writers

concurrently push it forward. When an operation fails to land at the tail of the list, Clover

traverses the structure until the tail is found. While this provides no liveness guarantees, in

the common read-heavy case concurrent clients eventually reach the end of the list. To speed

up operations, clients keep caches of the end of each key’s linked list to avoid traversals. By

implementing a shared cache at the ToR, SwordBox decreases the likelihood of stale accesses.
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Chapter 2

Swordbox: Accelerated Sharing of Disag-
gregated Memory

Proposals for disaggregated memory systems often forgo sharing entirely in favor of

partitioned regions [9, 32, 64, 84]. Each of these proposals cuts at a fundamental goal of remote

memory, which is to increase capacity via pooling and reduce the need to increase CPU pin

counts for increased memory bandwidth. The unfortunate result is that these systems do not

meet the same expectations as local memory systems. For instance, any system requiring mmap

with Shared semantics is not natively supported, and for those that do, the performance penalty

is extreme with no tools to mitigate the cost. The issue with this approach is that it may have

unforeseen consequences in terms of memory utilization that may actually be worse than those

on monolithic servers.

One strategy to deal with the cost of synchronization is to simply have applications

duplicate resources rather than share them. On a large system hosting hundreds of VMs, the cost

of duplicating shared libraries is known to be high, and deduplication among VMs is already

common. Further, on monolithic servers, the explicit nature of message passing systems has

been studied extensively, and extremely high performance can be achieved by using explicit

remote accesses [44, 45]. Given these two factors, monolithic servers with well-designed RPC

systems could potentially share more effectively and achieve better resource utilization than a

naive disaggregated system which exposes a transparent but slow interface to remote memory or
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blindly replicates rather than sharing.

The key motivation behind SwordBox is to demonstrate that a centralized in-network

device can effectively remove contention and enable line-rate performance for disaggregated

shared memory. We noticed while investigating shared remote memory that the fastest RDMA

key-value stores used mostly one-sided RDMA but still required a CPU to serialize writes. The

moment that the CPU was removed entirely, the 99th percentile tail latency jumped dramat-

ically [91]. One option we considered was to use a smartNIC to serialize writes rather than

a CPU. Prior projects like Clio [34], SuperNIC [85], and Prism [22] suggested that network

functions were a good fit for smartNICs and that the could be used to implement close to memory

operations like pointer chasing. While we agreed, individual NICs could not provide rack-scale

coherence—in order to provide a rack-scale uniform memory machine, we would need to think

about a mechanism which could provide a global total order to all operations. A programmable

switch is an ideal candidate for this role as it sees all of the traffic in a rack and can enforce

global ordering. Our goal in this project was to design a system that could provide a full upper

bound on the performance achievable by a disaggregated shared memory system as a benchmark

for future systems to compare to.

The reason why sharing remote memory is hard is easy to identify: sharing remote

memory requires coordinating access across multiple clients, yet the RDMA protocol—like

TCP—provides a connection-based abstraction; while connection-less operation is possible,

much like UDP it provides essentially no semantic guarantees. Fundamentally, remote memory

operations must be ordered to provide coherent access, and the RDMA protocol provides two

basic mechanisms to do so remotely (i.e., in a 1-sided fashion): reliable connections that ensure

ordering and atomic operations that deliver mutual exclusion. While the performance of RDMA

connection handling has received considerable attention [23, 74, 17], connections remain an

end-to-end abstraction, and do not provide any guarantees regarding operations from distinct

clients. For that, systems must rely on atomic operations like compare-and-swap (CAS), but

their enhanced semantics dictate expensive implementation choices on the NIC, dramatically
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restricting their performance compared to simple verbs like read and write [46]. Moreover,

atomic operations are available only over reliable connections.

As a result, most existing systems that deliver scalable, high-performance shared re-

mote access depend on the presence of computational resources collocated with the remote

data [45, 68, 23, 67, 74]. In particular, a memory-local CPU can employ 2-sided RDMA opera-

tions to orchestrate operations between multiple clients [45, 47], avoiding the need for atomic

operations. Unfortunately, such RPC-like approaches are infeasible in the passive memory

setting. Alternatively, organizations with significant resources have considered redesigning the

RDMA protocol itself to better support the needs of the disaggregated usage case—by, e.g.,

removing the connection abstraction and providing more powerful verbs [96, 88, 94]—but such

hardware is not yet available.

In this chapter, we explore an alternative dimension: rather than relying exclusively on

end-to-end solutions, we consider leveraging in-network resources—specifically programmable

switches that are located between clients and the remote memory servers—to accelerate systems

based on existing 1-sided RDMA verbs. Concretely, we observe that in rack-scale disaggregated

settings, the top-of-rack (ToR) switch serves as a single serialization point for all RDMA requests.

As a result, it is possible to transparently rewrite RDMA operations in flight to orchestrate requests

from multiple clients to passive memory servers, sidestepping the fundamental bottlenecks

present in the current connection-based RDMA protocol.

We present SwordBox, a top-of-rack switch that implements two separate yet compli-

mentary approaches to accelerating RDMA-based passive memory. Client-driven schemes must

rely either on mutual exclusion (i.e., locks) or optimistic concurrency control (which require

multiple round trips to resolve conflicts). SwordBox removes the performance bottlenecks of

both by 1) multiplexing multiple clients’ RDMA operations onto shared connections to leverage

the ordering semantics delivered by reliable connections [69], and 2) caching small amounts

of metadata to dynamically steer in-flight RDMA updates to serialize concurrent operations to

remote-memory indexing structures.
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Figure 2.1. Max throughput as a function of the number of RoCEv2 RC connections. Each
queue pair is managed by a separate core and issues in-lined writes.

We apply SwordBox to two remote memory systems that natively support sharing:

Sherman [93], which uses locking, and Clover [91] that relies on optimistic concurrency. We

show that both systems natively collapse under contention due to RDMA’s limitations, but

SwordBox can remove their bottlenecks. Concretely, by multiplexing all acquire and release

operations for a shared lock in Sherman onto a single reliable connection, SwordBox can replace

the client-issued compare-and-swap operations with a lightweight writes, delivering a potential

10× throughput gain. Performance gains are even higher in the case of Clover, where we resolve

update conflicts to Clover’s internal, append-only metadata index structure by steering requests

to an advancing set of locations, as if they had been issued by a single serialized client. Our

evaluation shows that under a 50:50 read-write workload, throughput rises by almost 35× while

bandwidth usage and tail latency drop by 16 and 300×.

2.1 Serialization

The fundamental challenge faced by passive remote memory systems is ensuring con-

sistency [70] by ordering accesses to any given location. RDMA reliable connections provide

per-connection ordering, enabling clients to issue multiple outstanding requests; the NIC ensures
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Figure 2.2. PDF of request reorderings. Retransmitted requests lead to reordering values of zero.
97% of requests retain their order (delta=1), however reorderings of up to 13 requests can occur.
(Note logarithmic y axis.)

in-order delivery despite packet reordering and drops with sequence numbers and go-back-n

retransmission. When clients are collocated, queue pairs can be shared by multiple cores through

techniques such as flat combining [69, 93]. Unfortunately Figure 2.1 shows that the performance

of individual queue pairs fall far short of line rate on our NICs; we do not observe full per-

formance until at least seven queue pairs are used simultaneously. Moreover, as traditionally

conceived, a QP is intended to be established between a single client and server—limiting its

utility in a disaggregated setting. In the following subsections we experimentally illustrate the

challenges to ordering across such clients.

2.1.1 Switch-Enforced Ordering

Packets processed by a programmable switch pipeline are sequenced in order: updates

to switch registers are atomic as each state of a pipeline is occupied by exactly one packet at a

time. Moreover, all packets destined to a given port must traverse the same egress pipeline. As a

result, the ToR places packets from all flows destined to the same (single-homed) destination

in a total order—not only with respect to their own flow, but others as well. In the context of
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RDMA, however, switch-enforced packet ordering is insufficient. Even if packets (from various

reliable connections) arrive at a server NIC in a given order, they may (appear to) be processed

in arbitrary order due to contention at the NIC or PCIe bus [72].

Figure 2.2 shows that NIC and PCIe reordering is not merely an academic concern, but

occurs with some frequency. In this example, we issue RDMA read, write and CAS requests

at a rate of one million requests per second to 1,024 different memory locations according to a

Zipf distribution and spread these requests across 32 different reliable connections. Each request

is routed through a programmable switch that keeps a global request counter for each RDMA

request (i.e., ground truth regarding request ordering). We track the order of responses relative

to the order the corresponding request was issued from the middlebox. The plot shows the

distribution of sequence-number gaps between responses. As expected, the vast majority differ

by one (i.e., the same order they were dispatched from the switch), but a non-trivial number are

out of order by one to five requests, and some by up to 15. Moreover, this experiment neglects

the reality that some fames may be corrupted and/or lost by the link, necessitating retransmission

and further cross-flow reordering.

2.1.2 Atomic RDMA Operations

In a remote-locking scheme, clients use an atomic RDMA operation to attempt to acquire

a lock: because the operations are totally ordered at most one client will succeed at a time.

Unfortunately, atomics are famously expensive [46], fundamentally because they require mutual

exclusion across all RDMA queue pairs—concurrent read and write operations with a data

dependency on the atomic address must stall until the atomic completes. Figure 1.1 considers the

best-case scenario where clients attempt to access unique locks (i.e., each instruction is issued

to an isolated cache line) in remote memory using an atomic operation in comparison to reads

and writes. We confirm that the findings of prior studies [46, Fig. 14] with older hardware

(i.e., ConnectX-3) remain true on our ConnectX-5 NICs, namely that atomic requests scale with

27



non-atomics only to a point.1 CAS operations have a hard performance ceiling, while standard

verbs (e.g., read and write) continue to scale with increased request concurrency. The situation is

even worse when operations target the same address (i.e., lock contention; not shown).

One of the difficulties RDMA NICs face when implementing atomic operation is ensuring

that there are no other conflicting memory operations at the server—even ones issued locally.

More generally, any main-memory operation issued by the NIC must cross the PCIe bus and

face potential contention. Modern nVIDIA Mellanox NICs like the ConnectX-5 provide a small

region of on-NIC memory that can be mapped into the address space of RDMA applications,

removing the remote PCIe overhead for frequently accessed data. (Indeed, Sherman employs

this memory region to store its B+Tree locks.) Figure 2.3 compares the performance of serialized

CAS and write operations to addresses in main vs. NIC-hosted device memory. CAS operations

are issued across many queue pairs to achieve maximum throughput while the write operations

are issued on a single queue pair to enforce serialization. While the use of NIC-hosted memory

boosts CAS throughput from approximately 3 to around 9 MOPS, write operations remain

dramatically more efficient in either case.

One way to avoid the overhead of remote lock acquisition in low-load situations is

to attempt to directly modify the data (using an atomic RDMA operation) and recover if the

operation fails due to a race; such schemes are known as optimistic concurrency control. While

far more performant than lock-based approaches in the un-contended case, optimistic approaches

can be prohibitively expensive when contention is common. As a concrete example we consider

the chances of success in Clover. Figure 2.4 shows the percentage of requests which succeed in a

50:50 read-write workload as a function of the number of concurrent client threads. Success rate

drops dramatically with concurrency.

At present RDMA has no support for addressing failed operations at the server, such as

pointer chasing or operation retryi—although some have proposed such extensions [88, 63, 22].

Rather, clients resolve failures themselves at significant cost. In some systems, the retry is a

1Experiments with a ConnectX-6 exhibit similar behavior.
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Figure 2.3. Throughput comparison of serialized RDMA operations in NIC-mapped device and
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heavyweight, pessimistic operation, leading to a substantial—but fixed—overhead. In others,

like Clover and FUSEE, subsequent attempts remain optimistic, resulting in a linear (per-retry)

increase in costs. In the latter case, high rates of contention lead to congestion collapse, where

retries are essentially doomed to fail, dramatically decreasing goodput.

Concretely, our measurements show that under contention the average bandwidth cost of

Clover read and write operations can inflate by 16× (Figure 2.14) when compared to an optimal

scenario in which all operations succeed on their first try. Perhaps even more significant than

the overheads associated with the expected number of retries is the cost at the tail—namely the

latency associated with those particularly “unlucky” requests that fail repeatedly. Note that these

operations are precisely those for hot memory locations, so likely to be ones that matter. Under

contention Clover’s p99 tail latency increases by over 300× (Figure 2.15).

2.1.3 Implications

Systems that leverage RDMA atomics have hard performance limits because the afore-

mentioned constraints. Locks located at a single address which use traditional lock, unlock
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Figure 2.4. Percentage of successful operations in a 50:50 read-write workload spread across
1,024 keys according to a Zipf(0.99) distribution as a function of thread count. At 240 threads
less than 4% of operations succeed.

operations are limited to around 500k accesses per second. This assumes perfectly coordinated

requests, under contention requests which fail to acquire or release a lock still consume operation

bandwidth. Under contention RDMA has poor support for traditional locking. In contrast

optimistic data structures with locks scattered throughout, such as a linked list, are not rate

limited by this single address restriction. However, they are fundamentally limited by the fact

that any atomics have half the throughput of reads and writes. More critically, under contention

optimistic data structures have no liveness guarantees.

2.2 SwordBox’s Design

SwordBox is our general-purpose approach to accelerating RDMA-based applications

like shared disaggregated memory that require operation ordering across clients. In this section

we explain the functionality SwordBox provides and then apply it to two separate remote memory

systems. At a high level, SwordBox is capable of 1) tracking on-going reliable connections, 2)

parsing and caching their contents, and 3) modifying operations in flight. Because it defines a

total order on outgoing RDMA requests, SwordBox can safely remap them between different
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Figure 2.5. RoCEv2 packets consist of an Ethernet, IP, and UDP header. The RoCE BTH header
stores QP data, sequence numbers, flags, and operations. The BTH+ header contains operation
specific data: virtual addresses, DMA size, and atomic payloads.

connections as well as transform atomics into lightweight verbs. As we show in the context of

Clover, by tracking a small bit of application-specific state, SwordBox can also use its knowledge

of operation order to modify the target address or value of conflicting operations to resolve

write/write conflicts before they occur.

2.2.1 Connection Multiplexing

RoCEv2 tunnels the original Infiniband-based RDMA protocol on top of UDP, using

destination port 4791. RoCEv2 packets have two headers, BTH,and BTH+, shown in Figure 2.5,

both of which SwordBox needs to parse. The BTH header indicates the operation, while the

BTH+ headers contains the target virtual address and the operation payload. In cases where

SwordBox wishes to enforce ordering across operations from different clients, it multiplexes them

onto the same reliable connection. SwordBox does not establish or terminate connections itself—

setup and teardown are handled end-to-end as usual by the RDMA NICs. Rather, SwordBox

simply moves operations between existing connections.
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Connection tracking

To facilitate connection multiplexing, SwordBox maintains a table of reliable connections

transiting the switch, shown in Figure 2.6. Connections are uniquely identified by their source

and destination IP address, source UDP port (the destination port is fixed for all RoCEv2 traffic),

and queue pair ID. Entries are added to the table upon queue pair establishment and removed

at teardown (or after a timeout). Each row in the table is associated with a ring buffer of map

entries that track outstanding operations. As RDMA packets arrive and are placed into a total

order at the switch, the row corresponding to the packet’s incoming queue pair is updated with

the current sequence number. Retransmissions (i.e., packets whose sequence numbers are no

greater than the value already in the table) do not update the table. The table also records the

highest sequence number used by an outgoing packet on each connection, which may not be the

same as the incoming sequence number due to remapping.

Remapping

In general, RDMA packets will be forwarded using the same connection on which they

arrived. In application-specific cases, however, SwordBox may wish to move them to a different
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queue pair, i.e., to multiplex them onto a shared connection. In that case, the packet needs to be

rewritten to use the new connection’s source and destination addresses (both IP and Ethernet),

UDP port, and an appropriate sequence number—which is computed to be one higher than the

last packet transmitted on the outgoing connection. (Incoming retransmissions—detected due to

their non-advancing sequence number—are always mapped to the same outgoing connection and

sequence number as the original.) To facilitate ACK and retransmission handling, every packet

creates a map entry in the ring buffer of its outgoing connection.

For efficiency, our DPDK implementation maintains the ring buffers as fixed-size arrays

and use the packet’s outgoing sequence number (modulo the buffer size) as an index. Each entry

contains a reference to the packet’s incoming queue pair, its original sequence number, and, in

the case of atomics, space to record whether the operation was replaced by a write (Section 2.2.3)

and, if so, the prior value of the target address—which is tracked using application-specific

logic discussed below. If the packet was remapped, both the invariant CRC (ICRC) and the IP

checksum must be updated.

ACK coalescing

Demultiplexing ACKs for remapped operations is non-trivial due to optimizations in the

RDMA protocol. Specifically, an RDMA NIC may coalesce ACKs to reduce the number of

packets transmitted and save bandwidth: like TCP, ACKs are cumulative. Coalescing presents a

challenge when operations from multiple incoming connections are multiplexed onto another,

as an ACK may correspond to operations issued by more than one client. Forwarding the ACK

back to only the client who issued the (last) operation referenced in the ACK will cause the other

clients whose operations were implicitly acknowledged by the server to timeout and retransmit.

Conversely, forwarding ACKs to clients without outstanding operations could lead to unspecified

behavior. Upon receipt of an ACK, SwordBox consults the map entries in the ring buffer for the

relevant connection. SwordBox generates a separate ACK for each incoming connection with

outstanding packets acknowledged by this ACK, setting the sequence number (and address and
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queue pair information) according to their map entries.

2.2.2 State Caching

In addition to connection information, SwordBox can also parse RDMA operations to

track the current state of memory locations of interest. The particular addresses are obviously

application specific, but the mechanism is generic: SwordBox simply needs to apply the op-

erations to its local cache in the same order it transmits the operations to the destination. We

find that despite the large amounts of data transferred by passive memory systems, contention is

typically localized to a few key addresses, such as those that are used to store locks, indexing

datastructures, and other metadata. Moreover, these locations are typically accessed using atomic

operations, limiting the data size to eight bytes a piece.

2.2.3 Atomic Replacement

When SwordBox tracks the state of address locations of interest, it necessarily determines

outcome of atomic operations. Hence, SwordBox can be configured to multiplex all operations

targeting specific addresses to the same connection and replace atomic operations with writes

that simply store the outcome of the atomic, whether it be a compare-and-swap or fetch-and-add.

Here we describe how SwordBox handles the former without loss of generality.

Replacing a CAS operation with a write is straightforward as the RoCEv2 headers differ

by only a few fields (Figure 2.5). SwordBox transforms CAS requests to writes by swapping the

BTH OP code, setting the BTH+ size field of the write to eight (recall all CAS operations are 64-

bits long), and copying the appropriate value—either the “swap” value from the CAS operation

on success or the current (cached) value on failure—into the payload. SwordBox indicates the

operation has been transformed in its map entry (Section 2.2.1) as well as recording the prior

value. Because a write’s size field is only four-bytes long (as compared to the second 64-bit

compare field in a CAS operation), the length of the packet shrinks by four bytes; SwordBox

updates the IP length field accordingly.
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After processing the write operation the destination NIC will respond with a regular,

write ACK. As part of its ACK processing, SwordBox applies an inverse transformation to

convert write ACKs to Atomic ACKs when necessary. RDMA Atomic ACK headers are very

similar to regular ACKs with the only difference being that the atomic ACK contains the value

that was overwritten, which SwordBox retrieves from the corresponding map entry.

2.2.4 Applying SwordBox to Disaggregated Memory

We now describe how we use SwordBox’s techniques to accelerate the contention

management techniques used by Sherman and Clover. In the case of Sherman, SwordBox

multiplexes all operations (encoded as CAS operations) for a given lock on a single connection,

caches lock state at the switch, and replaces acquisition attempts with writes. SwordBox’s

acceleration of Clover is more lightweight—in fact, entirely soft-state—but even more impactful.

By caching a small amount of server state that clients manage through CAS operations, SwordBox

is able to adjust these requests to ensure they succeed at the server, thereby avoiding expensive

application-level retries for concurrent updates.

Shared locks

Sherman uses CAS operations to implement its node locks. Sherman’s locks are simply

specific (NIC-hosted) memory locations that store either a one (locked) or zero (free). Hence,

lock requests are expressed as CAS(0,1), which fail if the lock is unavailable (i.e., the stored

value is currently not 0) or atomically set the value to 1—acquiring the lock—if successful.

Unlock operations are the inverse. Presuming communication between the ToR and the memory

server is reliable and in-order (as provided by an RDMA reliable connection), it is conceptually

straightforward for SwordBox to cache the current value of the lock at the ToR.

In our design, SwordBox multiplexes all operations for a given address (i.e., lock) over

the same connection to maintain ordering between the ToR and destination server. It can then

use its local cache to determine whether an arriving CAS operation will succeed or fail. (If it
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does not have the current value at the target address cached, it allows the atomic to pass through

unmodified and populates its cache with the response.) Knowing the outcome, SwordBox is free

to replace the CAS operation with a lightweight write in flight. When a CAS operation arrives

for a lock address, SwordBox replaces it with a write for the specified value. (Releases will

always succeed, setting the value to 0, while lock acquisition attempts always leave the value as

1; their success or failure is dictated by the prior state.) When the ACK comes back, SwordBox

converts the ACK to an Atomic ACK before forwarding it back over the original connection

to the client. Because lock values are always zero or one, it suffices to store a single bit—as

opposed to eight bytes—to record the prior value in a lock operation’s SwordBox map entry.

Even in the case when the lock is already held (and the acquire attempt is doomed to fail),

SwordBox still forwards a write request to the memory server to ensure the client and server

agree regarding the total number of RDMA verbs communicated between them. The ACK is

replaced with a CAS “failure” so that the sender knows the lock acquisition failed. This is in

keeping with SwordBox’s performance-enhancing-proxy philosophy: it accelerates, but does not

replace, the application’s end-to-end semantics. Indeed, one could implement the lock server at

the ToR itself [97], but that would require a redesign of the underlying system; our goal is to

support selective deployment where SwordBox may not be on-path for all servers, dictating that

we do not make any changes to the existing system. Moreover, our approach does not require

terminating RDMA connections at the switch, which would require extensive buffering.

In general, the determination of which operations share state is application specific

and requires inspecting each packet to extract the relevant pieces of metadata. In the case of

Sherman, lock locations can be identified by inspecting CAS requests. Each CAS virtual address

corresponds to a node lock in the Sherman B+Tree. While SwordBox must interpose on the full

set of queue pairs terminated by a given (set of) server(s), this seems reasonable as the ToR is

usually on-path for all servers in disaggregated rack settings.

SwordBox is designed for closed-loop clients. Connection remapping would require

large amounts of buffering if clients had many in-flight requests spread across multiple QP.
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Out-of-order requests would need to be buffered prior to delivering them as out-of-order packet

delivery triggers RoCE’s go-back-n retransmission protocol. Our aim is to enable rack-scale

disaggregation where the total number of cores (clients) is less than O(1k) where the few MB of

available switch memory is more than sufficient.

Steering

Unlike Sherman, Clover does not implement locks. Instead, Clover attempts to append

to a per-key linked list using atomic operations. Clover detects concurrent updates by breaking

writes (i.e., list appends) into two RDMA operations: one write to create a new node, and a CAS

operation to update the next pointer of the node at the tail of the list—the latter fails when another

node was added concurrently. Concretely, it uses CAS operations to attempt to replace a NULL

pointer (indicating the end of the list) with a pointer to a new element. To prevent such stale

CAS requests from failing, SwordBox maintains a cache of the location of the (next pointer of

the) node at the tail of each key’s linked list. If a CAS request arrives at SwordBox destined for a

stale virtual address (i.e., an address other than the one currently cached for that key), SwordBox

steers the CAS operation by replacing its target address in the BTH+ header with the cached

address. While SwordBox could multiplex these operations on a shared connection to enforce

ordering (and replace them with writes), our evaluation shows the probability of reordering with

a contending operation on a separate connection after departing the ToR is sufficiently low that

the remaining cost of (clients) resolving such failures is minimal.

We implement steering by maintaining a cache of Clover’s linked-list datastructures

for popular keys. When a Clover packet arrives at the switch, it is parsed and passed to

application-specific cache management code that extracts the salient information from the

payload. Unfortunately, Clover RDMA CAS requests do not explicitly specify the write operation

to which they correspond; SwordBox infers the operation by checking the size of the RDMA

request and then extracts the Clover key from the appropriate the location in the packet. The key

is used as an index into a lookup table to find the virtual address of the current tail node for that
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key. Our strategy requires 64 bytes of data per key—the size of an RDMA virtual address.

While write steering suffices to avoid write/write conflicts, concurrent reads face a similar

dilemma: Clover reads seek to access the current tail of the linked list, but the address may be

stale if they “lose” a race with a concurrent write. To improve performance, SwordBox similarly

steers reads to the correct tail address. Unfortunately, unlike writes (which are easy to identify

by their use of the CAS operation), Clover reads are simply RDMA read operations for a virtual

address and a length. As reads can be for arbitrarily old virtual addresses a naive solution that

stored the lineage of each key would effectively require caching the entire contents of Clover’s

metadata server. Instead, SwordBox hashes the address of each write into an array somewhat

larger than the size of the key space and stores the key along with the address. Collisions are

resolved by replacing the old entry; keys with higher update rates maintain longer histories.

When reads arrive SwordBox looks up their destination address in the table; if the address

has a hit the associated key is used to look up the current tail in the write cache and the RDMA

read is steered to the cached location. Should a miss occur—either because the hash bucket was

overwritten by another key, or because the tail address is not cached—the read is left unmodified.

If it fails to arrive at the current tail, Clover’s end-to-end recovery mechanism kicks in.

2.2.5 Failure Handling

SwordBox collocates functionality—and therefore shares fate—with the top-of-rack

switch: if SwordBox fails, connectivity was already disrupted (i.e., the ToR is down). Hence,

the fact that a SwordBox failure will reset all remapped RDMA queue pairs to the attached

servers seems of little additional consequence. In the case of steering, however, we note that

SwordBox does not maintain any hard state: failure simply results in a performance hiccup if

packet-level connectivity can be maintained. The upshot is that a complete SwordBox failure

does not introduce safety concerns in any event.

However, there are other failure scenarios to consider. In particular, we presume that

the ToR sees the exact stream of packets that will be received—and processed—by attached
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servers. Unfortunately, this may not be true due to packet loss (e.g., due to CRC failures or

queue overflow) or even bugs on the server. Of course, these failure cases exist even without

SwordBox, and Sherman and Clover both provide their own error handling. The key distinction,

however, is that SwordBox maintains a cache that may become inconsistent with an attached

server, which was previously the single authority of both application and connection state.

With respect to connection mapping, if a packet is dropped between SwordBox and a

server and SwordBox maps a subsequent request from a different client onto the same QP, the

server will generate a go-back-n response and any other in-flight requests on that QP will become

invalidated. Hence, when SwordBox sees a go-back-n ACK, it triggers the same mechanism used

for ACK coalescing but in reverse: it broadcasts a go-back-n ACK to all clients with outstanding

messages. While this approach amplifies the performance impact of a lost packet, we expect such

scenarios to be unlikely in practice. Indeed, no packet drops ever occurred between SwordBox

and a server during our experiments because our clients issue only closed-loop operations.

While we do not employ connection mapping in Clover, SwordBox must still manage

potential inconsistency between its cache and server state. Concretely, it is possible for a linked

list to become “broken”. If SwordBox sees a client issue a CAS(A,B) request (attempting

to append node B to the list at A) before another issues CAS(A,C) (appending node C to the

same—stale—tail), SwordBox will steer CAS(A,C) to CAS(B,C). If the CAS(A,B) operation is

lost between SwordBox and the server, CAS(B,C) will still succeed, causing a broken chain: the

pointer A→ B does not exist but B→C does, and SwordBox believes C to be the tail.

In the normal case, the client will timeout and retransmit CAS(A,B), which SwordBox

will identify as a retransmission and not steer to the “new” tail, thereby repairing the list. (In

the mean time, the missing link is immaterial because subsequent requests are being steered by

SwordBox.) If, however, the client were to fail prior to retransmitting the CAS the chain will

remain broken. Here we use an out-of-band mechanism to repair the chain: on occasion our

control plane queries the switch to check for outstanding CAS requests and simply retransmits

them (spurious retransmissions are handled gracefully by the server). The trickiest case is if
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Figure 2.7. SwordBox’s DPDK processing pipeline.

SwordBox itself also fails in the mean time: we defer protecting against this double-failure

scenario to future work.

2.3 Implementation

We implement SwordBox in DPDK and P4. Our DPDK SwordBox implementation

(shown in Figure 2.7) consists of 3,392 lines of C and includes all of the features described in the

previous section—including ICRC recalculation—but is limited by single-core CPU performance.

Our P4 prototype has more limited functionality, but operates at 100-Gbps line rate.

2.3.1 Connection Steering

Our P4 prototype implements connection steering (§2.2.4) by using registers to store

connection state, virtual addresses, and outstanding requests. Switch registers are constrained to

32, 16 and 8-bit blocks, and are bound to specific switch pipeline stages [42]. Packets visit each

stage exactly once, so register reads and writes must be pipelined correctly so that the same stage

which stores a virtual address on a write, is the same that produces the address for CAS and

read. Because registers are fixed width, some lookups take multiple stages. We use two-stage

lookups for (64-bit) virtual addresses with two 32-bit registers, and a single stage for queue pairs,

sequence numbers, and connection IDs. Prior work has demonstrated that RDMA ICRC’s can
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Figure 2.8. Breakdown of switch resource utilization by SwordBox component.

be implemented in a P4 switch, but are redundant with the Ethernet CRC [13, 95]. Hence, like

previous authors [82], we disable ICRC checks at sender and receiver NICs and do not update

them at the switch.

Figure 2.8 provides a breakdown of the resource consumption of our P4 SwordBox

implementation as reported by the Barefoot SDE version 9.7.0. Each percentage is the average

value across the total 16 switch pipeline stages. SwordBox fits into 8 stages, and is run entirely

on the ingress pipeline. We use the header parser from the P4 simple switch to parse up to the

UDP header and create our own header parser for RoCEv2 and Clover headers. SwordBox uses

RoCEv2 header, write, and CAS payload information to identify traffic for steering. When new

Clover traffic is identified the connection is added to the connection tracker.

2.3.2 Connection Multiplexing

While straightforward to implement in DPDK, our P4 prototype currently does not

support connection multiplexing (and, hence, atomic replacement) due to the challenge of

supporting ACK coalescing. In order to determine to which clients to return an ACK, a variable

number—up to the number of clients—of entries must be matched against every packet. Yet,

each stage of a P4 pipeline holds unique data and supports only a single lookup. Replicating

entries across stages would allow for multiple lookups per packet but a server can coalesce an
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arbitrary number of ACKs so no fixed number of duplications suffice (and we frequently observe

coalescing of 10 or more requests). Recirculation is another alternative, but inflates bandwidth

usage in the common case and causes responses to be delivered in reverse order. One obvious

alternative is to disabling ACK coalescing at the server NIC, but we are unaware of a way to do

so on Mellanox NICs.

2.4 Evaluation

We use our DPDK implementation to perform a micro-benchmark where we explicitly

manage RDMA connections to remove the atomic operations used by Sherman’s locking mecha-

nism. We use the P4 implementation installed on a programmable switch to show the impact of

in-flight conflict resolution at rack scale in Clover.

2.4.1 Testbed

Our testbed consists of a rack of nine identical machines equipped with two Intel Xeon

E5-2640 CPUs and 256 GB of main memory evenly spread across the NUMA domains. Each
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mance adds no observable overhead to clover.

server is equipped with an NVIDIA Mellanox ConnectX-5 100-Gbps NIC installed in a 16x

PCIe slot and connected to a 100-Gbps ToR. Our DPDK-based micro-benchmarks use only three

machines: a load generator, a memory server, and a machine hosting our DPDK implementation

of SwordBox. The load generator is configured with default routing settings—it sends traffic

directly to the memory server. We install OpenFlow rules on a Mellanox Onyx switch to redirect

the traffic to the DPDK box. For the P4-based Clover experiments, we replace the Onyx switch

with an Edgecore Wedge-100 programmable switch running SwordBox. We configure one server

as a Clover memory server, one as a metadata server, and the remaining seven as Clover clients.

2.4.2 Atomic Replacement

We show that SwordBox is able to overcome the NIC hardware bottleneck by replacing

CAS operations with writes serialized on a given RC by running a micro-benchmark that focuses

exclusively on CAS performance. Specifically, we extract the CAS request from Sherman’s lock

operation and repeatedly generate it from one client to a single memory server (while routing it

through SwordBox using OpenFlow rules). Each client thread is bound to its own queue pair,
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Figure 2.11. Swordbox workload performance on 5% write workload. Due to cache misses and
contention SwordBoxgains nearly a 3x performance boost over Clover

and all client threads issue CAS requests to the same shared virtual address. We set the number

of cores on the SwordBox middlebox to 24 so that in our maximal test case each client thread

flows through exactly one middlebox core for the lowest degree of interference between QP.

Figure 2.9 shows the results when all requests are directed at the same address in the

remote server’s main memory. In the default case (labeled CAS in blue), SwordBox lets CAS

requests flow through without modification, each on their own queue pair. In the CAS→Write

(green) configuration SwordBox maps all client requests to the same QP at the server to ensure

serialization and replaces the CAS operation with a simple write.

We see a significant increase in performance when SwordBox converts CAS-guarded

requests to QP-serialized writes. Each configuration hits a distinct hardware limit: CAS requests

bottleneck at the server NIC due to being applied to a single key (c.f. Figure 1.1). When

converting CAS to serialized write operations, the bottleneck moves to the DPDK middlebox.

Specifically, DPDK requires all TX for a destination QP to be done by the same core; hence, all

requests must flow through a single core, capping the performance of our DPDK implementation

to the maximum per-core throughput of our middlebox server: 2.8 MOPS.
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Figure 2.12. Swordbox workload performance 50% write workload (YCSB-A)

2.4.3 Steering in Clover

While atomic replacement is feasible, it requires SwordBox to explicitly manage and

remap all the RDMA connections to a given (set of) server(s)—a resource-intensive task. Here,

we consider the more general and lightweight case where SwordBox serves as a performance-

enhancing proxy and attempts to avoid failed operations by steering requests in flight. We use

workloads from the YCSB benchmark [20] to access 1,024 128-byte objects stored in Clover.

Throughput

Figures [ 2.10, 2.11, 2.12, 2.13] shows the impact of SwordBox’s techniques at various

levels of contention. A read-only workload exhibits no contention, so SwordBox simply passes

through all operations unmodified achieving a maximum throughput of approximately 40 million

operations per second in our testbed. As a point of comparison, we also plot (in green) the

performance of a non-replicated instance of FUSEE, in which case their SNAPSHOT consensus

algorithm degenerates to a lock-based approach. While FUSEE’s absolute read throughput on

our testbed is considerably higher than reported by the original authors on their own hardware,
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Figure 2.13. Swordbox workload performance on a write only workload

it is less than half that of Clover on this workload. While Clover clients can safely cache the

linked-list location for popular keys (because any updates will cause the next pointer of the

returned element to be non-NULL), FUSEE clients must always issue two seperate, dependant

RDMA reads: one to obtain the current location for the desired key, and then one to read the

value.2

Clover (shown in blue) performance decreases markedly with even 5% writes, nearly

matching FUSEE; write steering alone (orange) provides minimal performance improvement as

the vast majority of writes succeed on their first try—it is the reads that are failing. Steering both

reads and writes (red) restores performance, although to a slightly lower overall throughput as

even successful Clover writes require two RDMA operations instead of one. At 50% writes, over

half of all write requests fail so applying write steering almost doubles performance. The steered

writes, however, then out-pace reads causing the majority of reads to fail unless SwordBox also

applies read steering. (The impact on tail latency is clearly shown in Figure 2.15.) Of course,

in a 100% write workload write steering alone is sufficient. While FUSEE suffers less from

2While the results in the FUSEE paper suggest it outperforms Clover [87, Figs. 13–15], Clover’s client cache is
disabled in those experiments, forcing all reads to go through the metadata server. Moreover, in our experiments,
FUSEE fails to scale beyond 256 clients—published results only go to 128 [87].
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increased contention, its writes require three or more RDMA operations; as a result SwordBox

pushes Clover to achieve 1.9–2.5× higher throughput than FUSEE.

Bandwidth reduction

Under contention, Clover’s remote operations can require additional packet exchanges

which inflate the bandwidth necessary to service the same number of memory accesses. Sword-

Box’s steering algorithms remove the need for requests to retry, eliminating the overhead.

Figure 2.14 plots the average bytes per operation for each strategy across the three workloads

with writes. (The read-only workload, not shown, never needs to retry.) We calculate the value

for each technique by summing the total bandwidth across a run and dividing by the number

of operations. Clover’s bandwidth usage increases with contention, growing by 2.5× at 5%

and 16× at 50% writes—all of which is recovered by applying read and write steering. Write

steering alone causes significant inflation in the cost of operations at 50% writes because many

read requests fail as discussed above.
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Tail latency

Optimistic concurrency is well known to exhibit poor tail latency under contention,

and Clover is no exception. SwordBox significantly reduces latency as steering ensures that

nearly all requests succeed on the first try. Figure 2.15 shows the 99th-percentile tail latencies

associated with SwordBox’s read and write steering in comparison to default Clover at varying

write intensities. Clover’s p99 read latency (solid blue) at 5% writes is 70 µs, around 10× its

baseline our our testbed. With read and write steering (solid red) the read tail latency drops to

8 µs—a 8× improvement over Clover even in this low-contention regime. At 50% writes the

performance increase from steering increases dramatically: p99 read latency drops by over 300×.

Writes (hashed) have slightly more than double the latency of reads as they require two round

trips and atomics are slower to execute than other operations. Combined write and read steering

provides a 17, 189, and 252× improvement in write tail latency, respectively, across 5, 50, and

100% write workloads. As one might expect, performing write steering alone privileges writes

over reads, dropping their tail latencies slightly further—at the cost of a dramatic spike in read

tail latency.
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Partial steering

One of most appealing aspects of SwordBox’s steering is the fact that it need not be

applied to all servers, or even memory regions (i.e., Clover keys) of a given server. Figure 2.16

shows per-client throughput as a function of the number of keys steered by SwordBox. To

accentuate the impact, we use a Zipf parameter of 1.5—as opposed to 0.99 in prior experiments—

to enhance the locality of requests. Steering requests for only the hottest-8 keys provides a 9.5×

improvement while tracking the hottest 64 delivers 27×.

2.5 The Cost of Programmable Switches

As shown throughout its evaluation, SwordBox offers significant performance improve-

ments over existing end-host solutions. The key insight behind SwordBox is that a small amount

of programmability in the network combined with a massive amount of bandwidth can offer

order-of-magnitude performance improvements for existing data structures, both lock-based

and optimistic. However, SwordBox comes at a non-trivial cost. Programmable switches are
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expensive, complex, and difficult to program. While SwordBox offers a solution to the problem

of contention, it is likely that only the most performance-critical applications would be likely

to qualify for the care and attention required for crafting a SwordBox-like solution. Further

complicating the matter is the fact that the Tofino series of switches has been discontinued by

Intel [59].

At a data structure level, the memory limitations of a switch pose a significant challenge

for generalization. In the case of append operations made to a linked list, only the final value

of the list needs to be cached to ensure the data structure’s integrity. However, inserting into

an arbitrary location in the list would require the entire list to be stored in cache. Given these

operational complexities, high cost of development, and data structure limitations, we ask the

question: What other techniques can be used to improve the performance of disaggregated data

structures?
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Chapter 3

Disaggregated Data Structure Design

SwordBox takes the stance that an additional piece of in-network equipment can be used

to accelerate an existing data structure. But what if we could just make the data structure itself

faster? In this chapter, we explore the design of a disaggregated key-value store, RCuckoo, which

aims to answer exactly this question. Instead of adding a new piece of equipment to accelerate a

data structure, with RCuckoo we aim to get better performance by co-designing itself with the

network.

There are a variety of data structure-specific optimizations that have been leveraged to

improve the performance of disaggregated data structures. Our position in this work is that

locality-based optimizations can provide significant benefit due to the high cost of round trips to

remote memory and the fact that network capacity continues to grow at an astonishing rate. In

this chapter, we make the case for locality-optimized cuckoo hashing and show how it can be

used to improve performance, reduce contention, and make use of the latest trends in network

hardware.

3.1 A Case for Fully Disaggregated Cuckoo Hashing

In general, key-value stores rely upon a high-performance index structure to localize key

operations and maintain values separately, necessitating multiple RDMA operations and network

round trips even in the absence of contention. Moreover, given the dominance of read-heavy
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workloads [16, 73], most systems eschew locks in favor of optimistic update approaches that

can lead to poor performance under contention. In this work we design an index datastructure

tailored for the constraints of current RDMA hardware. Specifically, we facilitate lock-based

updates by decreasing the number of round trips required to acquire locks and perform mutating

operations.

We introduce RCuckoo, a fully disaggregated key/value store based on cuckoo hash-

ing [75] that uses only one-sided RDMA operations. RCuckoo builds around a dependent

hashing algorithm that makes spatial locality a tunable parameter. RCuckoo employs a set of

complimentary techniques that leverage this enhanced locality to deliver higher performance

than any prior disaggregated key/value store while gracefully handling client failures:

• Deterministic lock-free reads. Cuckoo hashing ensures an entry is always located in one

of two locations which can be read in parallel.

• Space-efficient locks frequently allow clients to acquire necessary locks in a single RDMA

operation.
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• Client-side caching enables accurate cuckoo-path speculation to improve insert perfor-

mance.

• Leased lock acquisitions allow clients to detect and recover from client failures using

timeouts.

Combined with a datastructure design that facilitates aggressive batching of RDMA

operations, these techniques enable RCuckoo to limit the number of round trips required for

all table operations. In the common case, reads execute in one or two (for large values) round

trips, uncontested updates and deletes require two round trips, and the median insert operation

involves only two round trips—although the expected number increases as the table fills. On

our testbed, RCuckoo delivers comparable or higher performance on small values across the

standard set of YCSB benchmarks than all of the existing disaggregated key/value stores we

consider. Concretely, with 320 clients RCuckoo delivers up to a 2.5× throughput improvement

on read-intensive (YCSB-B) workloads and up to 7.1× their throughput on write-intensive

(YCSB-A) workloads. Moreover, RCuckoo’s performance remains high despite 100s of clients

failing per second.

3.2 Design

In this section we describe the design of RCuckoo, a fully disaggregated lock-based

cuckoo hash table in which clients communicate with passive memory servers over reliable

RDMA connections using exclusively 1-sided operations. We first describe our table design and

protocol to read and modify the contents of the table. In the common case, reads complete in

one (for small values) or two (for large values) round trips while update and delete operations

require two. Then we introduce a locality-enhanced hashing algorithm and show how it enables

our protocol to perform inserts in a small number of round trips. Finally, we discuss lock-table

practicalities. For simplicity, we describe our design in the context of a single memory server,
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but it is straightforward to shard a large hash table across multiple servers (with a minor tweak,

see Section 3.2.3).

3.2.1 Datastructures

Figure 3.2 shows RCuckoo’s index and lock table (both maintained at the remote memory

server) during an insertion of key K. The index table (right) is a single region of RDMA-registered

main memory divided into rows of fixed-width entries. Each row contains n associative entries (3

in this figure; we use 8 in practice) and terminates with an 8-bit version number (not shown) and

64-bit CRC (that is computed over the entire row including version number). Clients access the

index table using 1-sided RDMA reads and writes; CRCs facilitate lock-free reads as each row

can be self-verified while version numbers enable clients to detect if a row has been modified.

Table entries contain either inlined key/value pairs or a key and 48-bit pointer to an extent

to store larger values. The least-significant bit of an entry signifies its type; values are inlined

by default. Extent entries use 23 bits to encode the value size (which can range from 23 to 226
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bytes). Extents are located in separate, pre-allocated, per-client, RDMA-registered regions of

server memory to avoid contention on inserts. Entry and key sizes are configuration parameters,

but must be fixed at table creation.

Locks (stored in a bit vector in NIC memory, shown on the left) each protect a tunable

number (here, two; 16 in our experiments) of index rows. Clients perform lock acquisition and

release with RDMA compare-and-swap (CAS) operations. Specifically, RCuckoo leverages

masked CAS (MCAS) operations [2, 93] to obtain multiple locks simultaneously while avoiding

false sharing.

3.2.2 Operations

We detail the operations supported by RCuckoo below; Figure 3.3 visualizes the corre-

sponding message exchanges.

Reads

RCuckoo is designed to facilitate lock-free, single round-trip reads for small values as

they are the dominant operation for key/value stores in many data centers [16, 73]. To read the

value associated with a given key clients calculate the potential table locations for the key’s entry

(using the hash functions described in the next subsection) and issue RDMA reads for both rows

simultaneously. Because all operations between a client and a given server travel over a reliable

connection, they are intrinsically ordered, but in our description we will only call out when a

particular ordering among a batch of messages is required.

Moreover, as we discuss below, if the rows are located sufficiently close together, it

can be beneficial for the client to issue a single covering read that returns the contents of both

rows—as well as intervening and potentially surrounding ones—in a single request. In our

experiments RCuckoo clients issue a single, large read rather than two small reads if the locations

are within 148 bytes of each other (i.e., adjacent rows) as our parameter sweeps show it has a

negligible increase in latency over smaller RDMA requests (Figure 3.1) and provides substantial
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improvement for insert operations. (If bandwidth is not a concern, we find that a 2-KB threshold

can deliver a further 3% boost to insert performance, but the resulting read amplification is

significant.)

A read is successful if either row contains an entry with the desired key and the row’s

CRC is valid. An invalid CRC indicates a torn write or rare failure case, in which case the

operation is retried (see Section 3.3.1). As shown in Figure 3.3(a) inlined reads are complete

after one round trip, while reads for large values require a second round trip to retrieve the extent.

Updates and deletes

Updates and deletes, like reads, access only two locations in the index table, but require

a client to acquire the associated locks. Due to RCuckoo’s locality enhancement, it is usually

possible to attempt to acquire both locks in a single MCAS operation (Section 3.2.4). If so, the

client issues read(s) for the corresponding rows of the index table immediately afterwards but in
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the same batch of operations.1 In the rare case that the locks must be acquired independently—

necessitating an additional round trip—the reads are batched with the second lock request.

Assuming successful lock acquisition and valid reads, the operation can proceed if the

key is present in either location. In a single (ordered) batch of operations, the client first writes

the updated/freed entry and recomputed row version and CRC before releasing the locks. When

updating values stored in extents, clients store the value to a new extent via an RDMA write that

is sent in parallel with lock requests. On lock release clients write the first bit of the old extent to

free it. Deletes operate identically save writing a new extent. Clients garbage collect their own

extents by occasionally scanning their allocated region for freed extents. Figure 3.3(b) shows

that most uncontested operations complete in two round trips; clients retry acquisitions until they

succeed or detect a failed client.

Insert

Inserts are challenging because concurrent operations might result in cuckoo paths that

collide. Rather than face the prospect of having to unravel a partially completed insert upon

collision, RCuckoo clients compute a complete cuckoo path ahead of time and then acquire locks

on all the relevant rows to ensure its success. Moreover, to facilitate recovery from client failures,

an insert is performed by cuckooing elements one at a time, starting by moving the last entry in

the path to the empty location, and then replacing it with the previous entry in the path, and so

on until the new entry is inserted in its primary location.

To speed up cuckoo-path searches, RCuckoo clients keep a local, RDMA-registered

cache of (relevant portions2 of) the index table. Clients validate—and, if necessary, update—their

cache at each step of the insert operation as explained below, so stale cache entries do not impact

correctness, only performance.

At a high level an insert operation proceeds in three (or four) phases. For extent entries,
1Because the lock table is located in NIC memory, RCuckoo clients can employ SEND FENCE on reads batched

with lock acquisitions to ensure consistency without incurring a performance penalty.
2A small cache suffices; we use 64 KB in our experiments. Caching the entire index yields negligible additional

benefit.
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clients first write the value to a free extent—in parallel with the remaining three phases. Clients

maintain a local slab allocator that manages their private extent region, so there is no contention.

Regardless of whether the entry contains an inlined value or a pointer to an extent, RCuckoo

clients start by identifying a potential cuckoo path using only the contents of their local table

cache. Clients then simultaneously attempt to acquire the locks for and update their cache of

the rows that comprise the candidate path. Using only the contents of their newly updated local

cache, clients conduct a second search to confirm that a candidate path—either the initial guess

or an alternative that similarly consists only of currently locked rows—exists. If so, the insert is

performed; if not, the client releases its locks and retries.

Speculative local search: Identifying a viable cuckoo path for insertions requires mul-

tiple dependent reads. RCuckoo attempts to limit the number of remote operations by first

conducting a speculative local search. Prior to contacting the server, RCuckoo clients search the

contents of their local table cache to build a speculative cuckoo path. As with prior work, we

use breadth-first search (BFS) to identify short paths in an attempt to minimize bandwidth and

locking overhead [56]. If the client cache is empty the degenerate path is presumed, i.e., that the

key will be inserted into its primary location without the need for any cuckooing. Obviously,

speculative cuckoo paths are most useful when client caches are fresh—often due to a failed

prior attempt to insert the same key.

Cache synchronization: Armed with a potential cuckoo path, clients identify the set of

locks necessary to protect the relevant rows. Approximately 99% of paths can be locked with

a single MCAS operation (Figure 3.6); longer paths acquire locks in groups (Section 3.2.4).

Immediately after, but in the same batch of RDMA operations as each attempt to acquire (a

subset of) the locks, clients synchronize their local cache by issuing reads for (at least) all of

the rows covered by that set of locks. In general, locks cover multiple rows, so this will be a

superset of the rows necessary for the identified path. Note that if lock acquisition is successful,

the values returned by the read of the corresponding rows—and, thus, the client’s local cache of

those rows—will remain synchronized until the lock is released.
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Figure 3.4. CDF of distances between cuckoo locations for different locality settings using
RCuckoo’s dependent hashing.

Figure 3.2 shows an example insert operation where the client updated its cache of the

section of the index table outlined by the dashed red line using a single covering read. Here,

the primary row for K is full and the entry for key C is being evicted to its secondary location.

Hence, the client has acquired locks corresponding to the row where it hopes to insert the entry

for key K as well as the row into which it plans to cuckoo the existing entry for key C. The

rows shaded in gray are synchronized because they are covered by the acquired locks, while the

intervening two (unshaded) rows are updated in the client’s cache, but their contents cannot be

depended upon without additional validation. Rather, they may increase the likelihood that a

subsequent speculative search yields a valid result.

Second search: If all the lock acquisitions are successful, the client validates that the

initial path remains valid. Under an insert-heavy workload, however, speculative cuckoo paths

are frequently stale. Yet, a valid cuckoo path may still exist within the locked rows. Hence, if the

initial path is no longer viable, clients perform a second search restricted to only the synchronized

part of its cache, i.e., rows for which they currently hold the lock. In either case, if a valid path

is found the series of swaps and version/CRC updates are calculated and issued as a batch of
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RDMA writes, one row at a time, followed by (an ordered set of) lock releases. If no valid path

exists the client releases its locks and tries again, conducting another speculative search on the

updated cache contents.

This entire process repeats until success, a client determines there is no viable cuckoo

path (at which point the insert operation returns an error indicating the table is full), or a failed

client is detected. Given the fully-disaggregated context we assume the index table will be

initially provisioned at its maximum size; we defer resizing to future work. If cuckoo paths were

to randomly span the table it is unlikely that an alternate valid path would exist within the locked

rows when speculation fails. In the next subsection, however, we describe how RCuckoo uses

dependent hashing to dramatically increase the likelihood that an alternate path exists using rows

surrounding those identified by the speculative search.

3.2.3 Locality

In a traditional cuckoo hash, the two locations for a given key are deliberately independent

which allows the table to be filled quite full before inserts begin to fail. In RCuckoo the distance
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Figure 3.6. CDF of cuckoo spans for dependent and independent hashing. A cuckoo span is the
distance between the smallest and largest index in a cuckoo path

between keys’ two cuckoo hash locations is a tunable parameter. We show experimentally that an

optimal locality setting can dramatically decrease the number of round trips required to perform

inserts in RCuckoo while maintaining high (90%+) fill maximum factors.

Increased locality has two direct benefits: it increases the probability that both of a keys’

locations can be read with a single covering read—which updates more of a client’s local cache,

improving the likelihood that failed insert operations will succeed upon retry—and decreases the

number of MCAS operations necessary to acquire the relevant locks. It also reduces the region

of the index table likely to be spanned by cuckoo paths, which speeds up inserts, but leads to hot

spots that limit the table’s expected maximum fill factor.

In RCuckoo, the primary location for a key is chosen uniformly at random, while the

second is offset from the first by uniformly random value drawn from a probabilistically bounded

range, where the range is likely to be relatively small. We start with a base hash3, h(), and use it

to implement three independent hash functions h1(), h2(), and h3(). (In our implementation we

use a different salt for each of the three functions.) We compute the two locations L1 and L2 for

3We use xxHash [18] in our implementation.
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a key K as

L1(K) = h1(K) mod T,

L2(K) = L1 +(h2(K) mod f f+Z (h3(K))) mod T,

where T is the size of the index table in rows, Z (x) is the number of trailing zeros in x, and f is

a parameter that controls the expected distance between the two hash locations. (In a sharded

deployment, the second location is restricted to the same shard by “wrapping around” the offset

accordingly.) The particular formulation is not important, but the upshot is exponentially fewer

keys have secondary locations at increasing distances from their primary. The latter aspect is

crucial, as any fixed bound on the distance between hash locations leads to low maximum fill

factors (on the order of 10–15% in our experiments).

Figure 3.4 shows the distance between hash locations as a CDF for different values of

f , while Figure 3.5 shows that larger values of f enable practical fill factors for tables with

100 M entries. In our evaluation we set f = 2.3. As shown in the figures, for index tables with

eight entries per row, RCuckoo delivers an expected max fill of greater than 95% with a 68%

probability that a key’s locations are located five or fewer rows apart.

Decreased distances between hash locations naturally lead to shorter cuckoo paths when

combined with our breadth-first search approach. Using f = 2.3 and a table size of 100-K rows,

Figure 3.6 shows that when filling the table to 95% full, slightly more than half of insertions do

not require any cuckooing, and 95% of insertions require cuckoo paths that span 32 or fewer

rows while nearly 99% span 256 or fewer. Conversely, with independent hashing, insertions that

require any cuckooing at all almost always result in spans of 2 K rows or more.

3.2.4 Locking

While RCuckoo reads are lock free, updates and especially inserts depend critically on

locking performance.
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Figure 3.7. 99th-percentile round trips required per insert in a 512-row table when filling to
95%. 512 buckets per lock corresponds to a single global lock.

Lock granularity

Increased locality decreases the number of round trips required for lock acquisition.

Recall the lock table is a linear array of lock bits and each bit locks one or more table rows.

As mentioned previously, RCuckoo implements lock acquire and release using RDMA masked

compare-and-swap (MCAS) operations that can update 64 bits at a time. To avoid deadlock

RCuckoo acquires locks in increasing order. For any given operation, clients group the necessary

locks into the smallest number of sets as possible (where each set is an attempt to acquire one

or more locks within a single 64-bit span) and issue MCAS operations one at a time in order

of their target address. Clients continuously spin on lock acquisitions and only move to the

next MCAS operation after the current one succeeds. Due to this one-MCAS-per-round-trip

acquisition procedure, lock granularity is critical to performance.

If, as in Figure 3.6, almost 99% of cuckoo spans are 256 rows or less, and each lock

protects four rows, nearly 99% of insertions can have their locks acquired with a single MCAS. Of
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course, increasing the number of rows covered by a single lock can lead to false sharing, forcing

additional retries to acquire the necessary locks. Figure 3.7 shows the results of a representative

experiment where 8 clients are concurrently filling a 512-row table to 95% full. We report the

99th-percentile (i.e., the most expensive inserts when the table is nearly full) number of round

trips required to acquire the locks necessary to perform an insertion as a function of both lock

granularity (i.e., number of rows per lock, on the x-axis) and lock size (i.e., the number of locks

that can be accessed with a single MCAS operation, on the y-axis—RCuckoo’s single-bit locks

correspond to 64 locks per message).

While there is some noise due to experimental variance, the far-right column shows that

a single global lock results in high contention (as there is only one lock in the system, it does

not matter how many locks can be acquired per message). Conversely, the top left corner shows

that, despite the lack of false sharing when a lock corresponds to exactly one row, the inability

to acquire more than one lock at a time leads to a large number of round trips. Under these

conditions, the sweet spot falls in the range of 2–16 rows per lock. In our experiments we use

16 rows per lock as, when combined with our choice of f , a single MCAS suffices for the vast

majority of insertions.

Clients may fail while holding locks, preventing other clients from making progress. As

described in the next section, clients independently detect such failures by setting a time out for

lock acquisition. To avoid false alarms, i.e., clients timing out due to a slow-moving client (who

might, for example need to acquire a long list of contended locks), RCuckoo clients are given

a bounded time to acquire all their locks. If a client takes longer than this time to acquire all

of its locks it releases all held locks and restarts the (timer and) acquisition process, hopefully

allowing other clients to complete their own acquisitions.

Virtual locks

While Figure 3.7 suggests that RCuckoo could employ larger locks (e.g., 8–16-bits per)

without increasing the number of round trip times required to acquire them, there is an additional

64



design constraint that drives our choice of single-bit locks. Specifically, to improve locking

performance, RCuckoo locates the lock table in NIC device memory which delivers 3× higher

throughout on contented addresses than host memory (see Figure 3.1). It is also lower latency as

operations to device memory avoid a PCIe round trip. Unfortunately, NIC memory is limited

(to 256 KB on our ConnectX-5s), so this choice bounds the size of the lock table and drives our

single-bit design.

Moreover, to allow RCuckoo to support tables with more than 64 M rows, we implement

a virtual lock table where multiple logical locks map to a single physical lock. Concretely,

we map a logical lock l drawn from a table of size L to a physical location p in a bit-array of

size P by computing p = l mod P. Mapping multiple virtual locks to a single physical lock

introduces yet another source of false sharing, but allows us to support arbitrarily large tables.

When employing virtual locking, clients performing an insert first map rows to virtual locks,

then to physical locks, then sort them into groups.

3.3 Fault Tolerance

In keeping with the rest of its design, RCuckoo handles failures in a fully disaggregated

manner as well. We depend upon the RDMA hardware to handle network failures and focus

exclusively on fail-stop client behavior. Server failure can be addressed by employing client-

driven replication on top of RCuckoo. While there may be opportunities to integrate replication

into RCuckoo itself, we defer such an exploration to future work. In RCuckoo, client failure is

only of concern if the failure occurs in the middle of a mutating operation (i.e., update, delete,

or insert); hence, RCuckoo detects client failures by noticing that a pending mutation does not

complete in a timely fashion. Any client that encounters such a situation endeavors to recover the

stranded lock and repair the impacted portion of the index table. The remainder of this section

describes how RCuckoo clients detect faults, reclaim stranded locks, and, if necessary, repair the

index table. Finally, we discuss additional measures that can be employed to prevent stale writes
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if desired.

3.3.1 Failure detection

Clients detect failures by setting a timeout when attempting repeated lock acquisition or

read requests. Because RCuckoo operations are designed to require only a few round trip times,

a client performing a successful mutating operation will complete and release its locks extremely

rapidly. Conversely, a client that is unable to acquire all the locks required for an insert operation

releases those they do hold before trying again. Hence, it is extremely unlikely that repeated

attempts to acquire a lock or perform an untorn read will fail continuously.

Of course, there is a possibility that a given row is highly popular, leading to high lock

contention and/or repeatedly torn reads. Clients distinguish this case by consulting the CRC for

the row they are unable to successfully read or lock. Because each mutation increases the version

number, even updates that replace an entry with the same value will result in a different CRC.

Clients declare a false positive and restart their failure timer if a CRC changes between attempts.

We expect client failures to be relatively rare, so set our fault timeout conservatively.

Failure timers must allow for worst-case locking time, second-search time, and RDMA message

transmission time. We bound locking time; search and message propagation are both measured in

single-digit microseconds on our testbed. To guard against the possibility that network conditions

lead to high rates of RDMA retries we set the maximum RDMA operation retry number to three.

In this context, we set the failure timeout to 100 ms in our experiments, orders of magnitude

above the 99th-percentile insert time of 50 µs.

3.3.2 Repair Leases

RCuckoo recovers stranded locks one lock at a time; if a client fails holding multiple

locks recovery may be conducted by multiple clients at different times depending on their access

patterns. RCuckoo’s lock table does not maintain records of ownership, so there is no way to

“transfer” lock ownership from the failed node to a recovery node in the table itself. Instead,
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clients acquire a repair lease that grants exclusive permission to reclaim locks on a region of the

index table. The index table is broken into n regions so repairs can be executed in parallel.

Figure 3.8 shows the format for entries in RCuckoo’s lease table, maintained in RDMA-

registered main memory on the server. Lease entries contain the lease holder’s queue pair ID

(which RDMA ensures is unique for a given server), a set bit, and a counter (incremented on

each acquisition). A lease is considered free if the set bit of the current entry in the lease table

is zero. Clients attempt to acquire the lease using RDMA CAS operations to ensure mutual

exclusion. Upon successful acquisition, a client completes the repair (described below) and then

relinquishes the lease by clearing the set bit. Leases are revoked (to handle the case of a failed

recovery node) using a timeout mechanism similar to normal locks. If a client times out while

attempting lease acquisition it claims it for itself (again, using CAS to resolve any races) and

marks the lease holder as failed (see Section 3.3.4).

3.3.3 Table repair

All modification operations write new entries as a cuckoo path; updates and deletes have

a path of length one. Cuckoo paths are executed by first claiming an open entry at the end of the

path and proceeding backward along the path, cuckooing entries forward one-by-one until the

new entry is written at the beginning of the path. Client failures can occur at any point along an

insertion path; a failed client can leave the table in one of four distinct states based on how far

along it was:

1. A duplicate entry exists and one has a bad CRC,

2. A duplicate entry exists and both have correct CRCs,

3. No duplicate exists but one row has a bad CRC, or
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4. No duplicate exists and no rows have a bad CRC.

The last case can occur if a client fails prior to issuing any updates to the table or if it fails after

updating all the rows but before releasing the locks. In either case recovery is trivial: a client

with the repair lease can simply unlock the stranded lock. Recovery from the other three cases

requires modification to the index table.

To repair the table a client first detects in which state the table is and then transitions

the table forward through the states with a deterministic sequence of operations so that failures

during recovery can be repaired by a subsequent client. A client determines the state by issuing

reads to all rows protected by the stranded lock. It then proceeds one-by-one through each entry

within the rows, checking both hash locations for the corresponding key (one of which may not

be in the locked rows) for duplicates or a bad CRC. Because RCuckoo updates one row per

RDMA write, there can be at most one duplicate or bad CRC.

Clients repair the table by moving though the states one step at a time. To move from

state 1 to 2, the client writes a new CRC for the bad duplicate. The table can be transitioned

from state 2 to 4 by clearing the duplicate entry in the second (i.e., pointed to by L2(K)) location.

Finally, the table can be transitioned from state 3 to 4 by recalculating and writing a new CRC to

the impacted row. After a client has issued its repair sequence it unlocks the reclaimed lock and

returns its lease.

From a correctness perspective, once all rows have a valid CRC and there are no dupli-

cates, the table is usable again. Clearly the new value being inserted into the table by the failed

client is lost, but this is indistinguishable from the case that the client failed before attempting

the insert. If the client was in the middle of cuckooing values up the path, a subset of the values

were moved from their primary cuckoo location to their secondary location, but reads check both

locations in any case, so the entry will still be located. Finally, because duplicate entries are

freed, no space in the table is lost.
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3.3.4 Preventing Stale Writes

The one remaining concern is that a supposed-failed client could just be slow, and may

yet attempt to complete its cuckoo path despite the fact that its locks were reclaimed. Our

failure timeout is deliberately set many orders of magnitude larger than the expected operation

completion time, but we cannot completely rule out the possibility. Ideally, RCuckoo could

ensure that clients deemed to have failed by the failure detector are prevented from issuing further

operations to the table without manual intervention (e.g. a reboot).

While clients that fail holding a recovery lease are easy to identify, our current imple-

mentation has no way to identify which client failed holding a stranded lock. There are two

straightforward extensions to provide that functionality: increase the size of lock entries to

include the queue pair of the client, or have a separate liveness datastructure that each client

must update with some frequency so failed (or unreasonably slow) clients can be identified by

their failure to update their entry in a timely manner. Our design supports the latter, but we have

not found the need to implement it in our testbed—we have never seen a stale write that was

delivered with a delay anywhere close to approaching our timeout value.

Once a failed client is identified, real-world deployments have many ways to ensure

the client ceases operation, but it is interesting to consider providing such functionality within

RCuckoo itself. Unfortunately, at the time of writing the Infiniband specification does not allow

clients to modify each other’s RDMA permissions.4 To the best of our knowledge, the only

current alternative is to reset a failed client’s queue pair by crafting an invalid packet and sending

it to their queue pair at the server [80, Attack 2]. For this attack to work the packet sequence

number of the invalid packet must match expected sequence number at the receiver so 224 packets

must be sent to ensure the connection is corrupted successfully.

4Type-II memory windows enable clients to remove their own permissions using SEND WITH INV, but not
another client’s.
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Figure 3.9. Throughput as a function of the number of clients for a read only workload (YCSB-C)
(Zipf θ=0.99)

3.4 Evaluation

We evaluate RCuckoo by directly comparing its performance in terms of throughput and

latency against representative state-of-the-art disaggregated key/value stores. When accessing

large values, aggregate throughput is limited by link rate, so we focus on small key/value pairs

where the table management overhead is most significant. When values are small enough to be

stored inline, RCuckoo outperforms existing systems while delivering competitive insert laten-

cies. Using fault injection, we show that our distributed approach to client failure detection and

recovery enables RCuckoo to sustain high throughput even though 100s of clients are failing per

second. Finally, we justify our design decisions through a series of micro-benchmarks. Specifi-

cally, we quantify the benefit RCuckoo extracts from its locality enhancement and speculative

search strategy before measuring the impact of index-table entry size.

3.4.1 Testbed

We conduct our evaluation on an 9-node cluster of dual-socket Intel machines. Each

CPU is an Intel Xeon E5-2650 clocked at 2.20 GHz. Each machine has 256 GB of RAM with

128 GB per NUMA node. All machines have a single dual-socket ConnectX-5 attached to a
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Figure 3.10. Throughput as a function of the number of clients for a read mostly workload (5%
write) workload (YCSB-B) (Zipf θ=0.99)

100-Gbps Mellanox Onyx switch. In our RCuckoo experiments we use one sever as the memory

server and the rest a client machines spreading threads evenly across machines.

We compare RCuckoo against three recent RDMA key/value stores with different designs,

FUSEE [87], Clover [91], and Sherman [93]. While none have the exact same assumptions or

feature set as RCuckoo, each represents an apt comparison point for different aspects. To avoid

biasing our evaluation, we consider the same workloads (YCSB) as the authors of the previous

systems.

FUSEE is a fully disaggregated key/value store that represents the closest available

comparison point to RCuckoo. While both employ only 1-sided RDMA operations, FUSEE

eschews locking in favor of optimistic insertions. FUSEE clients use CAS operations to manage

fixed, 64-bit index table entries that contain pointers to values stored in extents. Due to its

reliance on CAS operations, FUSEE is unable to support inlined storage of small values like

RCuckoo, forcing all reads to require two round trips. Unlike RCuckoo, FUSEE is designed

to support replication. To remove the overhead of replication, we deploy FUSEE with a single

memory node.
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Figure 3.11. Throughput as a function of the number of clients for a write heavy workload (50%
writes) (YCSB-A) (Zipf θ=0.99)

Clover is only partially disaggregated—it requires a metadata server to manage its index

structure—but can deliver higher read performance than FUSEE on read-only workloads. Clover

is designed to leverage remote persistent memory and implements both reads and updates using

one-sided RDMA operations. Moreover, unlike FUSEE—and similar to RCuckoo—Clover reads

are self verifying. In contrast to prior comparisons [87] that force clients to consult the metadata

server on each read, we allow Clover to take advantage of its client caching to achieve maximum

performance on read-heavy workloads.

Sherman is the highest-throughput distributed key/value storage system of which we are

aware that employs locks. Sherman maintains a B-tree that spans multiple servers and supports

range queries, a feature none of the other systems—RCuckoo included—provide. On the other

hand, Sherman clusters are not fully disaggregated: each node in a cluster is a peer with many

CPU cores and a single memory core that is responsible for servicing allocation RPC calls from

clients. As such, Sherman does not encounter the same bandwidth bottlenecks as the other

systems because requests are partitioned across machines.
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Figure 3.12. RCuckoo performance as a function of fill factor on each YCSB workload. Here
updates are replaced with inserts. As the table fills inserts become more difficult thus reducing
throughput.
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Figure 3.13. Read and insert latency as a function of fill factor. RCuckoo’s read latency remains
constant. Insert latency is proportional to the fill factor
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Figure 3.14. Bytes per operation as a function of fill factor. As the table fills inserts consume
more bytes per operation due to additional round trips.

3.4.2 Performance

We start by considering throughput and latency on the classical YCSB workloads which

employ varying mixes of read and update operations before turning to the more complex insert

operation. RCuckoo delivers the highest performance on reads and updates across all settings,

while insert performance varies as a function of table fill factor. Even in the worst case, however,

RCuckoo limits I/O amplification to around 2×.

Throughput. [ 3.9, 3.10, 3.11] shows YCSB throughput for RCuckoo, FUSEE, Clover,

and Sherman on three different YCSB workloads. For each system, we allocate a 100-M-entry

table and pre-populate it with 90 M entries that each consist of a 32-bit key and 32-bit value (we

consider larger sizes in Section 3.4.4). We plot the aggregate throughput of a variable number of

clients concurrently accessing entries according to a Zipf(0.99) distribution.

In a read-only (YCSB-C) workload, FUSEE suffers from its extent-based value storage.

RCuckoo, Clover, and Sherman perform similarly at low-to-moderate levels of concurrency, but

they separate at scale. Sherman’s read algorithm is more complex than RCuckoo’s leading to
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Figure 3.15. Messages per operation as a function of fill factor.

lower top-end performance. Clover’s client-side caching shines under this skewed workload,

where almost all reads hit in a client’s index cache, requiring only a single read for the value; its

performance degrades under a more uniform workload (not shown). RCuckoo, on the other hand,

reads inlined values in a single round trip regardless of the distribution, leading to the highest

performance.

Increased update rate slows all systems. Even with only 5% updates (YCSB-B), the

picture changes dramatically. Sherman performs well at low levels of concurrency due to its

single-round-trip reads, but hits a severe bottleneck due to lock contention on the skewed access

pattern. (Sherman improves—but does not surpass RCuckoo—for uniform workloads, not

shown, where lock contention is less of an issue.) Caching is less effective with updates, bringing

Clover’s throughput in line with FUSEE.

On the 50/50-mixed YCSB-A workload RCuckoo and FUSEE perform similarly, al-

though we are unable to scale FUSEE past 250 clients in our testbed while RCuckoo continues to

scale. Sherman begins to suffer from lock contention even earlier, topping out around 5 MOPS

before collapsing. Clover performs worst under write-heavy workloads due to its inability to
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Figure 3.16. YCSB-A throughput vs. client failure rate

effectively leverage caching with a constantly changing index structure.

Inserts. Despite its complexity, RCuckoo’s insert operation remains highly perfor-

mant. To evaluate insert performance we run workloads with a mix of reads and inserts. Fig-

ures[ 3.12, 3.13, 3.14, 3.15] considers RCuckoo’s performance on workloads that exclusively

use inserts (rather than updates); as with YCSB nomenclature A is 50% insert and 50% read; W

is insert only. Inserts become more expensive as the table fills, so we pre-populate the table with

a varying number of entries and report insert performance as a function of the table’s initial fill

factor.

Figure 3.12 shows the aggregate throughput of 320 clients across four different workloads

as a function of the table’s fill factor. As the index table fills, cuckoo paths become longer leading

to increased contention and additional bandwidth consumption from larger covering reads. In

each case (except read-only C) RCuckoo’s performance declines with fill factor. In the insert-

only W case RCuckoo’s performance drops from a high of 11.5 MOPS in a nearly empty table

to 4.5 MOPS at a 90% fill factor. As a point of comparison, FUSEE’s maximum insert-only
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Figure 3.17. Round trip times required to acquire locks on insert

performance is 9.1 MOPS on our testbed, although it is independent of fill factor. While FUSEE

out-performs RCuckoo at high fill factors, we observe that insert-only workloads are rare in

practice [73].

Latency and overhead. We plot the latency of insert and read operations in Fig-

ures[ 3.13, 3.14, 3.15]. For comparison systems we report the best-case (lightly loaded) perfor-

mance on our testbed. Read latency is nearly identical for all systems save FUSEE, as it requires

an additional round trip. Insert times vary: Clover and Sherman use two-sided RDMA operations

for insert and both need to perform allocations and set up metadata for the requesting client.

FUSEE is slightly slower, roughly the same as RCuckoo’s best case. As the table fills, however,

cuckoo paths grow in length causing RCuckoo insert operations to require additional round trips

to find valid cuckoo paths. At maximum fill, insert operations take roughly twice as long as in an

empty table. This I/O amplification is reflected by the increase in both bytes (Figure 3.14) and

messages (Figure 3.15) per operation. The cost and performance of reads, on the other hand, is

insensitive to fill factor.
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Figure 3.18. Insert second-search success rate as a function of lock granularity

3.4.3 Fault Tolerance Performance

RCuckoo runs at nearly full throughput during realistic failure scenarios and remains

functional in the face of hundreds of failures per second. We emulate client failures by performing

a partial insert operation that randomly truncates the batch of RDMA operations including lock

releases, leaving the table in one of the states listed in Section 3.3.3. Figure 3.16 shows that

throughput remains high until about 500 client failures per second, at which point lock granularity

begins to play a significant role; finer-grained locks are easier to recover leading to less throughput

degradation. As a point of reference, we observe that RDMA itself struggles to handle churn

of this magnitude: a server can only establish approximately 1.4 K RDMA connections per

second [62].

3.4.4 Microbenchmarks

Having established RCuckoo’s superiority over prior systems and demonstrated its

robustness to client failure, we now evaluate the impact of particular design choices.
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Figure 3.19. Throughput vs. key/value-entry size for YCSB-A (insert) and YCSB-C (read-only)
workloads

Locality enhancement. Figure 3.17 illustrates the dramatic benefit RCuckoo extracts

from its dependent hashing combined with a BFS cuckoo-path search strategy. To focus on

longer cuckoo paths, we pre-populate a 100-M entry table to 85% and then report both the

median and 99th percentile round trips per insert key/value pairs until the table is 95% full as a

function of lock granularity. While median performance is on the same order, the 99th-percentile

insert takes an order of magnitude fewer round trips with dependent hashing and BFS as opposed

to independent hashing and DFS as used in prior cuckoo hash systems [56, 67, 75]. As before

(c.f. Figure 3.7), performance is similar with four or more locks per message.

Secondary search. We measure second search success rate as a function of lock gran-

ularity under high contention. A table is filled up to 85% and then 320 clients concurrently

run an insert-only workload. For this experiment only, we flush the client’s cache before every

insert, ensuring the initial speculative path will fail unless the entry does not require cuckooing

(unlikely at this fill factor). Figure 3.18 plots the success rate of the second search as a function
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Figure 3.20. Extent performance value sizes up to 1KB. Dashed line marks the inline perfor-
mance on 16 Byte entries. Overheads marked in black.

of lock granularity. Recall that if a second search fails, RCuckoo clients release their locks and

retry the insert operation using the contents of their cache, so multiple speculative and secondary

searches may be performed. At one row per lock, secondary search has limited effectiveness

(as the only alternative is to cuckoo a different set of entries among the same rows), leading to

multiple retries (approaching 4 in the 99th percentile, not shown). As locks cover additional

rows, however, the second search becomes much more useful. At 64 rows per lock the second

search succeeds 95% of the time.

Entry/value sizes. Inlined key/value entries enable single-round-trip reads. However

large entries increase bandwidth consumption for inserts. Figure 3.19 shows the effect of entry

size on throughput under 50% insert and read-only (YCSB-C) workloads. Insert is a bandwidth-

limited operation, while reads (and update/delete, not shown) are largely unaffected by entry

size. Extent entries are slightly slower.

Figure 3.20 shows YCSB throughput as a function of value size from 8 to 1024 B on 6

80



client machines with 120 cores using a Zipf(0.99) distribution. For comparison, we show the

performance for 8-B inlined values on the same testbed and compute the difference. Inlined

entries have two sources of performance gain: they avoid the overhead of reading and writing to

extents which increases with value size, but, more importantly they avoid additional rounds trips

on cache misses. YCSB-B sees a 21% performance improvement from inlining while YCSB-A

gains 37% (YCSB-C has misses).

3.5 The Advantage of Locality

The key insight behind RCuckoo is that locality can be used to improve it’s performance.

Each aspect of it’s design relies on it. Without locality spanning reads would span arbitrary

ranges and consume unacceptable amounts of bandwidth. Lock acquisition, without locality,

would involve random iterative reads throughout the table leading to many round trips and

potential deadlock. Without locality the lock table may not easily fit into a linear block of

NIC memory. And finally without locality the number of locks required for insertions would

increase dramatically as the probability of a single lock spanning multiple relevant entries

would significantly decrease. Locality enables us to take advantage of the fact that the network

bandwidth is high and RDMA operations on linear regions of memory.

In general RCuckoo is a demonstration of the power of locality in disaggregated systems,

but it is far from the final word. While many aspects of it’s design are specific to Cuckoo hashing

the concept of reducing the number of round trips to perform an operation by increasing the

likelihood that all relevant information lies within a given range is general property we expect

would provide benefit many data structures.
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Chapter 4

Conclusion

This dissertation explores the problems and solutions for sharing disaggregated memory.

The high access latency and extreme cost of contention in far-memory over RDMA cause

many data structures, which would otherwise be efficient, to experience performance collapse.

Stale caches cause opportunistic data structures to fail under contention, and pointer-based data

structures incur additional round trips when far-memory pointers need to be resolved. Using

existing techniques, applications can be made to work, but they simply have to incur the penalties

of sharing when under contention.

We have presented two systems, SwordBox and RCuckoo, that present two different

strategies for improving the performance of disaggregated data structures. SwordBox uses a

programmable switch as a centralized cache to remove contention from shared data structures

and to accelerate the use of locks on lock-based structures. RCuckoo uses locality within a hash

table to improve the performance of reads and greatly reduce the cost of acquiring locks stored

on a NIC. Together these works provide strong evidence that:

Data structures can be optimized for disaggregated memory by leveraging network

programmability

In this chapter we begin by summarizing the contributions of this dissertation and their

relationship to our thesis claim, and we conclude with a discussion of this works limitations

paired with future work directions in this area of research.

83



4.1 Contributions

In this dissertation, we have contributed to the state of the art in disaggregated memory

systems by:

• Demonstrating the significant performance gains achievable by using a programmable

switch to cache the contended state of a data structure and resolve the conflicts in the

network.

• Showing that a programmable switch can reduce the instruction-level bottlenecks of

RDMA atomic operations.

• Demonstrating that through locality optimizations locks can be fit into a small amount of

NIC memory.

• Showing that RDMA-verbs are well suited for locality optimized data structures.

We believe that these contributions are significant stepping stones towards the design

of future efficient disaggregated systems. In the case of SwordBox, which demonstrated accel-

eration on list appends, it could be adapted to other data structures with similar properties, for

example, log-structured systems. We believe that the insight behind RCuckoo’s locality-based

optimizations is general and that many data structures could benefit from localizing their data in

a similar fashion.

4.2 Future Work

Each of the works presented in this dissertation is a step towards more efficient disaggre-

gated systems. In this section, we speculate on future directions for this area of research based

on the limitations of the work presented here.

Many off-the-shelf ARM-based or FPGA-based SmartNICs could be used to implement

SwordBox as well as more complex data structures. While SmartNICs lack a global view
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of a rack, they have a global view of the machine they are attached to and could be used to

implement similar caching strategies. SmartNICs typically have much more available memory

than programmable switches and could likely handle much larger data structures than SwordBox.

For example, inserting into a linked list (because the entire linked list needs to be stored in

memory) is a difficult data structure for SwordBox to handle. This is unlikely to be the same

on a SmartNIC with a few GB of memory. SmartNICs could be used to cache index structures

for large structures like B-Trees and use their limited compute power to steer read and write

requests similar to SwordBox. More generically, they could be used for simple functions that are

difficult to implement in remote memory, such as an allocator or scheduler that needs to maintain

centralized state.

A further and more generic option for NIC designers is to extend the interface for RDMA

to better accommodate complex one-sided data structures. While calls for pointer chasing

are common, calls for more complex atomic operations are less so [22, 34]. The algorithms

community has designed many wait-free and lockless data structures such as binary trees and

heaps that make use of multi-CAS. The ability to CAS multiple addresses simultaneously could

open up disaggregation to many pointer-based data structures that would currently be difficult

to implement with a single CAS, such as any structure which requires multiple pointers to be

updated atomically, like a doubly linked list. Simultaneously CAS and FAA are of limited width.

Extensions for larger CAS sizes would enable more efficient data structures, such as in the case

of RACE and FUSEE, which must limit the size of their key-value pairs due to the lack of space

in the 64-bit RDMA CAS.

Network-data structure co-design is a powerful but underexplored area. In the case of

SwordBox, Clover was a good fit for the system as only the tail pointer of linked lists needed to

be stored on the switch. Other data structures do not always exhibit this property. Log-based or

append-only data structures have promise here, as the point of contention (the end of the log) can

be managed with relatively little state. Future work could enable append-mostly data structures.

Sherman, for instance, enjoys a degree of associativity at its leaf nodes by having associative
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leaves. Other data structures may be able to take advantage of similar properties, like appending

updates to a shared log and eventually combining them into a consolidated data structure.

Most proposals for disaggregated systems are focused on rack-scale deployments. As

intra-rack latencies get lower and lower, and disaggregated technology gets better, intra-rack

solutions will become more tenable. An early example is Disaggregating Stateful Network

Functions [12] and SuperNIC [85], which take the stance that a large pool of dedicated accel-

erators can provide a significant portion of the network functions for a data center. In this line

of work, routing is paramount and underexplored. SwordBox assumes a centralized model as

it needs to track an entire data structure. However, a future distributed model could potentially

scale to multiple racks if the data-dependent operations were routed through the correct network

components.

The future for disaggregated systems is bright. This work has demonstrated that shared

remote memory can be made efficient with programmable networking hardware and that, through

careful design, data structures can be adapted to disaggregated memory. Hopefully, future work

will build on these techniques and enable a shift towards mainstream disaggregated computing.
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