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ABSTRACT
Previous research efforts for optimizing energy usage of HVAC systems require either mathematical models of HVAC systems to be built or they require substantial historical operational data for learning the optimal operational settings. We introduce a model-free control policy that begins learning optimal settings with no prior historical data and optimizes HVAC operations. The control policy is an adaptive hybrid metaheuristic that uses real-time data, stored in building automation systems (e.g., gas/electricity consumption, weather, and occupancy), to find optimal setpoints at the building level and controls the setpoints accordingly. The algorithm consists of metaheuristic (k-nearest neighbor stochastic hill climbing), machine learning (regression decision tree), and self-tuning (recursive brute-force search) components. The control policy uses smart selection of daily setpoints as the control basis, making the control schema complementary to legacy building management systems. To evaluate, we used the DOE reference small office building in all U.S. climate zones and simulated different control policies using EnergyPlus. The proposed algorithm resulted in 31.17% energy savings compared to the baseline operations (22.5 °C and 3 K). The algorithm has a superior performance in all climate zones for the goodness of measure (i.e., normalized root mean square error) with a value of 0.047.
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1. INTRODUCTION
Buildings account for about 30% of the total energy consumption and greenhouse gas emissions in the world [1]. This share is expected to increase due to the rise in time spent in buildings [2]. The largest contributors to the energy consumption in buildings are Heating, Ventilation, and Air Conditioning (HVAC) systems (about 50% of the consumption in the developed countries [2]), which are responsible for providing thermal comfort and acceptable air quality. HVAC systems often use a single loop negative feedback control logic based on indoor air temperature to adjust the supply air flow and temperature entering a thermal zone [3]. HVAC controllers strive to keep the difference between a temperature setpoint and thermostat measurements below a threshold (i.e., deadband). HVAC systems provide minimum airflow rates to satisfy acceptable air quality (ASHRAE Standard 62.1 (Ventilation for Acceptable Indoor Air Quality) [4]), when the difference between the thermostat measurement and setpoint is smaller than the deadband. Although it has been shown adjusting HVAC system control
parameters (e.g., temperature setpoints) based on dynamic factors (e.g., weather variations) considerably reduces energy consumption [5], these control parameters often remain fixed due to the lack of methods for learning optimal parameters in practice. Control policies that allow for dynamic adjustment of temperature setpoints for improved energy efficiency can lead up to 37% energy savings depending on the climate, building size, and construction materials [5].

Control policies for improving HVAC energy efficiency can be categorized into two types: model-based, and data-driven. The model-based type of control policies require mathematical models to be built and they use building and HVAC system specifications to generate control rules. These control rules often impact the HVAC operations by modifying existing control loops or generating new ones. However, the mathematical models, used in this type of control policies, are often not readily available and might change over time during a building’s lifecycle [6]. It should also be noted that model-based control policies often require modifications to control loops to form a feedback-based control logic, which makes them more difficult to be implemented in different types of HVAC systems. The data-driven type of policies impact HVAC systems operations by adjusting the control parameters (e.g., temperature setpoints and deadband) [5, 7-9]. These methods use historical operational data, in addition to the building data (e.g., occupancy) and environmental data (e.g., weather) to generate control rules. These policies can potentially work for any HVAC system type since they do not require a physical model and specifications of the HVAC system and also do not intervene existing HVAC system control logics. Thus, the review provided in this paper focuses on the control policies that are model-free and data-driven and are potentially capable of addressing occupants’ dynamic thermal comfort requirements.

Data-driven control policies address the subjectivity of the model-based controllers by learning from historical operational data. Kusiak et al. [10] used a data-driven optimization method for reducing HVAC energy consumption in a typical office via adjusting control settings (i.e., supply air temperature and supply air static pressure). They tested eight supervised machine learning algorithms to model the nonlinear relationship among energy consumption, controlled settings, and uncontrolled variables. They found that the multiple-linear perceptron (MLP) ensemble provides the highest accuracy among the tested algorithms. Through applying a particle swarm optimization algorithm on the data driven models, they selected the control settings that minimize energy consumption and demonstrated 7% HVAC energy savings. Feldmeier and Paradiso [11] used a Proportional-Integral (PI) controller to adjust HVAC system setpoints, and demonstrated 24% energy savings compared to a baseline HVAC control system in a testbed building. In another study, Kusiak et al. [12] used multilayer perceptron algorithm with time-series to predict future performance of an HVAC system based on control settings and observed historical information. They then used an interior-point method for solving the optimization problem for optimal control parameters and realized 20.15% energy savings compared to the baseline. Brooks et al. [13] developed an occupancy-based controller for VAV HVAC systems. Experimental results demonstrated 29–80% energy savings in five rooms served by the VAV HVAC system. Because of the shared HVAC equipment, the rooms could not be independently conditioned. Ghahramani et al. [14] used historical performance of an HVAC system to create a zone airflow and setpoint function and used it to find optimal temperature setpoints through solving an optimization problem for energy, with comfort, indoor air quality, and system performance constraints taken into consideration. Compared to their earlier work focusing on an operational strategy for comfort solely, their proposed approach reduced energy use by about 12.08 % in three target zones while improving occupants’ comfort.

Evolutionary algorithms are also vastly used to learn the optimal control parameters, using historical data. Kusiak in [15] used an evolutionary algorithm to find optimal control settings (i.e., supply air temperature and supply air static pressure) of an HVAC system based on a data-driven model built for system performance. The evolutionary algorithm used in this study (i.e., a modified SPEA-LS (Strength Pareto Evolutionary Algorithm with Local Search) can be categorized as a type of metaheuristics and the modeling technique used was multi-layer perceptron, which is a supervised machine learning technique.
The optimized setpoints, determined by solving the model, resulted in energy savings of 21.4%. Nishiguchi et al. [16] proposed a data-driven optimal control method for an HVAC system, using multivariate thin plate spline approximation for modeling the historical operational data and a basic gradient descend method, such as quasi-Newton’s method to find the optimal control settings. In this method, model input variables are the variables influential to HVAC energy consumption, such as chilled water and cooling water temperatures and flow rate, and chilling load. Compared to the baseline operations, their method resulted in an average savings of approximately 9%. Fong et al. [17] developed a metaheuristic algorithm coupled with a simulation approach using evolutionary programming to adjust optimum operational settings for the chilled water and supply air temperature system in response to dynamic cooling loads and changing weather conditions throughout a year and proved their proposed approach could reduce energy consumption by about 7%.

In summary, all of the above-mentioned methods are implemented with fixed control parameters and models, which do not account for dynamic behavior (e.g., system performance decay or retrofit) of building systems. In addition, they require historical performance data in order to train the learning components, which might not be available or expensive to be collected. Obtaining the required historical data for optimal settings requires building systems to be operated by various operational settings under different indoor and outdoor conditions, which is a challenging task and might result in wasting energy and violating occupant comfort. In order to address these challenges, a data-driven optimal control policy, which simultaneously learns optimal control parameters from historical data and optimizes HVAC operations, is needed.

In a previous study, we demonstrated that using daily selection of optimal temperature setpoints (a setpoint that minimizes energy consumption for each day) at the building level can potentially save between 7 to 37% of energy depending on the climate, building size, and construction materials [5]. In this paper, we introduce a novel adaptive hybrid metaheuristic algorithm to find optimal setpoints at the building level in an online learning fashion (i.e., learning starts from the first day of HVAC operations). The proposed algorithm consists of a metaheuristic component (i.e., a k-nearest neighbor stochastic hill climbing), a machine learning component (i.e., a regression decision tree), and a self-tuning component (i.e., a recursive algorithm). Once the algorithm is implemented, the metaheuristic component begins searching the control parameter space (i.e., setpoints) for selecting more energy efficient setpoints through calculating a gradient based on similar historical data points. Meanwhile, the machine learning component fits a mathematical model to the neighborhood of similar historical data points and finds the local optimal in the neighborhood. In parallel to these two components, the self-tuning component recursively strives to improve the performance of the two other components through adjusting the hyper parameters. In order to evaluate the performance of our algorithm, we used the DOE small size office building reference model [18], which is an EnergyPlus software simulation file, and tested our algorithm in simulations of all 16 climate zones in the United States.

The paper is organized as follows. In Section 2, the adaptive hybrid metaheuristic algorithm, evaluation metrics, energy calculations, and the simulation models, as well as the procedures are presented. The results of implementing our methodology including the evaluation metrics are presented in section 3. Section 4 provides a discussion on how our algorithm can be used in a control policy to address occupants’ thermal comfort requirements. The limitations and future steps of the study are presented in Section 5. Finally, section 6 provides a summary of the results and concludes the paper.

2. METHODOLOGY

Our hybrid metaheuristic algorithm, for learning building level optimal setpoints for achieving building level energy efficiency, consists of (1) a metaheuristic component (i.e., a k-nearest neighbor stochastic hill climbing optimization that performs a directed search for selecting energy efficient setpoints), (2) a machine learning component (i.e., a regression decision tree that finds the optimal setpoints given the
searched space), and (3) a self-tuning component (i.e., a recursive algorithm that searches for the optimal in the hyper parameters space of the metaheuristic and the machine learning components). The input to the algorithm is the energy consumption and dynamic independent variables, which can be used to predict the energy consumption such as outside air temperature and occupancy patterns. Based on the historical data, the metaheuristic component begins to search the control parameter space (i.e., setpoints) for selecting energy efficient setpoints by calculating a gradient based on the similar historical data. Once the historical data points in a neighborhood satisfy a threshold (described later in this section), the machine learning component fits a mathematical model to that neighborhood and finds the local optimal in the neighborhood. In parallel to these two components, the self-tuning component recursively optimizes the hyper parameters of the two other components to improve their performance. Figure 1 demonstrates the block diagram for the information flow of the proposed algorithm.

Our metaheuristic is a modified stochastic hill climbing algorithm that selects energy efficient setpoints based on the observed energy consumption and independent variables. Stochastic hill climbing is a search algorithm in artificial intelligence domain, which is part of the family of local search [19]. It is an iterative algorithm that starts with an arbitrary solution to a problem, then attempts to find a better solution by incrementally changing the decision variable (i.e., temperature setpoint). If the change (having the absolute value of the step size) produces a better solution, an incremental change is made to the new solution. This process is repeated until no further improvements can be found. Generic stochastic hill climbing algorithm uses the single closest point to the point of interest as the reference for calculating the gradient. Due to the noise in the measurements from unforeseen conditions/unmeasured variables and the fact that the data is sparse (i.e., no value exists for a given combination of dimension values), we use k-nearest neighbor for reducing the effect of noise. The k-nearest neighbor algorithm utilizes Euclidean distance (L2-norm) for calculating the distances between data points and identifying the k closest neighbors. We used the majority rule for choosing the direction of the gradient. In other words, the gradient of the search direction is decided through a linear combination of the k-nearest neighbors (see Figure 2 for pseudocode of the metaheuristic component). The hyper parameters for the modified stochastic hill climbing are: hill climbing step size (s), and the number of neighbors (k). Hill climbing step size (s) is the magnitude of change in the decision variable (i.e., temperature setpoint). The number of neighbors (k) specifies the number of closest points to the point that a setpoint needs to be selected.
The machine learning technique that we use to enhance the learning process is the regression decision tree [20]. This algorithm is used to fit a model on the portion of the historical data that a decision needs to be made. By evaluating the model at different choices of the control parameters (i.e., temperature setpoints), we select the control parameter that minimizes the energy consumption. Regression decision tree (aka, regression tree) uses a tree-like graph or model, in which each internal node represents a test on an attribute, each branch represents the outcome of the test, and each leaf node represents a class label. This structure helps to map observations of a data point to the data point’s target value (i.e., class label). In this study, we used a generic regression decision tree. To tune the internal parameters of the decision
tree, we used 10 fold cross validation. We chose not to present the details of the regression decision tree algorithm due to the space limitations and the fact that this algorithm is a well-established machine learning technique. The details on the internal structure of the algorithm can be found in [20]. The target value in our case is a continuous variable (i.e., energy consumption). Once a regression decision tree is fit on a close proximity of the point, in which a setpoint needs to be selected, the energy consumption for different setpoints are predicted using the regression decision tree. The setpoint that minimizes the energy consumption is then selected as the decision variable’s value (i.e., setpoint) for the specific day. The component has a hyper parameter (i.e., the threshold mentioned earlier in this section) as the Euclidean distance (L2-norm) (d) for the proximity in which machine learning component should operate. All of the hyper parameters (i.e., hill climbing step size, number of neighbors, and machine learning operating distance) and the choice of setpoint for the first day of HVAC operation are the only arbitrary variables that should be initialized as explained above. The choice of the setpoint for the first day has to be selected from an acceptable range, which is often set by the experts’ knowledge. For example, if the outside temperature is relatively low (e.g., below 10 °C), the lowest setpoint in a range of thermally acceptable setpoints (e.g., 22°C) should be selected. If the setpoints are selected incorrectly, it might take a long time for the system to tune the parameters and reach an efficient performance.

The self-tuning component is responsible for tuning all of the hyper parameters a (Figure 3). As soon as the data on the BMS database begins to pile up, this component reclusively reviews the previous days’ data and tests all different values of hyper parameters s, k, and d for the nearest neighbors of the prediction point (i.e., the optimal daily setpoint) and selects the hyper parameter combination that is expected to lead to the setpoint that minimizes the energy consumption. The minimization objective function is the L2 norm of the difference between the optimal setpoints calculated from the regression decision tree and the setpoints generated from different permutations of the hyper parameters. All of the hyper parameters indirectly impact each other. For example, the number of the neighbor’s (k) to be considered for the target point uses L2 norm distance of points, which indirectly impact the distance (d) for the regression tree. Consequently, the recursive component exhaustively searches for the best combination of all of the factors for the prediction point. The pseudocode of the recursive algorithm can be found in Figure 3.
Learning process starts from the first day of operations. Starting from a setpoint in the first day and observing the dependent variable (i.e., energy consumption), and independent dynamic variables (i.e., outside temperature), the algorithm selects a setpoint for the following day. In this study, we limit our investigations to only one dynamic factor (i.e., weather conditions represented as outside temperature) since outdoor temperature is an effective dynamic variable [21] and the DOE provides reference data for it. Other factors, such as occupancy variations, have not been added to the algorithm since there is no well-established occupancy pattern set for buildings in the literature. In addition, if the dynamic factor is a categorical variable, the algorithm can be applied to each category separately.

In summary, the modified stochastic hill climbing algorithm first finds \( k \) similar days based on the outdoor temperature using a \( k \)-nearest neighbor algorithm and sets a setpoint based on the stochastic gradient descent. Once enough data for outdoor temperatures and setpoints become available (i.e., max (distance of \( k \) nearest neighbors) \(< d\) ), the machine learning component finds the optimal values in the
explored space. The self-tuning component searches all permutations of the hyper parameters at each day to find the set of hyper parameters that minimizes the energy consumption based on the historical model.

2.1. Evaluation Metrics and Process
To the best of our knowledge, there is no optimal control or optimization method, which provides the same functionality (i.e., adaptively searching, learning, and controlling based on the historical data in an online-learning manner) to compare with our algorithm for validation. Therefore, we compared the setpoints and energy consumption of the proposed control policy with the actual optimal values. The actual optimal setpoints and the associated energy consumptions were driven via a brute-force search using the simulations of all of the permutations of the setpoints for each day. In order to better understand the contributions of each component of the proposed algorithm to the learning performance, we calculated the setpoints and energy consumption of the proposed control policy at four levels: (1) generic metaheuristic (i.e., stochastic hill climbing), (2) k-nearest neighbor metaheuristic (i.e., k-nearest neighbor stochastic hill climbing), (3) hybrid metaheuristic (i.e., k-nearest neighbor stochastic hill climbing with machine learning), and (4) adaptive hybrid metaheuristic (i.e., the proposed algorithm, which can be described as self-tuning k-nearest neighbor stochastic hill climbing with machine learning). We carried out the setpoint comparison in terms of the goodness of fit of the setpoints at all four levels relative to the actual optimal setpoints over the year. The goodness of fit for the comparison of the setpoints was derived through calculating the normalized root mean square error between the setpoints of the control policies and the optimal setpoints that minimize energy consumption for each day over the year. Equation 1 describes the formula used for calculation of the goodness of fit.

\[
\text{Goodness of fit } (\text{setpoints}, \text{optimalS}) = \frac{||\text{setpoints} - \text{optimalS}||_2}{\text{size (optimalS)} \times \text{mean(optimalS)}}
\]  

Equation 1

where \text{setpoints} is the vector of the setpoints driven in the control policies, \text{optimalS} is the vector of actual optimal setpoints, and the size (\text{optimalS}) is number of elements in the \text{optimalS}.

The lower the values of the goodness of fit metric, the higher the performance of the algorithm in finding setpoints close to the actual optimal setpoints.

We also compared the energy savings for the four levels with the maximum saving driven by the brute-force search to assess the energy saving performance of each level. The energy consumption comparisons were performed by calculating the percentage of saving with respect to the energy consumption of the baseline settings (i.e., 22.5 °C setpoint). Accordingly, the savings would be compared to evaluate the performance of the four levels and the brute-force algorithm. Equation 2 demonstrates the formula for calculating the relative energy savings.

\[
\text{Energy savings } (\text{ens}, \text{baselineE}) = \frac{\text{sum(baselineE} - \text{ens})}{\text{sum(baselineE)}}
\]  

Equation 2

where \text{ens} represents the vector of energy consumptions associated with setpoints, \text{baselineE} is the vector of baseline setpoint setting energy consumptions.

In order to set up the energy simulation models, we first discretized temperature setpoints as the decision variable for the proposed algorithm since temperature setpoint is a continuous variable. A highly fragmented setpoint search space exponentially increases the computational cost by the order of parameters’ space size. Consequently, we discretized the setpoints by assigning the granularity of 1 °C uniformly over the whole setpoint space. In addition, we selected decision variable range (i.e., setpoint range) to be 19.5 to 25.5 °C. Considering the fixed deadband of 3 K (default value for the DOE reference models), the resulting setpoints covered a wider range than the values used in different key studies in the
literature [18-21]. Office buildings account for the largest floor space (18%) and number (18%) of the commercial buildings in the United States [22]. 38% of the workers in commercial buildings work in office buildings [22]. Consequently, we focused on this type of building. We also set the simulation period to be one year as it covers the whole climatic variations for removing the bias. We then adjusted the temperature setpoints on the building energy model file (i.e., .idf file) and ran the simulation models via a programming language (i.e., MATLAB software). We searched the model’s text file to locate the variable (e.g., temperature setpoint) and replace the desired values. We took the summation and average of the hourly energy consumption, and outside temperature output of the simulations, respectively, and represented them as single values for each day. We also excluded the first 28 days of the simulations due to the effects of simulation warm-up days [23]. Warm-up period is a period that EnergyPlus uses to tune and calibrate the internal model parameters.

To evaluate the applicability and study the performance of our adaptive hybrid metaheuristic algorithm, we used the small office building built after 2004, as the dynamic adjustments of the control parameter require a BMS, which is more likely to be available in the buildings built after this date. The small office is a 1 floor building with five thermal zones (5 thermostats controlling the temperatures). Total floor area is 511m². Aspect ratio is 1.5. Floor-to-floor height is 3.05 m. Glazing fraction is 0.21. Construction materials and equipment specifications were set based on ASHRAE standards. ASHRAE Standards 90.1-2004 (ASHRAE 2004a), and 62.1-2004 (ASHRAE 2004b). Roof construction is insulation entirely above deck. The attic roof with wood joist is built with roof insulation and 1.6 cm gypsum board. Wall construction is steel frame. Exterior walls are wood-frame walls (2X4 40sm OC) which have 2.5cm stucco and 1.6cm gypsum board with wall insulation and 1.6cm gypsum board. Heating equipment is furnace and cooling equipment is PACU (Packaged Air Conditioning Unit). Air Distribution equipment is SZ CAV (Single-Zone Constant Air Volume). The occupancy used in the model is 18.6 m²/person. Figure 4 demonstrates building geometry of the small office building model.

![Building geometries of small office building simulation model](image)

The cities studied in the paper were Miami, Florida (1A), Houston, Texas (2A), Phoenix, Arizona (2B), Atlanta, Georgia (3A), Los Angeles, California (3B), Las Vegas, Nevada (3B), San Francisco, California (3C), Baltimore, Maryland (4A), Albuquerque, New Mexico (4B), Seattle, Washington (4C), Chicago, Illinois (5A), Denver, Colorado (5B), Minneapolis, Minnesota (6A), Helena, Montana (6B), Duluth, Minnesota (7), Fairbanks, Alaska (8), covering all of the climatic zones in the U.S. The cities are most populated cities in each climate zone as presented in Figure 5. Climate 1 represents the hottest, and climate 16 represents the coldest.
The occupancy schedules in reference building models were assigned in terms of the HVAC operations as weekdays (from 6:00 AM to 10:00 PM), Saturdays (from 9:00 AM to 5:00 PM), and Sundays and holidays (off). Since occupancy and heat loads have a direct impact on the energy consumption, we only used the weekdays to have a uniform occupancy impact. More information on office buildings features and specifications can be found in [18, 25]. We stored the simulation results as a CSV file and calculated the energy usage for each day by summing the default hourly simulation outputs. The simulation settings, internal, and external variables (e.g., setpoint, outside temperature, city, day of year) were also stored as a vector of features.

3. RESULTS AND DISCUSSION
First, we present the implementation steps of our algorithm, using the DOE reference small size office building, located in climate zone 5A (Chicago, Illinois) in order to better explain the algorithm. We selected the climate zone 5A due to the fact that the weather variations in this climate zone include both hot and cold conditions (daily average outside temperature varies between -11 to 30 °C in the reference climate files). Figure 6 presents the whole building energy consumption, including the electricity and gas used by the building systems (e.g., lighting systems and the HVAC system), as well as only by the HVAC system (the baseline control parameters of 22.5 °C for the setpoint and 3 K for the deadband) for the entire year, which include weekdays, Saturdays, Sundays and holidays).
Figure 6. HVAC system and whole building energy consumption for the small building built after 2004 in Chicago, Illinois.

Figure 7 demonstrates the weekdays HVAC energy consumption (electricity, gas, and both) for the range of setpoints with respect to the average daily outdoor temperatures. As it can be seen in Figure 7c, in low outdoor temperature the highest setpoint consumed the lowest energy, while in the high outdoor temperature the lowest setpoint consumed the lowest energy. As the outdoor temperature increases, we observe a transition in the lowest energy consuming setpoints from high setpoints to low setpoints. As explained earlier, we use this fact to design a control policy that strives to select the optimal daily setpoint with respect to the dynamic building factors, such as the outdoor temperature.

Figure 7. Electricity, gas, and total energy consumption of the HVAC system in the small size building (new construction, built after 2004) in Chicago, Illinois.

Through simulating all permutations of control setpoints at each day and applying a brute-force search, we derived the actual optimal setpoint and the associated energy consumption for each day (called ‘brute-force optimal setpoints’ in Figure 8) and stored them as the validation metric for the adaptive hybrid metaheuristic algorithm. Figure 8 presents the optimal setpoints derived from the brute-force...
search (blue circle signs) and the setpoints derived from the two components (i.e., k-nearest stochastic hill climbing and regression tree) of the proposed adaptive hybrid metaheuristic algorithm on a daily basis over the entire year. The self-tuning component only improves the performance of the two other components, and thus does not directly output optimal setpoints. As it can be seen, the algorithm starts searching the space via the k-nearest neighbor stochastic hill climbing component (red cross signs) and once enough data points in a neighborhood are collected, the regression decision tree component (black star signs) fits a mathematical model to the neighborhood and finds the local optimal setpoints. Consequently, the performance of the algorithm improves as more data points are collected through both utilization of regression decision tree component and the self-tuning component (via improving the internal hyper parameters selection).

![Figure 8. Setpoints from the implementation of different components of our adaptive hybrid metaheuristic algorithm](image)

To better understand the performance of the proposed algorithm, we compare the optimal setpoint curve obtained from the adaptive hybrid metaheuristic algorithm with the brute-force optimal setpoints and also exhaustive optimal setpoints are derived through fitting a regression decision tree to the brute-force data to generate a function that maps the outdoor temperature to the optimal setpoints. Figure 9 presents the setpoints derived from the three methods. As it can be seen, there are multiple optimal setpoints at a given outdoor temperature calculated by the brute-force search. This happens because of the impact of other influential factors, such as outdoor humidity and sun radiation. Therefore, the brute-force search’s results are not mathematically a function of the outdoor temperature only, since multiple optimal setpoints for similar outdoor temperatures could exist. The exhaustive optimal setpoints’ curve, which provides a single optimal setpoint for each outside temperature, does not exactly match with the hybrid metaheuristics optimal setpoints’ curve because the adaptive hybrid metaheuristic algorithm was not trained with all permutations of all the variables. Consequently, the energy savings from the exhaustive optimal setpoints is below the brute-force search optimal setpoints and above the adaptive hybrid metaheuristic. Later in this section, we demonstrate the energy savings from all of these algorithms in
different climates. It should be also noted that the maximum possible saving from adaptive hybrid metaheuristic after being trained by all permutations of the variables is the exhaustive optimal setpoints savings.

Figure 9. Optimal setpoints as a function of outside temperature

As explained in Section 3, we used four levels of implementation in the evaluation of the proposed algorithm. Although the adaptive hybrid metaheuristic algorithm utilizes the self-tuning mechanism to further improve its accuracy, other levels do not have the self-tuning component and hyper parameters are constant. In order to determine the hyper-parameters, we tested different values in an adequate range for each of the hyper parameters for finding values that minimize the energy consumption over the entire year for all of the climates. It should be noted that we used a whole-year simulation for each value of the hyper parameter, which was computationally expensive and potentially impractical for real buildings. The ranges were step size range of 1 to 3 °C, with 1 °C increment, k nearest neighbor of 5 to 9 with increment of 2, the machine learning distance of 2 to 3.5 with increment of 0.5. Accordingly, the first level (i.e., generic metaheuristic algorithm) was implemented with a step size of 2 °C. The second level (k-nearest neighbor metaheuristic algorithm) was implemented with a step size of 2 °C and k-nearest neighbor of 5. The third level (hybrid metaheuristic algorithm) was implemented with a step size of 2 °C, k-nearest neighbor of 5, and the machine learning distance of 3. The learning process of the adaptive hybrid metaheuristic algorithm starts its tuning process with the same hyper parameters as the hybrid metaheuristic algorithm does (a step size of 2 °C, k-nearest neighbor of 5, and the machine learning distance of 3). However, the self-tuning process searches the step size range of 1 to 3 °C, with 1 °C increment, k nearest neighbor of 5 to 9 with increment of 2, the machine learning distance of 2 to 3.5 with increment of 0.5 to reassign hyper parameters.

Figure 10 presents the daily energy consumption difference between the four levels of adaptive hybrid metaheuristic algorithm and the actual optimal values driven from brute-force search for the building in climate zone 5A. As it can be seen, the adaptive hybrid metaheuristic algorithm has the relatively lowest daily energy consumption difference compared to the brute-force search among all four levels. As explained earlier, the fact that dynamic adjusting of the hyper parameters in accordance with
the dynamic factors (e.g., outdoor temperature) allows for more savings. Compared to the other levels, as it can be seen in Figure 10, our adaptive hybrid metaheuristic algorithm results in more energy use reduction in both high and low temperatures. It is due to the fact that the self-tuning component is the cause for the improved performance at different values of outdoor air temperature. Other levels had fixed hyper parameters that were tuned for the entire year (as opposed to daily tuning) and consequently, have a variation in energy consumption difference over the year. As it can be seen, there is a relatively lower daily energy consumption difference in higher temperatures, but large daily energy consumption difference in lower temperatures.

![Figure 10. Energy consumption difference for different levels of the proposed adaptive hybrid metaheuristic relative to the optimal brute-force search algorithm](image)

In order to evaluate the performance of our adaptive hybrid metaheuristic algorithm, we carried out a goodness of fit analysis for the setpoints relative to actual optimal values driven from the brute-force search optimal setpoints over a year for four different levels (i.e., generic metaheuristic, k-nearest neighbor metaheuristic, hybrid metaheuristic, and adaptive hybrid metaheuristic) of the algorithm. Figure 11 demonstrates the goodness of fit (by calculating the normalized root mean square error) of setpoints driven from the different levels of implementation of the proposed algorithm to the brute-force search optimal setpoints for each day in all of the U.S. climate zones. In average, the goodness of fit for the generic stochastic hill climbing, the k-nearest stochastic hill climbing, hybrid metaheuristic, and the adaptive hybrid metaheuristic algorithms were 0.098, 0.082, 0.0648, and, 0.0396, respectively. The lower values of goodness of fit metric represents higher accuracy of fit. Accordingly, the monotonic improvements of goodness of fit for different levels demonstrate that the level of implementation helped to get close to the brute-force search optimal setpoints.

However, as it can be seen in Figure 11, the performance of the generic stochastic hill climbing algorithm, k-nearest stochastic hill climbing, and hybrid metaheuristic algorithm do not follow a similar trend (i.e., at each climate the goodness of fit values for algorithms are ordered similar to the average of climates case), except for the adaptive hybrid metaheuristic algorithm, which showed a superior
performance in all climate zones with a negligible difference in Phoenix. In addition, the goodness of fit metric of the adaptive hybrid metaheuristic algorithm was higher for relatively colder climates compared to the other levels (from about 0.001 difference in goodness of measure in hot climates to almost 0.02 difference in cold climates). Considering the fact that the major difference between the adaptive hybrid metaheuristic algorithm and other three levels is the self-tuning component, dynamic adjustments of the hyper parameters in response to outdoor temperature variations is the reason of the variation in the goodness of fit values.
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Figure 11. Goodness of fit of different levels of the proposed approach

Figure 12 shows the energy savings obtained for different levels of the proposed adaptive hybrid metaheuristic algorithm, actual optimal values driven from brute-force search, and the exhaustive optimal setpoints (a function that maps outdoor temperature to optimal setpoints developed based on the brute-force data) compared to the baseline settings (default values of the DOE simulation model with setpoint of 22.5 °C). The brute-force search resulted in average savings of 37.42%. The exhaustive optimal setpoints savings which represents the highest possible savings is 36.02%. In average, the generic stochastic hill climbing, the k-nearest stochastic hill climbing, hybrid metaheuristic, and the adaptive hybrid metaheuristic algorithms energy consumption consumed less energy by 20.97%, 23.34%, 27.50%, and 31.17% compared to the baseline (22.5 °C and 3 K), respectively. Each level of the implementation resulted in approximately 3% improvement compared to its previous level.

The superior performance of the adaptive hybrid metaheuristic is due to the fact that it utilizes the self-tuning process for optimizing its performance over the duration of data collection. There is a 5% gap between the adaptive hybrid metaheuristic algorithm savings and the exhaustive search savings from all permutations, which is primarily due to the fact that exhaustive search algorithm is trained using the
complete set of setpoints’ permutations. As it can be seen in Figure 12, a control policy based on selecting optimal daily setpoint as a function of average daily outdoor temperature results in an average annual energy savings of 30 – 50% depending on climate for small office buildings except for the climate 3C (San Francisco) with 20% savings. The 10% gap between the climate 3C and other climates is mainly because the climate 3C has small variations in outdoor temperatures and thus, outdoor temperature is not a driving factor. In this climate, there is a 10% difference between simple stochastic hill climbing algorithm and the k-nearest neighbor stochastic hill climbing algorithm which points out using only one similar day results in an energy loss. K-nearest neighbor algorithm considerably improves learning by looking at several similar points.

![Energy consumption comparison between different levels of implementing the algorithm, brute-force, and the exhaustive optimal setpoints](image)

Figure 12. Energy consumption comparison between different levels of implementing the algorithm, brute-force, and the exhaustive optimal setpoints

4. DISCUSSION ABOUT THERMAL COMFORT INTEGRATION

In this section, we explain how our algorithm can be used in a control policy that integrates personal thermal comfort requirements. The block diagram of inputs, the algorithm, and the control policy is presented in Figure 13. The stream of the input data (e.g., building energy usage data and the dynamic variables) to the metaheuristic algorithm is usually collected in a building management system (BMS) database. These inputs are used to calculate an optimal setpoint at the building level on a daily basis. The HVAC controller selects a setpoint for each zone, as close as possible to the optimal setpoint (zone setpoint assignment in Figure 13) subject to the thermal comfort constraints on the zone setpoints. With the recent advancements in thermal comfort learning techniques (e.g., participatory sensing of comfort or using physiological measurements for learning comfort), real-time access to the thermal comfort of the occupants is becoming even more feasible [26-28]. The information provided by these methods could be
used to define comfortable zone setpoints and added as an input to the algorithm. Needless to say, thermal comfort integration into the HVAC control loop depends on the approach for learning personal thermal comfort and the control paradigm [29]. In this control paradigm, the thermal comfort requirements are the comfortable range of zone temperature setpoints. However, learning the thermal comfort requirements and demonstrating the performance of the control policy using our algorithm are not in the scope of this study.

![Diagram](image)

Figure 13. Proposed control policy for zone setpoint selection block diagram

Since an HVAC controller selects setpoints that are bounded by the limits defined by occupants’ thermal comfort requirements, the occupants’ thermal comfort is met. In addition, due to the fact that all zones’ setpoints are selected close to a setpoint (optimal building level setpoint), thermal heat transfer between the zones is also expected to be reduced and consequently, HVAC system delivers its services with a higher energy efficiency. It should also be pointed out that since the setpoints are assigned as the target values of the zone thermostats, the minimum air flow rates, which are already set on the zone’s Constant Air Volume (CAV) and Variable Air Volume (VAV) boxes, meet the indoor air quality constraints.

5. LIMITATIONS AND FUTURE WORK
In this paper, we introduced an adaptive hybrid metaheuristic algorithm to search and learn the setpoints for the optimal control of HVAC systems. We used the DOE small office building simulation model, which was served by CAV HVAC system with furnace for heating and packaged air conditioning unit for
cooling to validate our proposed algorithm. The algorithm is not limited to a specific type of building and HVAC equipment, since the underlying concept of optimizing HVAC control setpoints based on occupants thermal comfort remains the same in different types of HVAC systems. We studied and reported the savings for the small office buildings, which use CAV type of HVAC systems. The energy savings may differ in different types of buildings and HVAC systems.

Simulations results were only studied for workdays in this paper, however dynamic and variant occupancy has a direct impact on the HVAC energy consumption and need to be further investigated [30]. In parallel to the adaptive hybrid metaheuristic algorithm, an occupancy prediction module could provide the expected occupancy for a building for next day based on the historical building occupancy. Computational complexity of the recursive hyper parameter tuning component in the proposed control policy in different data sensing systems and data acquisition rates might negatively impact the potential energy savings and thus might result in a trade-off between complexity and energy savings [31-33], which requires further investigations. Although we observed about 3% energy savings improvement with increasing each level of algorithm implementation, the saving was still 5% lower than the optimal conditions. This gap can further be decreased by integrating other influential dynamic variables. In addition, the gap would naturally decrease over time as more permutations of the conditions are observed and thus, the performance of the algorithm would be enhanced and hence more energy efficiency could be achieved. The energy savings analysis presented in this paper did not include any thermal comfort constraints. Therefore, the savings are the maximum possible savings that our algorithm can achieve as the thermal comfort constraints on the setpoints could potentially result in more energy usage and reduction in savings.

We used a knowledge based approach for determining the initial temperature setpoint for heuristic component since we assumed there is no prior information about the HVAC operations hence the learning started on the first day. However, if the historical HVAC operational data with a variety of temperature setpoints are available, supervised learning methods (e.g., regression tree) can be used to select a more energy efficient initial setpoint. If the HVAC energy-setpoint relationship changes over time, the proposed model requires the time dimension to be modeled as another variable. Since the DOE simulation models do not have a dynamic behavior (e.g., lose or gain energy efficiency with respect to the setpoints), we could not integrate time-based modeling. We plan to integrate time-based modeling in a future study, deploying our algorithm in field implementations.

6. CONCLUSIONS
In this paper, we introduced an online learning algorithm (i.e., adaptive hybrid metaheuristic algorithm) to adaptively search and learn the setpoints for the optimal control of an HVAC system. The proposed algorithm is a model-free algorithm as it does not require a physical model. This addresses the challenges with model-based optimal controllers. Since it learns the optimal setpoints in an online fashion, it does not require substantial historical operational data. The algorithm consists of a metaheuristic component (i.e., a k-nearest neighbor stochastic hill climbing for a rough search of the space), a machine learning component (i.e., a regression decision tree that given the searched space finds the optimal setpoints), and a self-tuning component (i.e., a recursive algorithm that searches for the optimal the hyper parameters space of the metaheuristic and the machine learning components). The metaheuristic component starts to search the control parameter space (i.e., setpoints) for selecting more energy efficient setpoints through calculating a gradient based on the similar historical data points. Once the data points in a neighborhood of certain target variable are sufficient, the machine learning component fits a mathematical model to that neighborhood and finds the local optimal in the neighborhood. In parallel to these two components, a self-tuning component recursively strives to improve the performance of the two other components.

The control policy uses the data (e.g., gas/electricity consumption, weather, and occupancy) in real-time to set optimal setpoints at thermal zones’ thermostats. In addition, this approach could allow for
integration of occupants’ real-time thermal comfort requirements and optimal HVAC control through constraining the zone temperature setpoints. The control policy uses smart selection of daily setpoints as its control basis, making the control schema complementary to the legacy building management systems.

We used the DOE reference small office building in all U.S. climate zones for simulating the operations of control policies via EnergyPlus. The results indicated that the average highest possible savings is 36.02% for the 16 climate zones. In average, different levels of the implementation of the algorithm (i.e., the generic stochastic hill climbing, the k-nearest stochastic hill climbing, hybrid metaheuristic, and the adaptive hybrid metaheuristic) reduce the energy consumption by 20.97%, 23.34%, 27.50%, and 31.17% compared to the baseline (22.5 °C and 3 K), respectively. Each level of the implementation of the algorithm resulted in approximately 3% improvements compared to the previous level. adaptive hybrid metaheuristic has a superior performance because it utilizes a self-tuning process for optimizing its performance over the duration of implementation. In addition, the adaptive hybrid metaheuristic has a superior performance in all climate zones for the goodness of measure (i.e., normalized root mean square error) with a value of 0.047.
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