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Multiferroics is a field that has rapidly garnered much interest in the past several years 

because of its establishment of a new unconventional class of electromagnetic devices. By 

capitalizing on a special class of material systems that have coupled magnetic and electrical 

properties, multiferroics offer unique possibilities for micromagnetic devices because of their 

ability to control magnetization with electric fields (and vice versa). Strain-coupled multiferroic 

composites, in particular, are promising because their magnetoelectric coupling is many orders-

of-magnitude stronger than single-phase multiferroic materials. 

Telecommunication systems utilize dynamic magnetic processes for many applications, 

such as filters, nonreciprocal components, and electrically small antennas. These devices rely 

on electromagnetic waves for transduction, limiting their sizes and constraining their usage. 

Strain-coupled multiferroic composites utilize mechanical waves, leading to a five order-of-

magnitude reduction in characteristic length and opening the door to device miniaturization. 

The dynamics of multiferroic coupling can be characterized into several different regimes that 

depend on the magnetic state of the composite (multi- or single domain) and the actuation 



iii 

frequency (relative to the domain wall relaxation and the ferromagnetic resonance 

frequencies). Miniaturization of dynamic magnetic devices relies on the thorough study of 

multiferroic coupling in these different regimes. 

In this work, the dynamics of multiferroic coupling in three different regimes are 

investigated. A variety of micro-scale piezoelectric devices are designed and fabricated to 

investigate coupling in each of these regimes. First, resonant cantilevers are used to study 

dynamic actuation in the regime of quasi-static domain wall motion. It is found that nonlinearity 

in this regime can lead to doubling of the actuation force frequency, a useful phenomenon for 

low noise electromagnetic characterization. Second, damping in thin film bulk acoustic 

resonators in a multi-domain state near ferromagnetic resonance is investigated, and the effect 

of the domain structure on the power absorption at resonance is characterized. Finally, the 

perturbations of acoustic Lamb waves caused by a single domain magnetic thin film are studied 

at frequencies above ferromagnetic resonance. Interactions with spin waves are found to lead 

to an angular dependence in the magneto-acoustic absorption. These results demonstrate 

several unique aspects of dynamic multiferroic coupling across different regimes and can be 

readily capitalized to develop novel micro-scale devices for telecommunication systems.  
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Chapter 1  Background and Motivation 
 

 

 

1.1  Introduction to Multiferroic Coupling 

1.1.1  Multiferroic Materials 

Multiferroics is a rapidly growing field that has garnered much interest in the past 

several years because of its establishment of a new unconventional class of electromagnetic 

devices [1]–[9]. In typical electromagnetic materials (Figure 1.1), the properties of the electric 

and magnetic polarizations are completely independent. Electric polarization serves as the base 

of a large variety of electronic applications, such as capacitors, transistors, transmission lines, 

and antennas. Magnetic polarization has similarly been widely used, proving to be useful in 

inductors, solenoid actuators, motors, and many other devices. Multiferroic materials (Figure 

1.2) are a special class of materials where the electrical and magnetic properties cross couple, 

offering unique and unprecedented device concepts to be possible, enabling new classes of 

 

Figure 1.1: (a) Relations between various subclasses of electrical materials. (b) Relations between 
various subclasses of magnetic materials. Adapted from [33]. 
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antennas [10]–[12], memory devices [13]–[16], sensors [17]–[19], micro-actuators [20]–[23], 

signal processing devices [24]–[28], and many other types of devices. 

The constitutive laws for a multiferroic material are nearly the same as a typical 

electromagnetic material with one alteration, as shown below in Equations 1.1 and 1.2. 

Here 𝜇𝐸 and 𝜖𝐻 are the permeability (measured at constant electric field) and permittivity 

(measured at constant magnetic field) tensors, respectively, that are present in every 

electromagnetic material. In multiferroic materials there is also a magnetoelectric coupling 

coefficient, represented by the tensor 𝜂, that couples the magnetic state to the electric field 

and vice versa. In the specific case where the cross coupled properties are “ferroic”, meaning 

they have hysteresis, the material is multiferroic (Figure 1.3). In practice, however, the term 

multiferroic is often used interchangeably with magnetoelectric, especially in the case of 

dynamic problems.  

 
𝐵 = 𝜇𝐸  𝐻 + 𝜂

𝑇 𝐸 (1.1) 

 
𝐷 = 𝜖𝐻 𝐸 + 𝜂 𝐻 (1.2) 

 

Figure 1.2: Relations between various kinds of electric, magnetic, and magnetoelectric materials. 
Adapted from [1]. 
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Development of single-phase multiferroic materials has been an active area of 

investigation [2], [4], [6], [7], [29]. These materials can be categorized as Type-I multiferroics, 

where the ferroelectricity and ferromagnetism have independent atomic origins, and Type-II, 

where the ferroelectric order is due to the magnetic ordering within the material itself [4], [7], 

[30]. Of these materials, bismuth ferrite (BiFeO3) has generated the most interest, with 

approximately 6,000 papers published on this material over the past decade [6], [31]. One of 

the few materials that exhibit room temperature magnetoelectricity, modern interest in the 

material traces its origin to a paper by Wang et al., demonstrating a giant magnetoelectric 

coefficient of 3 V/(cm∙Oe) in heteroepitaxially constrained 70 nm thick films [32]. 

 

Figure 1.3: (a) Schematic of a hysteresis loop for a “ferroic” material. (b) Cross coupled hysteresis 
loops for an ideal multiferroic material. Figures from [7]. 
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1.1.2  Strain-Coupled Multiferroic Composites 

Practical application of single-phase multiferroic materials has been seriously hampered 

by the fact that many of the materials only exhibit multiferroic properties below room 

temperature and, when they are present, the coupling is weak [3], [5], [8], [9]. Considering 

general trends in magnetic and electrical materials provides some intuition as to why this is the 

case. The materials with the strongest magnetic responses are metallic. However, mobile 

charge carriers in a metal will screen out electric fields, rendering any dielectric effects to be 

effectively nonexistent. One avenue to bypass this physical restriction is to approach the 

problem by using composites [3], [5]. Many materials with strong magnetic and electrical 

properties also strongly couple to mechanical strains. By mechanically coupling piezomagnetic 

and piezoelectric materials via strain, multiferroic composite materials with magnetoelectric 

coupling factors, magnetizations, and electrical polarizations of many orders-of-magnitude 

above that of single-phase materials can be made, as shown in Figure 1.4. 

Instead of a single pair of constitutive laws, the system is now described by a pair of 

constitutive laws for each element in the composite. For the example laminate composite in 

 

Figure 1.4: (a) Comparison of magnetoelectric susceptibility (𝜒𝑀𝐸 = 𝜖𝑟𝜖0𝜂) for single-phase and 
composite multiferroics. (b) Approximate comparison of the range of magnetizations and electrical 
polarizations of different kinds of multiferroic materials. Figures from [4]. 
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Figure 1.5, the multiferroic coupling is described by the system of four equations below: one 

pair of constitutive laws for the piezomagnetic material (denoted by the subscript 1), and one 

pair for the piezoelectric material (denoted by the subscript 2). 

Here 𝑐𝐻 (𝑐𝐸) is the stiffness tensor measured at constant magnetic (electric) field, 𝑒 is the 

piezoelectric coupling tensor, and 𝑞 is the piezomagnetic coupling tensor. The multiferroic 

coupling is then due to the interfacial mechanical coupling between these materials, in 

accordance with the conditions of continuity of force and displacement across the interface.  

 
𝐵1 = 𝜇𝑇 𝐻1 + 𝑞 𝑆1 (1.3) 

 

𝑇1 = 𝑐𝐻 𝑆1 − 𝑞
𝑇 𝐻1 (1.4) 

 
𝐷2 = 𝜖𝑇 𝐸2 + 𝑒 𝑆2 (1.5) 

 

𝑇2 = 𝑐𝐸  𝑆2 − 𝑒
𝑇 𝐸2 (1.6) 

 

Figure 1.5: Schematic of a simple laminate multiferroic composite. Magnetic fields only interact with 
the piezomagnetic layer and electric fields only interact with the piezoelectric layer. The two layers 
are mechanically coupled because the strains parallel to the interface and the stresses orthogonal to 
the interface must be continuous between both materials.  
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Here 𝑛̂ is a unit vector normal to the interface. The material displacement is related to the 

material strain by the following equation: 

Materials typically only demonstrate piezomagnetic properties below room temperature 

and, even then, the coupling is weak [33]–[35]. To realize practical composites with high 

multiferroic coupling, magnetostrictive ferromagnetic materials are used instead [3], [5]. These 

materials (such as Terfenol-D, nickel, and galfenol) have already shown great success in making 

magneto-mechanical transducers [36], [37]. The coupling in these materials is highly nonlinear, 

but in practice linear piezomagnetic operation can be approximated if a bias magnetic field or 

prestress is applied. 

There are many methods to form these composites (Figure 1.6) [3]. Of these, laminated 

multiferroic composites have been particularly popular for device applications [3], [5], [38]. A 

major thrust in this research area has been the development of energy efficient micromagnetic 

devices. Using traditional methods, magnetic devices all require some form of an inductor to 

generate the magnetic energy needed in these devices. However, miniaturization of these 

devices come at a major cost of efficiency as the Ohmic loss skyrockets in the inductor loop 

wiring as dimensions shrink. In contrast, electrical devices utilizing some form of a capacitor 

have shown excellent scalability, as evidenced by the order-of-magnitude reduction in feature 

size of the CMOS transistor during the last two decades [39].  

 
𝑛̂ ∙ 𝑇1 = 𝑛̂ ∙ 𝑇2 (1.7) 

 
𝑢1 = 𝑢2 (1.8) 

 𝑆 =
1

2
(∇ 𝑢 + (∇ 𝑢)

𝑇
) (1.9) 
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In these micro-multiferroic devices, the magnetic state within the magnetic thin film is 

controlled via an applied strain. Due to internal forces within the magnetic material, the 

geometry of the structure greatly influences the possible magnetic states, leading to research 

on multiferroic coupling in a wide variety of thin film geometries, such as rectangles/squares 

[13], [16], [20], [40], ellipses/circles [14], [21], and rings [22]. Modifying the magnetic state in 

these structures is functionally equivalent to changing the position of a permanent magnet or 

the strength of an electromagnet, and it is this equivalence that enables multiferroics to mimic 

macro-scale magnetic devices. This mechanism has been exploited to develop multiferroic 

motors that can capture and displace magnetic micro-beads [20]–[23], a promising technology 

for sorting of individual biological cells as multiferroic motors offer the highest power densities 

at cell size scales (Figure 1.7). This mechanism has also been applied for the development of 

 

Figure 1.6: Different types of multiferroic composites: (a) particulate composites, (b) laminated 
composites, and (c) fiber composites. Figures from [3]. 
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novel memory devices. One such device is a multiferroic read head developed by Zhang et al. 

for magnetic hard disk drives [13]. Using magnetic tunnel junctions, strain-coupled multiferroic 

magnetic random-access memory (MRAM) has also been developed [14], which has the potential 

to have much lower write energies than the current state-of-the-art [15]. If ferromagnetic and 

ferroelectric materials are simultaneously used, a four-state memory bit is even possible [16]. 

 

1.2  Radio Frequency Magnetic Devices 

1.2.1  Applications of Dynamic Magnetics 

The applications discussed in the last section utilize a quasi-static control of the 

magnetic state. However, there are many unique dynamic processes in magnetic materials that 

have successfully found numerous applications in radio frequency (RF) telecommunication 

systems. These devices use high resistivity magnetic materials, known as ferrites, to carry 

 

Figure 1.7: (a) Schematic of a thin film multiferroic motor. (b) White-space chart of power density 
versus volume for different micro-motor technologies. The vertical red dashed line indicates the 
approximate size of biological cells. Adapted from [23]. 
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dynamic electromagnetic fields without eddy current damping [41]–[44]. The simplest of these 

applications are based on wire loops with a ferrite core (or substrate) to boost the magnetic 

flux, such as inductors [45], [46], transformers [47]–[49], and loop antennas [50], [51].  

Several applications couple electromagnetic waves directly to the motion of the 

dynamic magnetization within the magnetic material [41]–[43], [52], [53]. One such application 

is the circulator, a 3-port device that leverages the unique “rotation” associated with the 

dynamic magnetization to steer electromagnetic waves, as shown in Figure 1.8. This steering 

property is integral for transceiver systems, where the circulator prevents crosstalk between 

the transmitted and received signals that pass through a single antenna. Another application 

that takes advantage of this “rotation” is the nonreciprocal isolator, a 2-port device that 

absorbs electromagnetic waves in one direction and not the other (Figure 1.9). There are also 

applications that take advantage of the nonlinear aspects of dynamic magnetization, such as 

frequency selective limiters and signal-to-noise enhancers [53]. Applications of dynamic 

 

Figure 1.8: (a) Geometry of a stripline circulator. (b) Schematic of circulator operation. A wave 
entering from the input (port 1) only couples to one output port (port 2) and the last port is 
completely isolated (port 3). Figures from [52]. 
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magnetization is currently still an active area of research, the field of spintronics being one 

prominent example [54], [55]. 

1.2.2  Issues with Miniaturization 

As system dimensions shrink, it has become very apparent that conventional magnetic 

devices cannot be miniaturized nearly as well as their electronic counterparts. For example, 

consider the transceiver module shown in Figure 1.10 [43]. The CMOS and MMIC circuits are 

each approximately the same size as the circulator, but the circuits are packed to the brim 

with components, while the circulator is just one single element. This is a recurring design 

problem for systems that rely on dynamic magnetization, the necessary magnetic devices 

require much larger footprints than the more streamlined electronics and limit the 

miniaturization of the entire system. 

 Magnetic devices cannot be practically miniaturized because they typically fall into at 

least one of the three following scenarios:  

 

Figure 1.9: (a) Geometry of a nonreciprocal ferrite waveguide isolator. (b) Attenuation constant as a 
function of frequency for waves travelling in the forward and backward directions. Figures from [52].  
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1. Devices that require the use of ferrite materials because, at the time of writing, there 

has not been a commercially viable method to integrate ferrites onto semiconductor 

substrates [43], [53]. This necessitates the use of off chip magnetic components, limiting 

not only package size but the overall system efficiency because of the additional losses 

and noise from the wiring now needed to connect the external magnetic components.  

2. Devices, such as loop antennas, transformers, and inductors, that rely on wire loops to 

generate the necessary magnetic fields for operation. When the dimensions of these 

loops shrink, the Ohmic losses associated with them begin to grow meaning that 

miniaturization comes at the cost of system efficiency.  

3. Devices that couple electromagnetic waves directly to the dynamic magnetization, such 

as isolators and circulators. The size of these devices must be on par with the 

electromagnetic wavelength to have an appreciable effect on the wave. If these devices 

are miniaturized, the coupling strength decreases, and the devices can no longer 

operate as intended. As a result, when system miniaturization is the goal, alternative 

approaches are used to eliminate the need of these devices. Again using a transceiver 

as an example, to eliminate the possibility of collisions between received and 

 

Figure 1.10: Transceiver module for an electronically scanned array radar. Adapted from [43]. 
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transmitted signals in a mobile transceiver without a circulator, techniques like 

frequency division duplexing and time division duplexing are typically employed [56]. 

However, this comes at the expense of the transceiver’s data rate which again 

effectively lowers the system’s efficiency. Attempts to make nonmagnetic circulators 

have been made [57]–[61], but these are all active devices and thus are a source of 

constant power drain on the system whereas magnetic circulators are completely 

passive. 

From this list, it is evident that the fundamental mechanisms utilized for dynamic magnetic 

devices also prevent their miniaturization. To develop small-scale magnetic devices with 

dimensions that rival their electronic analogs, a new mechanism for the transduction of dynamic 

magnetization must first be established. 

 

1.3  The Case for Dynamic Multiferroics 

1.3.1  Research on Magneto-Acoustic Coupling 

As discussed in Section 1.1.2, magnetostrictive materials are a class of materials where 

the magnetization couples to mechanical strains. Because of the large strains generated by 

these materials, they have been very successful in magnetically driven mechanical actuators in 

sonar transducers [37]. Using this concept in reverse, mechanical actuation can serve as an 

alternative method to generate dynamic magnetization. The speed of light is approximately 

3 × 10
8
 m/s, while the typical speed of an acoustic wave is approximately 3 × 10

3
 m/s, meaning 

that, by utilizing acoustic waves instead of electromagnetic waves, the characteristic 

dimension of the magnetic devices can now be reduced by five orders-of-magnitude. There is 

a large amount of precedent to using this approach as mechanical resonators have been used 
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in RF filters for decades because of their ability to achieve higher quality factors and smaller 

form factors than what is possible with traditional electronics [62], [63]. 

Early research on magneto-acoustic devices for RF applications was focused on the 

design of delay lines, where the relatively slow velocity of the acoustic waves allowed for much 

longer delays times than reasonably possible using an electromagnetic wave approach [64]–[71]. 

These devices used shorted fine-wire couplers to generate magnetic fields, which in turn 

transduce magneto-acoustic waves that propagate in the magnetic material (Figure 1.11). The 

waves are then sensed using the shorted couplers after a time delay that is set by the geometry 

of the sample. As was the case for the electromagnetic devices discussed in Section 1.2.1, 

coupling acoustic waves with the “rotation” of the dynamic magnetization introduces a number 

of unique aspects to the wave propagation, such as Faraday rotation and nonreciprocity [68], 

[72]. If the bias magnetic field is modulated (either temporally or spatially) additional 

processes, such as frequency conversion and pulse compression, have also been demonstrated 

[72], [73].  

 

Figure 1.11: 1.05 GHz one-port magneto-acoustic delay line made with a single-crystal YIG rod with 
a diameter of 2.74 mm and length of 7.37 mm. Figure from [69]. 
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These devices required low acoustic losses, high resistivity, and low magnetic losses, 

making single crystal yttrium iron garnet (YIG) the de facto material in these systems [64], [67], 

[74]. Being limited to YIG proved to be a major limitation for the technology due to the 

difficulty in consistently machining the YIG single crystals into geometries that achieve the 

needed wave dispersion characteristics for delay lines [64], [66]. Similar to the case of magnetic 

thin films discussed in Section 1.1.2, the geometry of the sample dictates the internal forces 

within the magnetic material, which in turn influences the dynamics [64], [67], [68], [75]. The 

geometries that were consistently machinable lead to largely nonuniform internal fields in 

these devices, which lead to the non-ideal wave dispersion. Attempts to mitigate this by 

machining the YIG into cones instead of rods [76] or surrounding the device with magnetic flux 

guides [72], [74], [77], [78] to reshape the internal magnetic field were investigated but 

ultimately were unsuccessful. Eventually epitaxially grown thin films YIG on gadolinium gallium 

garnet (GGG) substrates were developed, which gave an alternative to the bulk machined single 

crystals. These thin films enabled the devices to have aspect ratios ideal for delay lines. 

However, by the time this was done, research on magneto-acoustic delay lines had largely 

stopped in favor of a purely magnetic approach [64], [66].  

1.3.2  Radio Frequency Piezoelectric Devices 

Leveraging magneto-acoustics alleviates the dependence on electromagnetic 

wavelength for the dynamic magnetic devices discussed in Section 1.2.1, but there are still 

other issues that impede miniaturization and integration. Shorted fine-wire couplers are used 

to generate and sense the acoustic waves in these devices, which means they are susceptible 

to the same issues with miniaturization of inductors discussed in Section 1.2.2. Miniaturization 

requires the use of some type of capacitive transducer as an alternative to generate the 

acoustic waves. To that end, dynamic multiferroic devices utilizing the strain-coupled 

composites discussed in Section 1.1.2 offer a solution to this dilemma. 
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To generate the strains needed for dynamic multiferroic devices, the strain-coupled 

composites can leverage the piezoelectric device geometries that have long been a staple of 

RF systems [44], [63]–[65], [79]–[88]. As was the case for magneto-acoustic devices, early RF 

applications of piezoelectricity focused on bulk acoustic wave delay (BAW) lines. Piezoelectric 

substrates were originally polished down to a thickness set by the operating frequency and 

mounted onto low loss crystal rods. Eventually, the target frequencies required piezoelectric 

thicknesses that surpassed what was possible through substrate polishing and spurred the 

development of deposition processes for piezoelectric thin films [63], [64]. With advances in 

microelectronics manufacturing, namely photolithography, the fabrication of patterned 

electrodes directly onto piezoelectric surfaces became possible and enabled the development 

of surface acoustic wave (SAW) delay lines [63], [89]. These manufacturing processes have all 

now, after years of development, culminated into three highly successful commercial 

piezoelectric products: quartz crystal oscillators (using substrate polishing), SAW filters (using 

surface patterning), and BAW filters (using piezoelectric thin films) [83]–[85], [90]–[92]. These 

three devices have become ubiquitous in modern mobile telecommunication systems, where 

large numbers of timing references and filters are necessary to support all the subsystems 

crammed into the electronics (albeit, piezoelectric clocks are now facing healthy competition 

from silicon-based oscillators [93]–[95]). 

Radio frequency micro-scale piezoelectric devices remain an active field of research 

today. With the unique properties of thin film aluminum nitride being an enabling factor for 

BAW duplexers at GHz frequencies [83], a large body of research has been devoted to studying 

other types of resonant modes possible in the material to enable filters at lower frequencies 

(Figure 1.12), such as contour modes [96]–[98], Lamb modes [99], [100], and cross-sectional 

Lamé modes [101], [102]. Alternative materials are also being investigated, using both thin film 

deposition (aluminum scandium nitride (AlScN) [103], [104], lead zirconate titanate (PZT) [105]–
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[108], and barium strontium titanate (BST) [109], [110]) and substrate polishing (lithium niobate 

(LiNbO3) [111]–[115]), with the intent of leveraging unique aspects of these materials. 

Piezoelectric materials with ferroelectric properties (PZT, LiNbO3, and BST) can be tuned with 

an applied DC voltage. Materials with higher piezoelectric coupling and permittivity (AlScN, 

PZT, and LiNbO3) would enable smaller devices at lower frequencies and wider filtering 

bandwidths. Manufacturing of piezoelectric filters for future 5G systems (6 GHz – 40 GHz) 

remains a tall order, so research on high frequency filtering has been focused on efficiently 

transducing higher harmonics of lower frequency resonators [116], [117]. Besides filtering, 

micro-scale piezoelectric devices have been applied to a large number of other RF applications: 

transformers [118]–[120], power transfer [121]–[123], ultrasonic transducers [103], [124]–[126], 

oscillators [127]–[129], switches [108], [130], [131], nonreciprocal devices [57]–[59], and 

acoustic transmission line devices [132]–[136]. Additional functionality can be achieved by 

 

Figure 1.12: Approximate film thicknesses as a function of frequencies for different types of resonant 
modes. Width or Length to thickness ratio of 10:1 is assumed. Figure from [63]. 
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strain-coupling the piezoelectric layer to another material system, yielding new classes of 

devices such as acousto-electric devices [137]–[140], optomechanical devices [141], harsh 

environment compatible devices [142]–[144], and many types of sensors [145]–[148]. In addition 

to the large body of experimental work already discussed, there has also been a great deal of 

theoretical research on the design of micro-scale RF piezoelectric devices [80], [149]–[159]. 

 

1.4  Research in Dynamic Multiferroics 

1.4.1  Current State of the Art 

Summarizing what has been discussed thus far:  

1. Strain-coupled multiferroics offer a unique way to efficiently control magnetism at small 

scales by using electric fields. 

2. Dynamic magnetic devices are widely used in RF systems but cannot be miniaturized 

due to their reliance on inductors and electromagnetic waves. 

3. Magneto-acoustic devices can be miniaturized using elastic waves but lacked the 

technology for micro-scale transducers at the time.  

4. Micro-scale RF piezoelectric devices are well established and strain-coupling these 

devices to other material systems for new functionality has already been demonstrated. 

With the large amount of present-day work on quasi-static strain-coupled multiferroics and on 

piezoelectric resonators, it is now the proper time to revisit the magneto-acoustics work of the 

past to achieve miniaturized RF magnetic devices in the near future. Through strain-coupling 

RF piezoelectric devices with magnetostrictive thin films, dynamic multiferroic coupling has 

the potential to achieve the same functionality at the micro-scale as the macro-scale magnetic 

devices discussed in Section 1.2.1. 
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Quasi-dynamic multiferroic coupling has been demonstrated in several devices to date. 

As opposed to true dynamic coupling, where the electric and magnetic fields coupled through 

the multiferroic composite both vary with time, in quasi-static coupling one of the fields is 

static. Most commonly, these devices utilize the ΔE-effect, where the Young’s modulus of the 

magnetostrictive material is dependent on the DC magnetic field. This approach has been used 

to make magnetic field sensors [17]–[19], tunable piezoelectric resonators [24], [25], and 

tunable SAW delay lines [26]–[28]. By using this approach in conjunction with phase lock loop 

(PLL), it has been proposed that this type of structure could work as a wide band antenna [160]. 

As the magnetic field varies slowly (relative to the device frequency and PLL response time), 

the ΔE-effect induces a shift in resonance frequency. The device is then forced into resonance 

by the PLL circuit, and this new resonance frequency is used to measure the time-dependent 

magnetic field amplitude. Quasi-dynamic coupling has also been used to make electric field 

tunable devices, where the DC electric field creates a static strain in the magnetic layer, 

effectively acting as a DC bias field and altering the magnetization dynamics. This is mostly 

used to shift the magnetic resonance frequency within the film (as opposed to a mechanical 

resonance), which can be useful for tunable electromagnetic filters [161]–[163]. 

A major push in dynamic multiferroics has come from various research communities 

interested in wireless transduction. One such community is the field of energy harvesting and 

power transfer [164]–[166]. Conventional wireless power technology utilizes magnetic fields 

and inductive coupling [167], [168]. Multiferroic devices lend themselves well to these systems 

as they also couple to magnetic fields, with the added advantage that mechanical resonators 

have much higher quality factors than what is achievable with inductors. If this operation is run 

in reverse, where an electric field is applied to the multiferroic sample to create a dynamic 

magnetic field, these devices may be used as multiferroic antennas (Figure 1.13) [10]–[12]. The 

major advantage here is that, since elastic waves travel much slower than electromagnetic 
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waves (as discussed in Section 1.3.1), multiferroic resonators can be made with much smaller 

dimensions than conventional antennas. Achieving resonance in a smaller size means that high 

amplitudes of electromagnetic fields can be generated without the need of a bulky matching 

network [169]. This is particularly advantageous for near field communication systems, which 

already require electrically-small antennas and predominately use magnetic fields (as they 

penetrate deeper into typical lossy media) [170]. However, characterization of radiated signals 

from micro-scale multiferroic devices remain elusive due to the weakness of the signal 

 

Figure 1.13: Time response of a multiferroic near-field coupler. (a) Strain applied by the piezoelectric 
transducer. (b) Magnetic flux density within the magnetic material. (c) Generated magnetic flux 
density measured 20 cm away. Figure from [12]. 
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compared to parasitic radiation from the characterization equipment, with no conclusive 

measurements made to date [11], [171], [172]. 

Researchers interested in high frequency dynamic multiferroic coupling are 

predominantly focused on the coupling of acoustic waves with dynamic magnetization. The 

most well-known experiments in the field are those of acoustically driven ferromagnetic 

resonance (ADFMR) done by Labanowski et al. [173] and Dreher at al. [174]. In these 

experiments, SAW devices are used to generate acoustic waves that travel through a nickel thin 

film, exciting ferromagnetic resonance (FMR) when the acoustic wave frequency matches the 

FMR frequency (Figure 1.14). The key takeaway from these experiments is that the multiferroic 

coupling maximizes when the magnetization is oriented 45 degrees from the acoustic wave 

direction, a nuance not seen in electromagnetic coupling with magnetic materials. Work later 

done by Nygren et al. extends this result by measuring damping of the magnetization as a 

function of length along the sample [175]. It was found that the decay length of the 

magnetization in these systems are much longer than that of spin waves driven by magnetic 

fields. This result is key because conventional dynamic magnetic devices require ferrites, as 

 

Figure 1.14: (a) Power absorption of ADFMR as a function of magnetic bias in the x and y directions. 
Maximal coupling is approximately 45 degrees. (b) Power absorption along the direction of the arrow 
shown in (a) at different bias magnetic fields. Figures from [173]. 
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discussed in Section 1.2.2, to minimize eddy current damping of the electromagnetic signal. 

Ferrites are difficult to integrate on chip so, since the damping is lower using acoustic 

actuation, the ability to use conductive magnetic materials through strain-coupled multiferroics 

makes miniaturization much more practical. Experiments by other groups have utilized similar 

approaches to demonstrate a number of unique dynamic effects, such as parametric 

amplification [176], magnetization reorientation [177]–[180], nonreciprocity [181]–[183], 

coupled magneto-acoustic resonances [184]–[186], and reverse spin wave doppler shift [187].  

Dynamic multiferroic devices are complicated systems, coupling electromagnetics, 

acoustics, and dynamic magnetization. Because of this complexity, accurate modelling of these 

systems is a difficult task in its own right. Approximate methods have used analytical [170], 

[188] and finite element approaches [189], but the only fully coupled model developed thus far 

has been for resonant BAW multiferroic antennas using the FDTD method by Yao et al. [190], 

[191]. The major challenge is that the characteristic length scales for the magnetization 

dynamics and acoustics are much smaller than that of the electromagnetics. This requires much 

longer computation times than necessary because of the stability condition of the FDTD 

algorithm for wave problems [191]. The work presented in [190], [191] bypasses this issue by 

specifically using an ADI-FDTD algorithm. 

1.4.2  Contributions of This Work 

As discussed above, dynamic multiferroic coupling is a new field with the potential to 

finally realize energy efficient micro-scale RF magnetic devices. The goal of this work is to 

contribute to the field by investigating the nuances of dynamic multiferroics in three specific 

regimes. The remainder of this thesis is organized as follows. First, in Chapter 2 the theoretical 

foundation of dynamic magnetization coupling is discussed, and the different regimes of 

coupling are defined. Chapter 3 then discusses quasi-static coupling in multi-domain resonators, 
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focusing on nonlinear forces arising from magnetostriction. Chapter 4 discusses coupling in the 

spin precession regime in multi-domain resonators. And finally, Chapter 5 discusses coupling 

above the spin precession regime in a single domain magnetic film. 
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Chapter 2  Dynamics of Magnetization 
 

 

 

2.1  Features of Ferromagnetic Materials 

Ferromagnetic materials are ubiquitous in modern society, being integral components 

of motors, transformers, actuators, and many other applications [37], [70], [71], [192], [193]. 

The defining feature of these materials is that their permeability is hysteretic, meaning that 

the permeability is not only nonlinear but depends on the exact sweep of the applied bias 

magnetic field. Hysteresis loops of the average material magnetization versus the applied bias, 

such as Figure 2.1, are used to characterize these materials.  

 
Figure 2.1: Sample hysteresis loop of a ferromagnetic material.  
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There are four key aspects of the material that can be determined from these curves: 

1. The remanent magnetization (𝑀𝑟), which is the absolute value of the magnetization at 

zero applied bias field. 

2. The coercive field (𝐻𝑐), which is the absolute value of the applied field at which point 

the total magnetization is zero. 

3. The saturating field (𝐻𝑠𝑎𝑡), which is the absolute value of the applied field at which the 

magnetization throughout the material is uniformly aligned. In practice, due to thermal 

fluctuations, complete saturation is impossible so an approximate 𝐻𝑠𝑎𝑡 is defined. 

4. The saturation magnetization (𝑀𝑠), which is the value of the magnetization measured 

at saturation. Again, due to thermal fluctuations this is technically impossible to 

measure. This value can be taken as what the magnetization asymptotically approaches 

as the applied magnetic field continues to increase in magnitude. 

The signs of these values depend on the direction of the magnetic field sweep, which is 

indicated by the arrows in the plot. The constitutive law for a ferromagnetic material is thus a 

nonlinear function of applied magnetic field and is given below in SI units. 

 𝐵 = 𝜇0[ 𝑀(𝐻) + 𝐻 ] (2.1) 

To put the constitutive laws in a form similar to linear magnetic materials, the above equation 

can be cast into the following piecewise formulation: 

 𝑀(𝐻) = 𝜒𝑒𝑓𝑓(𝐻)𝐻 (2.2) 

 𝐵 = {
𝜇0 [ 𝜒𝑒𝑓𝑓(𝐻)𝐻 + 𝐻 ]             |𝐻| < 𝐻𝑠𝑎𝑡

    𝜇0[ 𝑀𝑠𝐻̂ + 𝐻 ]                 |𝐻| ≥ 𝐻𝑠𝑎𝑡

 (2.3) 

The instantaneous susceptibility of the material for small changes in applied field is the local 

slope of the hysteresis loop at the applied magnetic field. 
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Inside a ferromagnetic material is a collection of individual magnetic dipoles whose 

orientation is determined by random thermal fluctuations, various local interactions in the 

material, and any external magnetic fields [192]. Typically, the magnetic dipoles inside the 

material form into conglomerations called domains, as shown in Figure 2.2. Within each domain, 

all the magnetic dipoles are uniformly arranged. The narrow zone in between two domains is 

called a domain wall and in this area the magnetization has a gradient as it transitions between 

the uniform orientation of one domain to the next. When a magnetic field is applied, at low 

fields the net magnetization change is predominantly determined by the movement of these 

domain walls, as shown in Figure 2.2b. The domain walls are highly mobile and are responsible 

 𝑏 = 𝜇0 [
𝜕𝑀

𝜕𝐻
ℎ + ℎ ] (2.4) 

 
Figure 2.2: Transformation of domain structure under applied magnetic fields. Domain walls are 
represented by dashed lines. (a) Multi-domain state at no applied field. (b) Domain wall motion 
expanding domains parallel to field. (c) High fields with only domains orthogonal to applied field 
left. (d) Completely saturated sample. 
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for the portions of the hysteresis loop with large instantaneous susceptibility. At higher fields, 

the magnetization changes are caused by rotation of the magnetic dipoles within the last few 

domains that still exist in the material (Figure 2.2c). These domains are usually magnetized 

orthogonally to the applied field. Much smaller changes are generated this way, and this is 

responsible for the low instantaneous susceptibility as the material approaches saturation. Past 

saturation (Figure 2.2d), no changes in magnetization is possible as all the magnetic dipoles 

within the material are already completely aligned. If the dimensions of the material approach 

the sizes of the magnetic domains, interesting formations can occur as well [22], [194]–[197]. 

In addition to ferromagnetic materials, there are two other classes of magnetic 

compounds that are heavily used in dynamic systems [41]–[43], [198]. Ferrimagnetic materials 

are compounds very similar to ferromagnetic materials, with the key difference being that 

ferrimagnetic materials are made of at least two types of antiparallel magnetic dipoles at the 

atomic scale. As shown in Figure 2.3b, these two dipoles are antiparallel but are unequal in 

magnitude, meaning that there is still a net magnetization. Magnetic materials in many radio 

frequency applications use ferrimagnetic materials because they are often insulating, meaning 

that eddy current losses generated by the electromagnetic waves are not an issue [41]–[43]. 

 

Figure 2.3: (a) Ferromagnetic compound with approximately parallel dipoles. (b) Ferrimagnetic 
material with unequal and antiparallel dipoles. (c) Antiferromagnetic material with equal and 
antiparallel dipoles. 
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When modelling these materials, typically the net magnetization is used, and any atomic scale 

variation is ignored. In the specific case where the different magnetic dipoles sum to a zero 

net magnetization (Figure 2.3c), the material is called antiferromagnetic [198]. Due to the 

internal dynamics specific to antiferromagnets, they hold promise for future terahertz systems. 

 

2.2  Dynamics of Magnetization 

2.2.1  Dynamics of a Single Magnetic Moment 

The complications of magnetization dynamics trace their roots to the fact that the 

source of magnetization is the atomic angular momentum. The total angular momentum of an 

atomic site (𝒥) in a material is the sum of two contributions, the orbital angular momentum (ℒ) 

and the spin angular momentum (𝓈), as shown in Figure 2.4. While in general both contributions 

matter, in practice the contribution of the spin angular momentum dominates, and the orbital 

moment can be ignored. 

Following the derivation in [52], the magnetic moment (𝔪) is related to the atomic spin 

by the following equation: 

where, 𝛾 is the gyromagnetic ratio. If a magnetic field (𝐻) is applied to the dipole, it 

experiences the torque given by Equation 2.6. 

 𝔪 = −𝛾𝓈 (2.5) 

 Γ = 𝓈̇ = 𝔪 × 𝐵 = 𝜇0𝔪×𝐻 (2.6) 
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Now combining Equations 2.5 and 2.6, the equation of motion for a single spin is found to be to 

be Equation 2.7. 

Assuming the density of magnetic dipoles per unit volume is 𝜌𝔪, then the magnetization 

is defined by the following equation: 

and the new equation of motion for the volume magnetization is now given below. 

By the equation above, no torque is exerted on the magnetization if it is parallel to the 

magnetic field. When a magnetic field is at an angle to the magnetization, the magnetization 

will rotate until it is parallel to the magnetic field, at which point the magnetization stops 

changing and is now in DC equilibrium. If a dynamic field is applied that is smaller than the DC 

 𝔪̇ = −𝜇0𝛾𝔪 × 𝐻 (2.7) 

 𝑀 = 𝜌𝔪 ∙ 𝔪 (2.8) 

 𝑀̇ = −𝜇0𝛾𝑀 × 𝐻 (2.9) 

 

Figure 2.4: Contributes to total angular momentum, 𝒥: (a) orbital angular momentum, ℒ, from the 

electron circling the nucleus and (b) spin angular momentum, 𝓈, that is intrinsic to the electron. 

 

 



29 

magnetic field, the magnetization then only slightly moves away from the DC equilibrium point. 

Modelling of the dynamics becomes much simpler in this approximation as the equation can be 

“centered” around the DC equilibrium point. The total magnetic field and magnetization is now 

defined by the following two relations: 

where 𝑚, ℎ, 𝑀0, 𝑀0̂, and 𝐻0 are the AC magnetization, the AC magnetic field, DC 

magnetization, direction of the DC magnetization, and the DC magnetic field magnitude, 

respectively. Taking into account the fact that the DC equilibrium values, by definition, do not 

change in time, substituting Equations 2.10 and 2.11 into Equation 2.9 yields the equation 

below. 

Taking a time derivative of Equation 2.12 yields the following second order differential 

equation: 

Here 𝜔0 = 𝜇0𝛾𝐻0 and 𝜔𝑀 = 𝜇0𝛾𝑀𝑠. The difference between Equation 2.13 and 2.14 is that in 

2.14 a small signal approximation is applied (|𝑚| ≪ 𝑀𝑠 and |ℎ| ≪ 𝐻0) so the term 𝑚 × ℎ is 

assumed to be negligibly small. This has the effect of linearizing the equation, so that the 

frequency of the magnetization will now be the same as the frequency of the applied field. 

 𝑀 = 𝑀0 +𝑚 = 𝑀𝑠𝑀0̂ +𝑚 (2.10) 

 𝐻 = 𝐻0𝑀0̂ + ℎ (2.11) 

 𝑚̇ = −𝜇0𝛾 [(𝑚 ×𝐻0𝑀0̂) + (𝑀𝑠𝑀0̂ × ℎ) + (𝑚 × ℎ)] (2.12) 

 𝑚̈ = −𝜇0𝛾 [−(𝐻0𝑀0̂ × 𝑚̇) + (𝑀𝑠𝑀0̂ × ℎ̇) +
𝑑

𝑑𝑡
(𝑚 × ℎ)]  

 

= −[𝜔0
2 (𝑚 − (𝑚 ∙ 𝑀0̂)𝑀0̂)] + [𝜔0𝜔𝑀 (ℎ − (ℎ ∙ 𝑀0̂)𝑀0̂)] − [𝜔𝑀 (𝑀0̂ × ℎ̇)]

− [(𝜇0𝛾𝜔0)𝑀0̂ × (𝑚 × ℎ)] − [𝜇0𝛾
𝑑

𝑑𝑡
(𝑚 × ℎ)] 

(2.13) 

 = −[𝜔0
2 (𝑚 − (𝑚 ∙ 𝑀0̂)𝑀0̂)] + [𝜔0𝜔𝑀 (ℎ − (ℎ ∙ 𝑀0̂)𝑀0̂)] − [𝜔𝑀 (𝑀0̂ × ℎ̇)] (2.14) 
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Examining Equation 2.14 can provide two major insights into the dynamics of an 

independent spin. The first term contains the expression (𝑚 − (𝑚 ∙ 𝑀0̂)𝑀0̂), which subtracts 

the component of 𝑚 parallel to the DC magnetization direction. This means that if there is any 

change in magnetization along the 𝑀0̂, it has a minimal effect on the torque felt by the 

magnetization. A similar expression is present in the second term for the AC magnetic field, 

(ℎ − (ℎ ∙ 𝑀0̂)𝑀0̂), meaning that any AC magnetic fields parallel to the 𝑀0̂ direction will also 

have minimal effect. AC magnetization and AC magnetic fields parallel to the 𝑀0̂ direction are 

responsible for nonlinear processes, which are ignored in the small signal approximation used 

in Equation 2.14 [71]. In the linear problem considered here, only AC fields applied 

perpendicular to 𝑀0̂ have any effect, and the magnetization change generated is also only 

perpendicular to 𝑀0̂.  

2.2.2  Effective Fields 

Thus far, only the effect of a magnetic field on a spin has been considered. But within 

a material there are several types of micro-magnetic interactions that can drive a spin, as 

summarized in Figure 2.5. These interactions all generate their own torques on the magnetic 

dipole and the sum of these is what determines the dynamics. 

Calculating the torque for each of these interactions is feasible, however it is 

troublesome given that several equations have previously been derived assuming an applied 

magnetic field, such as the equations derived in Section 2.2.1, which would no longer be of any 

use. The effective field is a method that uses the energy densities of the different micro-

magnetic interactions (𝑈𝑀𝑀) and derives what the field would be if this energy was due to a 

magnetic field (𝐻𝑀𝑀) [70], [71], [193]. 
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With these effective magnetic fields, the previously derived equations of motion can 

still be used. However, one important caveat is that these fields are not real and thus do not 

factor into Maxwell’s equations. As an example, the effective field generated by a strain in a 

magnetostrictive material will reorient a spin. But a spin outside of the material will not feel 

any effective field caused by the strain. What it will feel is the magnetic field generated by the 

material, as magnetic fields generated by spins are real magnetic fields and can affect each 

other (which will be discussed in Section 2.3.1). 

2.2.3  Modifications for a Continuum 

The problem considered in Section 2.2.1 is for independent spins in a material. However, 

as discussed in Section 2.2.2, in a continuum there are a variety of internal micro-magnetic 

interactions between the spins that alter the dynamics. Using the effective field approach 

 𝐻𝑀𝑀 = −
1

𝜇0
(
𝜕

𝜕𝑀𝑥
𝑥 +

𝜕

𝜕𝑀𝑦
𝑦̂ +

𝜕

𝜕𝑀𝑧
𝑧̂) ∙ 𝑈𝑀𝑀 + ∑

𝜕

𝜕𝑝
[
𝜕𝑈𝑀𝑀

𝜕(𝜕𝑀/𝜕𝑝)
]

𝑝=𝑥,𝑦,𝑧

 (2.15) 

 

Figure 2.5: Types of micro-magnetic interactions present in an amorphous ferromagnetic material. 
These are discussed in depth in Section 2.3. Notice that the material is broken up into several 
domains. 
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discussed in Section 2.2.2, Equation 2.14 can simply be modified by replacing the magnetic 

field term with a sum of the internal and external magnetic fields, both real and effective. 

In this expression 𝐻0 is the sum of the DC internal and applied fields, ℎ𝑀𝑀is the sum of all AC 

internal magnetic fields, and ℎ𝑒𝑥𝑡 is the AC external magnetic field. As shown in Figure 2.2, 

inside of a magnetic material the magnetization can vary as a function of space, meaning that 

the variables 𝐻0, 𝑀̂0, 𝑚, ℎ𝑀𝑀, and ℎ𝑒𝑥𝑡 can all vary as a function of space as well. To be 

completely accurate, these terms should truly be written as 𝐻0(𝑥), 𝑀0̂(𝑥), 𝑚(𝑥), ℎ𝑀𝑀(𝑥), and 

ℎ𝑒𝑥𝑡(𝑥) to indicate they are a function of position. However, to keep notation uncluttered, this 

will be omitted throughout this text. 

Inserting Equation 2.16 into Equation 2.14 gives the following second order differential 

equation for the magnetization dynamics within the system. 

As this is a linear second order differential equation, insight can be gained by writing the 

equation as if it was a mass-spring system. 

 

 𝐻 = 𝐻0𝑀0̂ + ℎ𝑀𝑀 + ℎ𝑒𝑥𝑡 (2.16) 

 

𝑚̈ = − [𝜔0
2 (𝑚 − (𝑚 ∙ 𝑀0̂)𝑀0̂)] + [𝜔0𝜔𝑀 (ℎ𝑀𝑀 − (ℎ𝑀𝑀 ∙ 𝑀0̂)𝑀0̂)]

− [𝜔𝑀 (𝑀0̂ × ℎ̇𝑀𝑀)] + [𝜔0𝜔𝑀 (ℎ𝑒𝑥𝑡 − (ℎ𝑒𝑥𝑡 ∙ 𝑀0̂)𝑀0̂)]

− [𝜔𝑀 (𝑀0̂ × ℎ̇𝑒𝑥𝑡)] 

(2.17) 

 

𝑚̈⏟
𝐼𝑛𝑒𝑟𝑡𝑖𝑎𝑙 𝑇𝑒𝑟𝑚

+ 

{[𝜔0
2 (𝑚 − (𝑚 ∙ 𝑀0̂)𝑀0̂)] − [𝜔0𝜔𝑀 (ℎ𝑀𝑀 − (ℎ𝑀𝑀 ∙ 𝑀0̂)𝑀0̂)]

+ [𝜔𝑀 (𝑀0̂ × ℎ̇𝑀𝑀)]}⏟                                        
𝑅𝑒𝑠𝑡𝑜𝑟𝑖𝑛𝑔 𝐹𝑜𝑟𝑐𝑒 𝑇𝑒𝑟𝑚

 

= {[𝜔0𝜔𝑀 (ℎ𝑒𝑥𝑡 − (ℎ𝑒𝑥𝑡 ∙ 𝑀0̂)𝑀0̂)] − [𝜔𝑀 (𝑀0̂ × ℎ̇𝑒𝑥𝑡)]}⏟                                    
𝐷𝑟𝑖𝑣𝑖𝑛𝑔 𝐹𝑜𝑟𝑐𝑒 𝑇𝑒𝑟𝑚

 

(2.18) 
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The first term represents a local inertial term, similar to the acceleration term in a mass-spring 

system. The second term is a restoring force term, which is a complicated expression of the 

internal fields, equilibrium magnetization, and AC magnetization. An effective spring constant 

could be derived for a given domain structure, similar to how a modal spring constant in an 

elastic structure depends on the materials present and the boundary conditions. The external 

force term depends on the distribution of the external field, similar to how a distributed load 

will drive a cantilever differently than a point load. With all the similarities present between 

Equation 2.18 and a mass-spring system, it should be of no surprise that a magnetic material 

has internal resonances that can be driven by applied magnetic fields, and that these internal 

resonances depend on the applied fields and equilibrium domain structure. These will be 

discussed more in depth in Sections 2.4.3 and 2.4.2, as well as Chapter 4 and Chapter 5. 

 

2.3  Interactions Within an Amorphous Ferromagnet 

2.3.1  Dipolar Interactions 

A spin in a magnetic material is a magnetic dipole, meaning that it generates its own 

magnetic field. This magnetic field is felt by every other spin in the system, which are all 

generating their own magnetic fields as well. The magnetic fields generated by each spin (called 

dipolar fields) exert a force on all the other spins in the system, a phenomenon known as the 

dipolar interaction. 

The dipole field is a real magnetic field and thus requires a simultaneous solution to 

Maxwell’s equations in addition to Equation 2.18, which greatly complicates the analysis [190], 

[191]. Since magnetic devices are often much smaller than the electromagnetic wavelength of 

their operation frequency, the wave dynamics can be ignored and the magnetostatic 
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approximation can be taken. In this approximation it is assumed that ∇ × 𝐻 ≈ 0, meaning that 

there is no radiation and that the magnetic field can be defined as a gradient of a magnetostatic 

potential, 𝜙(𝑥). In this approximation, the total dipolar field distribution can be found by 

summing the contributions of the magnetization throughout the material and is given by the 

following two equations [192]. 

Here 𝑥 is the position at which the magnetic field is measured, 𝑥′ is the position of the magnetic 

dipole, ∇′ is the Del operator in the 𝑥′ coordinate system, and the integrals represent the 

summation of the contributions of all the individual magnetic dipoles (from inside the volume 

𝕍 and on the surface 𝕊) to the dipolar field seen at position 𝑥. 

From Equation 2.20, it is evident that the contributions to the dipolar field from within 

the volume of the material is due to any nonuniformity of the magnetization. In a uniformly 

magnetized material, the only contribution to the dipolar field is the magnetization at the 

material’s surfaces. In the special case of a uniformly magnetized ellipsoid, there is a very 

simple expression for the dipolar field: 

where 𝑁𝑥, 𝑁𝑦, and 𝑁𝑧 are the demagnetization constants for the specific material shape for the 

three cartesian axes. The name demagnetization constant is due to the fact that the dipolar 

field generated is always opposite the magnetization, which is also why these fields are often 

called demagnetization fields. Because different directions have different constants that 

depend on the shape, this interaction has also been called shape anisotropy. Figure 2.6 gives 

 𝐻𝑑𝑖𝑝𝑜𝑙𝑒(𝑥) = −∇𝜙(𝑥) (2.19) 

 𝜙(𝑥) = −
1

4𝜋
∫
∇′ ∙ 𝑀(𝑥′)

|𝑥 − 𝑥′|
𝑑3𝑥′

𝕍

+
1

4𝜋
∫
𝑀(𝑥′) ∙ 𝑛̂

|𝑥 − 𝑥′|
𝑑2𝑥′

𝕊

 (2.20) 

 𝐻𝑑𝑖𝑝𝑜𝑙𝑒(𝑥) = −(𝑁𝑥𝑥̂ + 𝑁𝑦𝑦̂ + 𝑁𝑧𝑧̂) ∙ 𝑀 (2.21) 

 𝑁𝑥 +𝑁𝑦 +𝑁𝑧 = 1 (2.22) 
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demagnetization constants for common ellipsoidal shapes used in practice. Approximate 

demagnetization constants can also be calculated for nearly ellipsoidal geometries [199]. 

2.3.2  Exchange Interactions 

Electrons, like all fermions, must follow the Pauli Exclusion Principle [200]. This physical 

law states that no two fermions may occupy the same quantum state and is a purely quantum 

mechanical interaction with no macro-scale analog. As a result, neighboring electrons exert a 

 

Figure 2.6: Demagnetizing constants for a thin plate, thin rod, and sphere. The plate is assumed to 
be infinitely thin and the rod is assumed to be infinitely long. Figure from [52].  
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“force” on each other so that they are oriented such that their quantum states do not overlap. 

This is the exchange interaction and is responsible for which of the three classes of magnetic 

materials shown in Figure 2.3 a material will belong to.  

For the ferromagnetic materials focused on in this work, the energy for the exchange 

interaction is minimized when neighboring dipole moments are aligned [192]. The exact 

expression for the exchange energy and effective field depends on the structure of the 

material. In an amorphous ferromagnet, the effective field felt by the local magnetization 

depends on the relative orientation of its neighbors and is given by  

where 𝐷 is the spin stiffness, also known as the exchange constant [70], [71], [201]. As this is 

an effective field, it does not factor into electromagnetic field calculations. 

2.3.3  Magneto-Elastic Interactions 

Exchange interactions discussed in the last section, as well as magneto-crystalline 

interactions in anisotropic materials, depend on the relative spacings between the spins in the 

material. If the spacings are perturbed, by straining the crystal lattice for example, then the 

equilibrium magnetization must change as the internal interactions have also been perturbed. 

This is the basis of the magneto-elastic interaction, where strains applied to a magnetic 

material will cause the magnetization to reorient. In an amorphous magnetostrictive material, 

the magneto-elastic energy density is given by 

where 𝐵𝑀𝐸 is the magneto-elastic energy constant, and 𝑆 is the local mechanical strain [71]. 

Using Equation 2.15, the effective field of an applied strain can then be calculated. 

 𝐻𝑒𝑥𝑐ℎ𝑎𝑛𝑔𝑒(𝑥) =
𝐷

𝛾𝜇0𝑀𝑠
∇2𝑀(𝑥) =

𝐷

𝛾𝜇0
∇2𝑀̂(𝑥) (2.23) 

 𝑈𝑀𝐸 =
𝐵𝑀𝐸

𝑀𝑠
2 ∑ ∑ 𝑀𝑝𝑀𝑞𝑆𝑝𝑞

𝑞=𝑥,𝑦,𝑧𝑝=𝑥,𝑦,𝑧

 (2.24) 
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Just as a magnetic dipole has a magnetic field associated with it, a magnetic dipole in 

a magnetostrictive material has a stress and strain associated with it. When a magnetic field is 

applied, the magnetization will rotate and deform the material. To calculate the 

magnetostrictive stress from this process, a similar approach to Equation 2.15 can be taken. 

An important fact to note is that the magnetostrictive stress (and the associated strain) will 

saturate with magnetic field. As the magnetic field increases, the magnetization will align to 

it and the strain in that direction will increase. Once the material is saturated to its saturation 

magnetization, its magnetostrictive strain will also saturate at a value called the saturation 

magnetostriction, 𝜆𝑠 (Figure 2.7). 

 

𝐻𝑀𝐸 = −
𝐵𝑀𝐸

𝜇0𝑀𝑠
2 [ (𝑀𝑥𝑆𝑥𝑥 + 2𝑀𝑦𝑆𝑥𝑦 + 2𝑀𝑧𝑆𝑥𝑧)𝑥

+ (2𝑀𝑥𝑆𝑥𝑦 +𝑀𝑦𝑆𝑦𝑦 + 2𝑀𝑧𝑆𝑦𝑧)𝑦̂

+ (2𝑀𝑥𝑆𝑥𝑧 + 2𝑀𝑦𝑆𝑦𝑧 +𝑀𝑧𝑆𝑧𝑧)𝑧̂ ] 

(2.25) 

 𝑇𝑝𝑞 = −
𝜕𝑈𝑀𝐸
𝜕𝑆𝑝𝑞

= −𝐵𝑀𝐸
𝑀𝑝𝑀𝑞

𝑀𝑠
2          𝑓𝑜𝑟         𝑝, 𝑞 = 𝑥, 𝑦, 𝑧 (2.26) 

 

Figure 2.7: (a) Deformation of a sphere via magnetostrictive strains. (b) Saturation of strain in a 
magnetostrictive material. Adapted from [192]. 
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Drawing another analog to dipole interactions, the stresses created by the magneto-

elastic interactions are real. Therefore, a complete analysis of a magneto-elastic problem 

requires a simultaneous solution of Equation 2.18 and the elastodynamic equations of motion. 

2.3.4  Dissipative Interactions 

As a magnetic dipole rotates, it undergoes a variety of interactions that will cause it to 

dissipate energy [71], [192], [202]. These interactions redistribute the energy of the rotating 

dipole until it eventually stops moving and settles into an equilibrium position. As can be seen 

in Figure 2.8, there are several ways the energy can be redistributed by these interactions. 

Transient electric fields created by the rotating dipoles can stimulate dielectric losses or 

transfer energy to mobile charges, generating eddy currents. Defects in the material can cause 

energy to be scattered from the driven magnetization mode to other modes not useful for 

device operation. No matter the exact interaction (or series of interactions), the end result is 

that the energy eventually flows to the lattice and generates heat. 

As can be surmised from Figure 2.8, exact modelling of losses is a very complicated 

problem. However, losses can be added to Equation 2.18 by use of phenomenological effective 

field that resists the rotation of the magnetization. 

Here 𝛼 is known as the Gilbert damping constant and is found by fitting measurement data. The 

proportionality to 𝑀̇ ensures that the field is only present when the magnetization is moving, 

and the negative sign ensures that the torque produced always opposes the change in the 

magnetization.  

 𝐻𝑙𝑜𝑠𝑠 = −
𝛼

𝑀𝑠
𝑀̇ (2.27) 
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As discussed in Section 2.1, there are two types of magnetization changes, large changes 

caused by domain wall motion (Figure 2.2b) and small changes from dipole rotation (Figure 

2.2c). The sources of damping for these two cases are the same but manifest differently 

because of the differences in dynamics. Small changes happen continuously and are thus 

continuously damped. Large changes in magnetization happen predominantly via localized 

discontinuous and rapid motion of the domain walls, called Barkhausen jumps [202]. Because 

of this, it is often useful to treat the damping of both processes separately when modelling. 

 

2.4  Solutions to the Equation of Motion 

2.4.1  Simplifications for Independent Spins 

Exact analytical solutions to Equation 2.18 are difficult to derive, but it is instructive to 

solve the equation in a few approximate cases. Consider an undamped system of independent 

 

Figure 2.8: Schematic of various mechanisms of energy redistribution inside a magnetic material. 
Adapted from [71]. 
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spins uniformly magnetized by a DC bias field 𝐻 = 𝐻0𝑥̂ = 𝐻𝑒𝑥𝑡𝑥̂, but with no AC magnetic field. 

Because the spins are independent, there are no internal interactions between them. Equation 

2.18 can then be written as follows: 

Equation 2.28 is a system of second order differential equations similar to that of a harmonic 

oscillator with a natural frequency of 𝑓 =
𝜔

2𝜋
=
𝜔0

2𝜋
=
𝛾𝜇0𝐻𝑒𝑥𝑡

2𝜋
. This frequency is called the Larmor 

precession frequency or, in ferromagnetic materials, the ferromagnetic resonance (FMR) 

frequency. The assumption that the material is uniformly magnetized means that the material 

must be saturated, meaning that the minimum bias field applicable for this model is 𝐻 = 𝐻𝑠𝑎𝑡 

and the minimum FMR frequency is 𝑓𝑚𝑖𝑛 =
𝛾𝜇0𝐻𝑠𝑎𝑡

2𝜋
. FMR in unsaturated materials will be 

discussed in Chapter 4. 

Since the DC magnetic field, and thus the DC magnetization, is along the 𝑥-axis, the 

magnetization does not move at all in the 𝑥 direction. The magnetization only moves in the 𝑦𝑧-

plane, precessing about the bias field with a frequency of 𝜔0, as shown in Figure 2.9. In a real 

system, damping is present and the precessional motion will eventually lose energy until it 

aligns with the bias field in the +𝑥 direction. 

If a small AC magnetic field is applied to the spins (perpendicular to the DC field, as 

discussed in Section 2.2.1), the amplitude of the magnetization change is maximized when the 

frequency of the AC field is 𝜔0. This magnetization change manifests itself as a peak in the 

measured susceptibility, as shown in Figure 2.10. As the amplitude of the magnetization is 

maximized here, the loss measured is also maximized. The increase in damping is exploited to 

 𝑚̈ + [𝜔0
2(𝑚 − (𝑚 ∙ 𝑥)𝑥)] = 0  

 [

𝑚̈𝑥 + 0

𝑚̈𝑦 +𝜔0
2𝑚𝑦

𝑚̈𝑧 +𝜔0
2𝑚𝑧

] = [
0
0
0
] (2.28) 



41 

characterize FMR in magnetic materials, by measuring the bandwidth and frequency of the 

damping peak [173], [174]. 

2.4.2  Simplifications for a Single Domain Thin Film 

For micro-magnetic problems, a more realistic scenario is that of a magnetic thin film 

uniformly magnetized in-plane. In this case, in addition to the externally applied DC magnetic 

 

Figure 2.9: Precessional motion of magnetization about the DC bias field. 
 

 

Figure 2.10: (a) Magnetic susceptibility magnitude peaking at FMR. (b) Real and imaginary parts of 
susceptibility. The imaginary part peaks at FMR, indicating that damping is maximized at this point.   
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field, 𝐻𝑒𝑥𝑡 = 𝐻𝑒𝑥𝑡𝑥̂, there are now contributions from AC dipolar fields. Referring to Figure 2.6, 

the sum of the external and dipolar fields can easily be calculated. 

Substituting this into Equation 2.18, yields the equation of motion for the magnetic thin film 

(in the absence of damping and an AC stimulus). 

Equation 2.30 is similar to a system of harmonic oscillators, except now the motion of 𝑚𝑦 has 

a dependence on 𝑚̇𝑧. Because the DC bias is along the 𝑥-axis, there is no change in 𝑚𝑥. The 𝑚𝑦 

and 𝑚𝑧 components of the magnetization change with time, but the addition of shape 

anisotropy along the 𝑧-axis gives rise to different equations of motion for 𝑚𝑦 and 𝑚𝑧.  

We see in Equation 2.30 that the natural frequency of 𝑚𝑧 has been modified in the 

presence of dipolar fields. 

Equation 2.31 is known as Kittel’s equation [52]. It can be seen, by comparing the FMR 

frequency found here versus that in the last section, that a uniformly in-plane magnetized thin 

film has a higher FMR frequency than a system of independent spins for the same bias field. 

 

𝐻 = 𝐻𝑒𝑥𝑡 +𝐻𝑑𝑖𝑝𝑜𝑙𝑒 = 𝐻𝑒𝑥𝑡𝑥̂ − 𝑁𝑧𝑧̂ ∙ 𝑀

= 𝐻𝑒𝑥𝑡𝑥̂ − 𝑁𝑧𝑧̂ ∙ (𝑀𝑠𝑥 +𝑚) = 𝐻𝑒𝑥𝑡𝑥̂ − 𝑚𝑧𝑧̂ 

(2.29) 

 
𝑚̈ + [𝜔0

2(𝑚 − (𝑚 ∙ 𝑥)𝑥)] − [𝜔0𝜔𝑀(ℎ𝑀𝑀 − (ℎ𝑀𝑀 ∙ 𝑥)𝑥)] + [𝜔𝑀(𝑥 × ℎ̇𝑀𝑀)]

= 0 

 

 
𝑚̈ + [𝜔0

2(𝑚 − (𝑚 ∙ 𝑥)𝑥)] − [𝜔0𝜔𝑀(−𝑚𝑧𝑧̂ + (𝑚𝑧𝑧̂ ∙ 𝑥)𝑥)] − [𝜔𝑀(𝑥̂ × (𝑚𝑧̇ 𝑧̂))]

= 0 

 

 𝑚̈ + [𝜔0
2(𝑚 − (𝑚 ∙ 𝑥)𝑥)] + [𝜔0𝜔𝑀𝑚𝑧𝑧̂] + [𝜔𝑀𝑚𝑧̇ 𝑦̂] = 0  

 [

𝑚̈𝑥 + 0

𝑚𝑦̈ + 𝜔0
2𝑚𝑦 +𝜔𝑀𝑚𝑧̇

𝑚̈𝑧 +𝜔0(𝜔0 +𝜔𝑀)𝑚𝑧

] = [
0
0
0
] (2.30) 

 𝑓 =
𝜔

2𝜋
=
1

2𝜋
√𝜔0(𝜔0 +𝜔𝑀) =

𝜇0𝛾

2𝜋
√𝐻𝑒𝑥𝑡(𝐻𝑒𝑥𝑡 +𝑀𝑠) (2.31) 
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This is because the demagnetization field caused by the 𝑚𝑧 component is in the opposite 

direction of 𝑚𝑧, resisting the change in 𝑚𝑧 and stiffening the magnetic system, which raises 

the resonance frequency. This is an advantage for thin film systems, as lower bias fields are 

easier to achieve in practice.  

2.4.3  Simplifications for Domain Wall Dynamics 

Applying Equation 2.18 to domain wall motion in a multi-domain state is complicated by 

many issues, such as nonuniformity of the internal fields, Barkhausen jumps, and pinning from 

defects. However, it has been shown that the average domain wall motion in a material can be 

modelled with a simple second order differential equation [71], [192], [202], [203]. 

Here 𝑚𝑤 is the domain wall effective mass (derived from the kinetic energy of a moving domain 

wall), 𝛽𝑤 is the domain wall damping, and 𝛼𝑤 is the domain wall stiffness, which all depend on 

the current internal domain structure of the material. The variable 𝜉 is the average domain 

wall displacement. Solutions for this equation can then be used to derive a dynamic 

susceptibility for a domain wall. Assuming harmonic forcing (ℎ𝑒𝑥𝑡 = |ℎ𝑒𝑥𝑡|𝑒
𝑗𝜔𝑡), the dynamic 

susceptibility is:  

Here 𝜒𝐷𝐶 is the DC susceptibility, 𝜔0𝑤 is the domain wall resonance frequency, and 𝑄𝑤 is the 

quality factor.  

 𝑚𝑤  𝜉 ̈ + 𝛽𝑤  𝜉̇ + 𝛼𝑤𝜉 = 𝑀𝑠 ∙ ℎ𝑒𝑥𝑡 (2.32) 

 
𝜒 =

𝜒𝐷𝐶

1 −
𝜔2

𝜔0𝑤
2 + 𝑗

1
𝑄𝑤

𝜔
𝜔0𝑤

 
(2.33) 

 𝜔0𝑤 = √
𝛼𝑤
𝑚𝑤

 (2.34) 

 𝑄𝑤 =
√𝛼𝑤𝑚𝑤

𝛽𝑤
 (2.35) 
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Figure 2.11 shows measured multi-domain susceptibilities at different DC magnetic 

fields [204]. The domain wall resonance frequency (also known as the relaxation frequency) is 

a cutoff frequency for the domain response. At frequencies much lower than 𝜔0𝑤 the domain 

walls move quickly, and the response is flat. At frequencies much higher than 𝜔0𝑤, the domain 

walls cannot move fast enough to respond to the stimulus, and the susceptibility drops to zero. 

A key feature of the measurements shown in Figure 2.11 is that changing the bias magnetic 

field changes the frequency response of the instantaneous permeability, because of the change 

in the internal domain structure. Higher bias fields lead to lower DC susceptibilities but increase 

the range over which the instantaneous susceptibility is flat. This is a manifestation of Snoek’s 

law, which dictates that the higher the DC permeability of the material, the lower the cut off 

frequency will be [203]. This is an important tradeoff to consider when choosing the optimal 

bias point for the material, as a bias point with a higher permeability comes at the cost of a 

lower bandwidth. Note that the loss also changes as a function of the applied magnetic field, 

as shown in Figure 2.11b. 

2.4.4  Regimes of Dynamic Magnetization  

 

Figure 2.11: Measured (a) real and (b) imaginary parts of permeability for Ni-Zn Ferrite for several 
bias magnetic fields. Note that the frequency axis is in log-scale. Figures from [204]. 
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As can be gleaned from the last three examples, the dynamics of the magnetization is a 

strong function of both the frequency and the magnetic structure [203]. In general, the 

broadband frequency response of a magnetic material follows the trend shown in Figure 2.12. 

This curve can be conceptually divided into three parts. At low frequencies, the susceptibility 

does not vary and matches the DC value. This is the quasi-static zone and is predominantly 

driven by domain wall motion. As discussed in the last section, domain walls have a cut off 

frequency, typically at a few 100’s of MHz, after which they cannot move quickly enough to 

keep pace with the applied field. This is cut-off zone and past this zone the domain wall 

response is practically zero. At higher frequencies, typically near 1 GHz or higher, the 

predominant contribution to the susceptibility is spin precession. The response is low until the 

frequency approaches the FMR frequency, at which point the response peaks. After FMR, the 

response again drops to close to zero. However, above the FMR frequency it is now possible to 

 

Figure 2.12: Trend for the instantaneous susceptibility of an arbitrary magnetic material. This is 
broken up into three zones depending on the frequency: Quasit-Static, Cut-Off, and Spin Precession. 
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drive waves of magnetization called spin waves [54], [55]. As domain wall motion does not 

contribute at these frequencies (their presence may even cause more dissipation), the response 

in this zone is maximized when the material is completely saturated. 

Summarizing these points, dynamic magnetization can broadly be categorized into six 

regimes categorized by which of the three zones in Figure 2.12 (quasi-static, cut-off, or spin 

precession), and which of the two possible internal states (single domain or multi-domain) the 

magnetic material is operating in. The importance of this is that the characterized dynamics in 

one regime does not necessarily carry over to the others. Meaning that, if characterization and 

analysis is to be done on a magnetic system, it is paramount to do this in the same regime that 

the system is intended to operate in. Values derived or measured in one regime will not 

necessarily accurately predict a system’s performance in another. 

  



47 

Chapter 3   Nonlinear MF Actuation 
 

 

 

3.1  Wirelessly Actuated Multiferroic Devices  

3.1.1  Linear Multiferroic Devices 

As discussed in Section 1.4.1, a large amount of research in dynamic multiferroics is 

driven by interest in wireless devices. Magnetic fields are heavily used in wireless near-field 

systems because they penetrate much deeper into lossy dielectrics, such as salt water and the 

human body [205]. Strain-coupled multiferroic devices are a route towards the efficient 

miniaturization of these systems due to their ability to sense and generate magnetic fields via 

capacitive transducers, combined with the fact that mechanical resonators can achieve much 

higher quality factors than what is possible with electronics [170], [206]. Large changes in 

magnetization are needed to sense and generate magnetic fields with high efficiency, meaning 

that the wireless devices that have been successfully demonstrated have all operated in a multi-

domain state, in the quasi-static frequency regime [10], [12], [164]–[166], [207]–[210]. These 

devices have focused on the sensing of magnetic fields, as measurement of magnetic fields 

radiated by small-scale multiferroic devices remains a challenge, due to parasitic radiation 

from the characterization equipment [171], [172]. However, a macro-scale proof-of-concept of 

multiferroic radiation has recently been demonstrated by Schneider et al. [12].  

Wireless multiferroic transduction has found applications in transformers/gyrators 

[207], [208], energy harvesting [164]–[166], antennas [10]–[12], and sensors [209], [210]. 
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Maximizing the piezomagnetic coupling in these devices requires the maximization of the 

domain wall mobility. As discussed in Section 2.4.3, the mobility of the domain walls depends 

on the domain structure, making the piezomagnetic coupling tunable via an applied magnetic 

field (Figure 3.1a). Further enhancement of the magnetization change can be achieved by using 

mechanical resonance, where the amount of elastic strain energy is maximized in the structure 

(Figure 3.1b).  

3.1.2  Nonlinear Multiferroic Devices 

While wireless multiferroic resonators have the advantage of high sensitivity due to the 

large strains they can generate, they have a major disadvantage in that they are very narrow 

bandwidth. However, the inherent nonlinearity in magnetostrictive and ferroelectric materials 

can be leveraged so that broadband devices can be made while retaining the narrowband 

amplification of mechanical resonance [211]–[213]. In these devices, instead of a DC bias, a 

large amplitude modulation signal (either a magnetic or electric field) is applied to the device. 

When an AC magnetic field is measured by the device, the nonlinearity causes the frequency 

to mix with the modulation frequency and generate an upconverted signal at the mechanical 

resonance frequency. If the modulation frequency is swept, it can be made that any measured 

 

Figure 3.1: (a) Variation of magnetostrictive strain,𝑆𝑚𝑎𝑔, and piezomagnetic constant, 𝑞33, as a 

function of bias magnetic field. Adapted from [209]. (b) Frequency dependence of multiferroic 
transduction at two different bias magnetic fields in a multiferroic transformer. The coupling peaks 
at the mechanical resonance frequency. Figure from [207].  
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magnetic field can excite the mechanical resonance, yielding a high amplitude broadband 

response. The added benefit of this approach is that 1/𝑓-noise and noise from ambient 

vibrations that are typical problems in linear sensing of low frequency signals [206]. 

 Upconversion of the measured magnetic field frequency does not necessarily require the 

use of a dynamic modulation field. At low bias fields linear piezomagnetic coupling is weak and 

a quadratic term dominates, meaning that any measured magnetic fields will yield a strain at 

double this frequency [214]–[216]. This kind of passive frequency doubling is incredibly useful 

in the measurement of magnetic fields in noisy environments. For instance, it can be used to 

implement a harmonic RFID system [217]. When an RFID reader interrogates a passive RFID tag, 

it must find a way to differentiate the tag signal from back scattering of the original 

interrogation signal (Figure 3.2a). In a harmonic RFID system, the RFID tag passively doubles 

the frequency of the interrogation signal and reradiates a signal at this new frequency. With 

some basic filtering, the RFID reader can now easily sort out the tag signal from backscatter. 

 

Figure 3.2: (a) Schematic of harmonic RFID system. The reader emits a 1𝑓 signal, and the passive RFID 

tag reradiates a 2𝑓 signal to distinguish itself from backscatter. (b) Package of a test device with 
parasitic antennas identified. These antennas receive electromagnetic signals and make it difficult 
to characterize the true device response.  
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Another application is in the characterization of magnetic devices and fields (Figure 3.2b). The 

layout of the device packaging can result in parasitic antennas that generate currents when 

exposed to dynamic magnetic fields, making it difficult to decouple the electromagnetic 

interference of the parasitics from what is measured by the device. However, if the signal 

generated by the device doubles the frequency of the magnetic field, simple filtering is all that 

is required to separate the device signal from the parasitics.   

 

3.2  Nonlinearity from Perpendicular Poling 

The devices discussed up until now all utilize parallel magnetic poling, where the bias 

magnetic field is applied parallel to the AC magnetic field. While this is traditionally what is 

done to optimize the response of the linear piezomagnetic coupling, there are several 

downsides when nonlinear piezomagnetic coupling comes into play. As discussed above, passive 

frequency conversion can only be achieved with low bias fields, meaning that if the device is 

exposed to even a moderately strong stray magnetic field, the operating point can shift 

appreciably. This limits tunability of the nonlinear coupling as higher bias fields push the 

magnetic material into the linear piezomagnetic regime, meaning active nonlinearity through 

bias modulation must be used. Even higher bias fields eliminate the piezomagnetic coupling all 

together (Figure 3.1a). 

If the bias field is applied perpendicular to the direction of the AC magnetic field, the 

symmetry of the system ensures nonlinear operation. This can be seen with a simple model for 

the magnetostrictive stress generated by a magnetic field. Using Equation 2.26, consider the 

extensional strain along the 𝑥-axis. 
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In the simple approximation where there is no back-action from the magneto-elasticity on the 

change in the magnetization, if the sample is biased along the 𝑦-direction and an AC small 

magnetic field is applied in the 𝑥-direction, the extensional strain is now given below. 

However, this is only the localized stress in the material. If the material is assumed to be 

amorphous, this equation can be averaged across the volume to find the effective stress felt by 

the material. 

The first term is a DC stress within the material and is irrelevant to the dynamics. The second 

term is the linear piezomagnetic coupling term. Since the material is amorphous, anisotropy 

can only be along the 𝑦-axis because of the bias magnetic field, meaning that there must be 

equal amounts of 𝑀0𝑥 pointing in the positive and negative directions due to the symmetry of 

the 𝑥-direction. Because of this, the second term will average to zero and now all that is left 

is the third term, which is quadratic in the change in magnetization. 

 The underlying mechanism for this nonlinearity can be understood pictorially through 

Figure 3.3. When zero field is applied, the magnetization is predominantly aligned towards the 

𝑦-direction and the magnetostrictive strain is along the 𝑦-axis. When a positive field is applied 

along the 𝑥-direction, the magnetization on average rotates towards it and projects the 

magnetostrictive strain along this direction, leading to long axis compression. When the field is 

removed, the material returns to its initial state. When the field is reversed to point in the 
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negative 𝑥-direction, the magnetization rotates towards it and projects the magnetostrictive 

strain along the 𝑥-axis, again leading to long axis compression. At zero field, the material once 

again returns to its initial state. For one cycle of magnetic field (zero, positive, zero, negative) 

there are two cycles of strain (undeformed, compression, undeformed, compression), which is 

another way of saying that the frequency of the magnetic field is doubled via the strain output. 

 As can be seen pictorially in Figure 3.3 and by the derivation of Equation 3.4, as long as 

the DC symmetry in the 𝑥-direction is maintained, the magneto-elastic coupling will remain 

quadratic. This showcases the advantage of perpendicular poling; passive nonlinear coupling 

can be leveraged but a bias magnetic field can still be used to add robustness to the system. 

 

3.3  Experimental Approach 

3.3.1  Device Design and Fabrication 

To demonstrate frequency doubling behavior, resonant multiferroic MEMS cantilevers 

were designed and fabricated (Figure 3.4). These cantilevers are bimorphs with aluminum 

 

Figure 3.3: Pictorial representation of magneto-elastic frequency doubling through perpendicular 
poling. The purple arrows are the magnetic dipoles in the material and the red lines represent the 
magnetostrictive strain associated with the magnetic dipoles. The material is assumed to have 
negative magnetostriction, so the red axis is associated with compressive strain. 
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nitride serving as the piezoelectric material and nickel as the magnetostrictive material. When 

the nickel is poled along the short axis of the cantilever, nonlinear transduction of the 

fundamental cantilever resonant mode is driven by an AC magnetic field along the long axis. 

The fabrication process (Figure 3.5) begins with 4” (100) high resistivity silicon 

substrates. Platinum (170 nm) is deposited (with 10 nm of titanium as an adhesion layer) for 

the bottom electrode by evaporation using a CHA Solution Electron Beam evaporator and is 

patterned via a lift-off process. An aluminum nitride (400 nm) blanket film is then reactively 

 

Figure 3.4: (a) Cross section of a multiferroic bimorph cantilever. Depicted is the resonant mode 
excited by an AC magnetic field along the long axis of the cantilever. The dotted lines represent the 
undeformed state. (b) Multiferroic cantilever before silicon etching to release the MEMS structure. 
The purple arrows indicate the intended direction of the DC magnetization during the experiments. 
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sputtered with a Tegal AMS Aluminum Nitride Sputtering System at the Claire & John Bertucci 

Nanotechnology Laboratory at Carnegie Mellon University. Vias for bottom electrode contact 

are then wet etched with AZ 300 MIF photoresist developer using a KMPR 1005 mask. Titanium 

(10 nm) / gold (200 nm) for the top electrodes and via contacts is deposited by evaporation 

with a CHA Mark 40 system and is patterned by lift-off. For the magnetostrictive layer, titanium 

(20 nm) / nickel (300 nm) is deposited by evaporation with a CHA Mark 40 system and is again 

patterned by lift-off. To define the edges of the resonator, the devices are plasma etched using 

a chlorine gas chemistry with a Unaxis SLR770 ICP system using a KMPR 1005 mask. The wafer 

 

Figure 3.5: Cross sections of the fabrication process flow for the multiferroic MEMS cantilevers.  
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is then diced, and the devices are released at the die level by isotopically etching the silicon 

substrate using XeF2 gas with a custom etching system.  

3.3.2  Device Characterization 

The magnetic hysteresis loop of the deposited nickel film is characterized using a 

superconducting quantum interference device (SQUID) and is shown in Figure 3.6a. The nickel 

is found to saturate in fields greater than approximately 2000 Oe. To electrically characterize 

the sample, the die is mounted on a printed circuit board (PCB) and electrical contact is made 

by wire-bonding (Figure 3.6b). The devices are placed in a Janis ST-500 cryostat with custom 

 

Figure 3.6: (a) Normalized measured hysteresis loop for the deposited nickel thin film. (b) PCB with 
a device to be tested in the vacuum chamber. (c) Measured frequency response of the MEMS 
multiferroic cantilever when driven with the piezoelectric layer.  
 

 
 

 



56 

electrical interfacing for the device PCB, and the cryostat is pumped down to below 10
-4

 mbar 

to minimize air damping. To determine the cantilever quality factor and resonance frequency, 

a frequency swept voltage is applied to the aluminum nitride layer and the displacement is 

measured using a HP4195A spectrum analyzer and a Polytec OFV-5000 laser Doppler vibrometer 

(LDV). The cantilever quality factor is found to be about 1200 and the resonance frequency is 

8052.6 Hz (Figure 3.6c). As the vacuum chamber is not able to apply a bias magnetic field 

perpendicular to the device, the devices are poled along the short axis in a magnetic field 

greater than 2500 Oe before being placed in the vacuum chamber, and the devices are tested 

in the remanent magnetization state to achieve quadratic magnetostrictive behavior. 

Figure 3.7 shows a schematic of the experimental set up to measure the frequency 

doubling. To magnetically actuate the devices, Helmholtz coils are placed into the vacuum 

chamber and are driven by an Agilent 33120A function generator. The field generated by these 

coils is parallel to the cantilever long axis. The cantilever displacement is again measured using 

 

Figure 3.7: Schematic of the test set up used to characterize multiferroic MEMS cantilevers. 
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the LDV and spectrum analyzer. The output voltage generated by the multiferroic device is 

measured using a Stanford Research Systems SR560 low-noise voltage preamplifier and the 

spectrum analyzer. The coil drive frequency is swept from 4019.3 Hz to 4033.3 Hz and the 

sweep is done for four different function generator output amplitudes: 250 mVpp, 500 mVpp, 

750 mVpp, and 1000 mVpp. 

 

3.4  Experimental Results 

The results of the experiment are summarized in Figure 3.8. The displacement of the 

cantilever as a function of frequency is plotted in Figure 3.8a for several AC voltages applied 

to the Helmholtz coils. The bottom axis is the drive frequency, which is the frequency of the 

magnetic field generated by the Helmholtz coils. The top axis is the sense frequency, which is 

the frequency at which the displacement is measured and is twice the drive frequency. As the 

drive frequency increases, the cantilever displacement also increases until it reaches a peak 

value at a drive frequency of 4026.3 Hz, which is half of the resonant frequency found for the 

device. Afterwards the displacement falls, as would be expected for a resonator. Figure 3.8b 

plots the peak cantilever displacement as a function of the voltage applied to the Helmholtz 

coils, which is linearly proportional to the magnetic field generated. Peak cantilever 

displacement is found to increase with the square of the coil driving voltage, as expected since 

the magnetostrictive strain depends quadratically on the applied AC magnetic field due to the 

perpendicular poling.  

As mentioned in Section 3.1.2, passive upconversion can be a very helpful technique to 

alleviate issues with electromagnetic interference during characterization of small-scale 

wireless devices (Figure 3.2b). To demonstrate this, the output voltage was measured at both 
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Figure 3.8: (a) Displacement measured at twice the frequency of the magnetic field generated by the 
Helmholtz coils, showing a peak when the drive frequency is half of the resonance frequency. (b) 
Peak amplitude measured as a function of the AC voltage applied to the coil. Because the coupling is 
nonlinear, the displacement varies quadratically with amplitude. 
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the drive frequency and twice the drive frequency (i.e. the sense frequency). These results are 

summarized in Figure 3.9. The resonance frequency of the device is slightly different in these 

plots because the samples were left out in air for over one month between this measurement 

and the one done in Figure 3.8. As can be seen in Figure 3.9a, the displacement measured at 

the drive frequency is negligible, but the displacement measured at the sense frequency (Figure 

3.9b) is orders-of-magnitude higher as the cantilever resonates in this frequency range. 

However, examining the voltage output at the drive frequency in Figure 3.9c, there is a flat 

measured voltage of approximately 10 mV. This voltage can only be due to the electromagnetic 

crosstalk between the wiring in the vacuum chamber and the Helmholtz coils because the 

cantilever does not have any appreciable motion in this frequency range. However, in Figure 

3.9d, it can be seen that at the sense frequencies, a voltage is measured that follows the same 

trend as the displacement in Figure 3.9b. This voltage is several orders-of-magnitude smaller 

 

Figure 3.9: (a) Displacement of the cantilever measured at the magnetic field frequency. (b) 
Displacement of the cantilever at twice the magnetic field frequency. (c) Measured output voltage 
at the magnetic field frequency. (d) Measured output voltage at twice the magnetic field frequency.  
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than the voltage measured at the drive frequency (Figure 3.9c). If linear multiferroic coupling 

would have been used, this measured voltage would have been completely obscured by the 

electromagnetic interference at the drive frequency. However, because passive nonlinearity 

was achieved through the perpendicular poling, the device output voltage was able to be 

measured, demonstrating that this is a viable approach for measuring weak signals from small-

scale wireless devices. 

 

3.5  Future Work 

The experiments presented in this chapter were only done on samples that were in the 

remanent magnetic state because no magnetic field was able to be applied inside the vacuum 

chamber. Future experiments should be done as a function of bias magnitude and angle, to 

quantitatively study the effect of the magnetic bias on the nonlinear coupling and compare the 

relative strengths of the nonlinear coupling in both parallel and perpendicular poling. 

As these experiments exclusively used multiferroic devices to measure magnetic fields, 

future designs and experiments should be done to measure field generated by these devices 

and implement a harmonic RFID system. 

There are a number of nonlinear forces and processes that have been demonstrated 

using flexural MEMS devices [218]. Additional modelling and experiments should be done on 

how combining the magneto-elastic nonlinearity and the traditional nonlinearities found in 

MEMS influence the dynamics of these beam structures. 

As discussed in Section 3.1.1, wireless multiferroic devices that have been studied have 

predominantly used devices in the quasi-static regime. For the development of future radio 



61 

frequency devices, the behavior of nonlinear multiferroic coupling should be investigated at 

higher frequencies, specifically in the cut of regime discussed in Section 2.4.4. 

  



62 

Chapter 4   FMR Below Saturation 
 

 

 

4.1  Ferromagnetic Resonance in Saturated Films 

4.1.1  Acoustically Driven Ferromagnetic Resonance 

Recalling the example shown in Section 2.4.2, biasing a magnetic film in-plane will cause 

it to precess around the bias axis with a natural frequency given by Equation 2.31. If a small AC 

magnetic field is applied that matches this frequency, the material is driven into ferromagnetic 

resonance (FMR) and high swings in magnetization are generated (Figure 2.10). This precession 

is the source of the “rotation” discussed in Section 1.2.1 that is integral to the function of many 

radio frequency (RF) magnetic devices. Because electromagnetic waves are used to drive FMR, 

the devices must be on par with the electromagnetic wavelength to operate properly. 

Acoustic waves can drive FMR in magnetic thin films through magneto-acoustic 

interactions, making them a viable option for the miniaturization for RF magnetic devices. 

Studies on acoustically driven FMR (ADFMR) in multiferroic composites predominantly utilize 

surface acoustic wave (SAW) devices [173], [174]. A schematic of these devices is shown in 

Figure 4.1a. The magnetic film thickness is much smaller than the SAW wavelength, so it is 

approximated that only surface strains couple to the film. If the film is biased in-plane, the 

effective magnetic field caused by the surface strains is given by simplifying Equation 2.25. 
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Here, 𝜃 is the angle of the magnetic bias relative to the 𝑥-direction, which is the direction of 

SAW propagation. However, as discussed in Section 2.2.1, only the component of magnetic field 

perpendicular to the bias direction has any effect on the dynamics.  

As is the case of regular magnetic field driven FMR, strains parallel to the magnetic bias 

direction cannot drive the magnetization. However, due symmetry of axial strains (a material 

has the same strain whether it is examined from the positive or negative direction), a strain 

that is perfectly perpendicular to the magnetization will also be unable to drive FMR. In ADFMR 

devices using SAWs, the maximal effective field is achieved when the magnetic field is 45° from 

the strain axis. This has been seen in ADFMR experiments by characterizing magnetic field 

dependent acoustic wave attenuation, where the highest amount of attenuation (corresponding 

to the highest magnetization amplitude) is found to be approximately 45° (Figure 4.1b).  

  

 |𝐻
𝑀𝐸,⊥

| = −
𝐵𝑀𝐸

𝜇
0
𝑀𝑠
cos(𝜃) ∙ 𝑆𝑥𝑥 ∙ sin(𝜃) = −

𝐵𝑀𝐸

2𝜇
0
𝑀𝑠
𝑆𝑥𝑥 ∙ sin(2𝜃) (4.2) 

 

Figure 4.1: (a) Typical SAW device used for ADFMR experiments. Nickel is used as the magnetostrictive 
thin film and LiNbO3 is the piezoelectric substrate. Adapted from [174]. (b) Angular dependence of 

SAW attenuation in ADFMR. Peak attenuation is measured at about 40°. Figure from [173]. 
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4.1.2  Coupled Magneto-Elastic Resonance 

When a magnetostrictive material is strained, this strain causes a reorientation of the 

magnetization. However, by Equation 2.26, the changing magnetization will also generate a 

magnetostrictive stress. This leads to a back-action, where the changing magnetization 

modifies the mechanical strains that caused the magnetization to change in the first place. This 

bidirectional coupling between the equations of motion for mechanics and magnetics can be 

ignored in situations where the interaction is weak, but accurate modelling of high coupling 

systems require that it is included [219].  

Because of their narrow bandwidth, high quality factor multiferroic resonators can 

resolve dynamics that are unseen in ADFMR experiments using SAW delay lines. One such 

experiment is that done by Alekseev et al. using high overtone bulk acoustic wave resonators 

(HBARs) [184]. The HBAR resonators where yttrium iron garnet (YIG) and tilted zinc oxide (ZnO) 

are used as the magnetostrictive and piezoelectric layers, respectively. Tilted ZnO is used here 

because of its ability to generate both shear and longitudinal bulk acoustic waves. The waves 

in the HBAR structure travel out of the plane of the film, so shear waves are useful because 

they can drive FMR with an in-plane bias. At the mechanical resonance frequency, the strains 

in the device are maximized, inducing the highest possible magnetostrictive magnetization 

change. At FMR, the magnetization change is also maximized, inducing the highest possible 

magnetostrictive strains. When the magnetic bias field is chosen such that these frequencies 

overlap, due to the strong bidirectional multiferroic coupling in the device, mechanical 

resonance and FMR act as a pair of coupled resonators and split into a pair of coupled magneto-

elastic resonance modes. Figure 4.2 summarizes the results of Alekseev et al. As the magnetic 

field increases, the FMR frequency aligns with the mechanical resonance frequency, and the 

pair of magneto-elastic resonances manifest as dips in the return loss. As the bias is increased 
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further, the pair of magneto-elastic modes increase in frequency until the coupling is so weak 

that all that is seen is a single mechanical resonance mode at the original frequency. Plotting 

the frequency of the dips in the return loss versus magnetic field (Figure 4.2c), the curves 

recreate the trends of the magneto-elastic wave dispersion curves shown in Figure 4.2b. 

 

4.2  Ferromagnetic Resonance in Multi-Domain Films 

While the findings of the ADFMR experiments done to date are critical for the design of 

future magneto-acoustic devices, these experiments have the common limitation of requiring 

 

Figure 4.2: (a) Return loss of a multiferroic HBAR resonator in the regime of maximized multiferroic 
coupling. (b) Dispersion relation of magneto-elastic waves. (c) Plotted resonance frequency shift 
versus bias magnetic field. The trends here recreate the magneto-elastic dispersion curve, indicating 
strong bidirectional coupling between the mechanical resonance and FMR. Adapted from [184]. 
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a saturated magnetic film. This puts a lower limit on the operating frequency of any device 

requiring ADFMR. 

While saturation maximizes the FMR response, it is not necessary to achieve FMR. Spins 

will precess at whatever frequency the local magnetic field dictates. Below saturation, the 

material will break into multiple domains and the internal field will vary as a function of space, 

meaning the FMR frequency in each domain will be different. This is further complicated by the 

fact that the domains will dynamically couple to each other [71]. 

Full analysis of an arbitrary multi-domain material using Equation 2.18 is very complex, 

but several examples have been worked out in [71] for simple domain structures. Figure 4.3 

summarizes the results for an unsaturated ferromagnetic single crystal sphere with a cubic 

crystal structure. The material is initially in a layered domain state of two different types of 

domains, and the material converges to a single domain state as the bias field increases toward 

saturation. Below saturation, there are now two different FMR modes in the magnetic material. 

One corresponds to the typical FMR mode, which is actuated by an AC magnetic field 

perpendicular to the bias magnetic field. The second mode is unique to the unsaturated state 

and is driven by an AC magnetic field parallel to the bias magnetic field. As the bias field 

 

Figure 4.3: (a) Layered domain structure in a single crystal ferromagnet with a cubic crystal structure. 
(b) Magnetic resonant modes of (a) below and above saturation. Adapted from [71]. 
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increases, the frequency of this new parallel mode decreases until it completely disappears at 

saturation and leaves only the traditional perpendicular mode associated with single domain 

materials. This is a major advantage for operating below saturation as it relaxes the constraints 

of traditional FMR devices on their geometry because the AC magnetic field must be 

perpendicular to the bias. The presence of these two modes have been experimentally verified 

in several experiments, with the results of an experiment similar to configuration in Figure 4.3 

plotted in Figure 4.4 [220]. 

The results shown in Figure 4.3 and Figure 4.4 are for single crystal materials. In a 

polycrystalline material, the domain structure will be very irregular and randomly oriented. As 

a result, the clean curves shown in Figure 4.3b will be smeared and instead of two resonances, 

all that will be seen is one single very broad peak. 

 

 

Figure 4.4: Measured magnetic resonance frequencies versus magnetic field for a single crystal sample 
below and above saturation. The two curves are for applied fields in two different directions. Figure 
from [220]. 
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4.3  Experimental Approach 

4.3.1  Device Design and Fabrication 

To investigate multiferroic coupling in a multi-domain magnetic material in the spin 

precession regime (i.e. at FMR), thin film bulk acoustic wave resonators (FBARs) were designed 

(Figure 4.5) and fabricated (Figure 4.6). The device is a three-layer FBAR, with aluminum nitride 

and nickel as the piezoelectric and magnetostrictive layers, respectively. The aluminum nitride 

is used to generate an oscillating out-of-plane extensional strain throughout the device. The 

topmost layer is a silicon nitride buffer layer whose purpose is to push the peak of the acoustic 

wave closer to the center of the device, to increase the magneto-elastic coupling to the nickel. 

The nickel is also patterned into stripes in an attempt to lower eddy current damping. 

First, titanium (10 nm) / platinum (100 nm) is evaporated on 4” (100) high resistivity 

(>10 kΩ∙cm) silicon wafers, using a CHA Solution Electron Beam evaporator, to serve as the 

bottom electrode for the device and is patterned via a lift-off process. The titanium serves as 

an adhesion layer for the metal. Next, 720 nm of aluminum nitride blanket film is reactively 

 

Figure 4.5: Schematic of the thin film bulk acoustic wave resonator used to characterize spin 
precession in a multi-domain ferromagnetic material. 
 

 



69 

sputtered using a Tegal AMS Aluminum Nitride Sputtering System at the Claire & John Bertucci 

Nanotechnology Laboratory at Carnegie Mellon University. Titanium (10 nm)/ platinum (100 

nm) is then evaporated, again using a CHA Solution Electron Beam evaporator, and lifted-off to 

pattern the top electrode layer. During the patterning of the photoresist for this step, the 

aluminum nitride was exposed to a TMAH based photoresist developer. TMAH etches aluminum 

nitride and lead to the roughness seen in the final result [221]. 

Sputter deposition of titanium (10 nm) / nickel (735 nm) layer follows using an Ulvac 

JSP 8000 sputtering system, which is also patterned through a lift-off process. The gas pressure 

for the nickel deposition was tuned to minimize residual film stress and to avoid the “winging” 

effects typical of sputter lift-off process by keeping the mean free path of the sputtered nickel 

long (Figure 4.7). Following nickel deposition, 530 nm of silicon nitride is deposited via PECVD 

with an STS Multiplex PECVD system and then etched in CHF3 plasma using an STS MESC Multiplex 

Advanced Oxide Etcher. The aluminum nitride layer is then etched in a mixture of CF4 and Ar 

 

 Figure 4.6: Process used for the fabrication of multiferroic FBARs. 
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plasma using an STS MESC Multiplex Advanced Oxide Etcher to expose the silicon and bottom 

electrode pads. 

The devices are then released from the substrate using XeF2 gas phase etching of the 

silicon using a custom etching system. During this step, the silicon nitride was unintentionally  

 

Figure 4.7: (a) Nickel lift-off pattern showing “winging” effects due to conformal sputter deposition. 
(b) Nickel lift-off of stripes with deposition process tuned to give larger Ni mean free path during 
deposition. The effects of shadowing can be seen on the edges of the stripes by the discoloration. 

 

 

Figure 4.8: Microscope image of a multiferroic FBAR device before XeF2 etching. Notice that the top 
electrode appears brown despite it being platinum. This is due to the roughening of the aluminum 
nitride surface from its exposure to TMAH. 
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etched to a thickness of approximately 300 nm. Figure 4.8 shows a completed device before 

the release step. 

4.3.2  Device Characterization 

The electrical response of the device was measured using a two-port measurement with 

a vector network analyzer (VNA) and ground-signal-ground (GSG) probes. Figure 4.9 shows the 

reflection and transmission coefficients of the device. Three resonant modes are observed: 1.8 

GHz, 3.2 GHz, and 5 GHz. Off resonance, the device simply behaves as a capacitor. The 

 

Figure 4.9: Measured reflection and transmission coefficients of the fabricated multiferroic FBAR.  
 

 

Figure 4.10: Magnetic hysteresis loop for a characteristic nickel sample. Measured using SQUID.  
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magnetic hysteresis loop for a blanket film of nickel on a silicon substrate (using the same nickel 

deposition process as these devices) is shown in Figure 4.10. 

To facilitate measurement with a magnetic bias field, a fabricated device was packaged 

as the terminating load of a coplanar waveguide (CPW) transmission line, which connects to a 

VNA via a flange mount SMA connector (Figure 4.11a). As the device is a two-port device, one 

set of GSG electrodes is shorted via wire bonds to turn it into a one-port device for the 

electromagnet testing. The packaged device was then placed in an electromagnet where its 

reflection coefficient, S11, was measured as a function of the applied magnetic field magnitude 

and angle. Control of the bias angle was made possible by 3D printed mounts. Measurements 

were made at angles of 0°, 45°, and 85° relative to the plane of the device. To analyze the 

data, the simple model in Figure 4.11b is used. Change in device conductance, 𝐺𝐷𝑈𝑇, is used as 

to estimate mechanical damping from ADFMR. This model does not consider the electrical 

response of the CPW line and the wire bonding. 

 

 

 

Figure 4.11: (a) Characterization test set up used to measure the S11 as a function of bias magnetic 
field magnitude and angle. (b) Simple circuit model used for data analysis.  
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4.4  Experimental Results 

Figure 4.12 shows colormaps of the percent change in conductance of the packaged 

system as a function of the bias magnetic magnitude and the frequencies near the first two 

resonant modes. The percent change is measured relative to the frequency response at 

approximately zero magnetic bias, perfect zero bias being unachievable due to nonzero 

magnetic remanence of the electromagnet poles.  

For an in-plane bias, the fundamental resonant mode (1.8 GHz) shows no field 

dependence of the device conductance (Figure 4.12a). The changes in conductance seen here 

at high bias were determined to be due to trace magnetic material in the SMA connectors and 

cables. However, for the same bias field range there are changes seen for the second 

 

Figure 4.12: Percent change in conductance as a function of frequency and magnetic field. a) At 0° 
applied magnetic field near 1.8 GHz. b) At 0° applied magnetic field near 3.2 GHz. c) At 45° applied 
magnetic field near 3.2 GHz. d) At 85° applied magnetic field near 3.2 GHz. 
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mechanical resonance mode at 3.2 GHz (Figure 4.12b), confirming the frequency dependence 

of the magneto-mechanical coupling. Here the highest change was found at an applied magnetic 

bias of 237 Oe, indicating that this bias stimulates FMR at 3.2 GHz. This bias is below saturation 

for the characterized sample films (Figure 4.10), indicating the device is in the multi-domain 

state. Coupling is only possible at this angle because the material is in a multi-domain state, as 

no magneto-elastic coupling is seen at 0° for a single domain film (Figure 4.1b). 

When the bias moves out-of-plane a higher magnetic field is needed to stimulate FMR 

due to the increase in demagnetization energy. As discussed in Section 2.3.1, the internal 

demagnetization field opposes the external field, which lowers the total bias magnetic field 

felt by the spin. To stimulate FMR at the same frequency, a larger external field must then be 

applied. For a thin film, this demagnetization field only exists out-of-plane and gets stronger 

as the external field rotates more out-of-plane. At 45°, the peak conductance at 3.2 GHz was 

found to be at 361 Oe. At 85° a much higher field is needed, with the peak conductance 

occurring at a bias of 2320 Oe. 

To confirm that this effect is due to magneto-elasticity, micro-magnetic simulations 

were done in the Object Oriented MicroMagnetic Framework (OOMMF) developed by NIST to 

estimate the magnetic susceptibility of the film [222]. To keep the simulation time manageable, 

a simplified magnetic structure is used in the model. Nickel squares of 50 μm × 50 μm (instead 

of stripes) and 500 nm thick (instead of 735 nm) were simulated with an approximate cell size 

of 100 nm × 100 nm × 50 nm were used to make simulations faster, at the cost of accurately 

accounting for the short-range exchange interactions.  

The nickel thin film is stimulated by an RF magnetic field at the frequency of the 

resonant mode of interest. The magnitude of the applied DC magnetic field is then stepped 

through values within the range applied during measurement. Once the average magnetization 
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reaches as steady-state oscillation for several cycles, amplitude of the steady-state oscillation 

is then recorded as a function of magnetic field. These values are shown as solid lines in Figure 

4.13. The dashed lines in these plots are the normalized absorption of the measured devices at 

the mechanical resonance frequencies. Maxima in these curves indicate a bias that aligns the 

magnetic resonance to the mechanical resonance frequency. At 1.8 GHz no significant magnetic 

response was seen in the model (Figure 4.13a), as was the case for the experiment (Figure 

4.12a). This is likely due to the bias required to achieve FMR at 1.8 GHz being too low to put 

the material in a domain state with enough order to achieve coherent oscillation. 

The bias fields corresponding to the maximum change in conductance follow the same 

trends of the FMR response estimated by the OOMMF model and match the simulated values 

within 30% or less. Discrepancies between measurement and modelling are expected as 

 

Figure 4.13: Simulated magnetization response (solid line) compared to percent change in 
conductance at the mode frequency (dashed line) as a function of magnetic field. 
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crystallographic, geometric, and exchange effects are not included in the model. However, the 

matching trends of maximum conductance and simulated susceptibility with respect to bias 

angle strongly suggests that this effect is due to FMR within the magneto-elastic layer. 

 

4.5  Future Work 

Future work should focus on more accurate extraction of the ADFMR coupling in the 

FBAR devices. Specifically, a deembedding method must be developed to remove the electrical 

response of any wire bonds and the testing PCB. Modelling should be done to anticipate the 

effect of the ADFMR coupling on the measured electrical response, and an equivalent circuit 

model for the measured data should be developed. This would prove useful for any future 

system level designs that would incorporate multiferroic resonators. Experiments should be 

done at several power levels to examine any effects of nonlinearity. 

Multiferroic FBARs should be fabricated with an improved version of the fabrication 

process used in this work to minimize surface roughness. Higher quality devices would have 

sharper resonances and have the possibility of revealing the coupled magneto-elastic modes 

discussed in Section 4.1.2. 

If the domain structure of the magnetic film was set in a controllable way, the 

distributed ADFMR modes within the device could be predetermined. This would useful for 

potential applications as frequency selective limiters. These devices achieve broader 

bandwidths by using a field gradient to have a spatially varying FMR frequency, which allows 

for the damping of a larger range of frequencies than the narrowband response of FMR. 
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Chapter 5   Magneto-Acoustic Waves 
 

 

 

5.1  Operation Beyond ADFMR 

5.1.1  Deviations from ADFMR Model 

Acoustically driven ferromagnetic resonance (ADFMR) has been a popular method to 

study dynamic multiferroic coupling [173]–[175], [223]–[225]. These experiments utilize surface 

acoustic waves (SAWs) to excite ferromagnetic resonance (FMR) in magnetic thin films via 

magneto-elasticity. The devices have the advantage of being relatively easy to design, 

fabricate, and characterize, making experiments based on these devices very attractive for 

studying dynamic multiferroic coupling. However, there have been several experiments that 

have delivered results inconsistent with the models developed for ADFMR. 

One such inconsistency is the angle of maximum acoustic wave attenuation. The angle 

for highest coupling in an ADFMR experiment, as derived in Section 4.1.1, is predicted to be 

45°. However, there have been experiments where this angle has been measured to be 35° 

[224] and 40° [173]. Figure 5.1 shows the angular dependence of the ADFMR attenuation of a 

nickel film for increasing thicknesses. As thickness increases, it can be seen that the deviation 

from 45° becomes more prominent [226]. In the same work, it has been reported that the same 

trends occur when increasing the frequency for a fixed film thickness. 

Another incontinency is the bias field needed to align the FMR frequency with the SAW 

frequency. For the ADFMR experiment done in [173], the bias required to align FMR with the 
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SAW frequency of 1.9 GHz was found to be 50 Oe. However, calculating it for a thin film using 

the Equation 2.31, the bias should be 75 Oe if excited with a magnetic field. Schneider et al. 

measured both the bias needed for peak ADFMR damping and the bias needed to excite FMR in 

their film electromagnetically, and these values were found to be 60 Oe and 100 Oe respectively 

[223]. Once again, the bias required to excite FMR with a magnetic field is found to be higher 

than what was measured via ADFMR. 

5.1.2  Approximations in ADFMR 

As device frequencies and film thicknesses increase, it is clear that the initial models 

developed for ADFMR break down [226]. In a single domain material, at FMR all spins uniformly 

 

Figure 5.1: Attenuation of SAW by ADFMR for four nickel film thicknesses at 2 GHz: (a) 20 nm, (b) 30 
nm, (c) 40 nm, (d) 50 nm. All Samples have a 5 nm gold capping layer. Color bar in units of dB/mm. 
Figure from [226]. 
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precess about the DC magnetic field direction. When using AC magnetic fields to excite FMR, it 

is required that this field be uniform throughout the material so that all the spins are excited 

with the same phase. ADFMR is no different, and the models for ADFMR dynamics make two 

assumptions to ensure a uniform strain throughout the magnetic film [174], [188]. When 

frequencies and film thicknesses increase, these assumptions become less valid and the 

magnetic film is no longer driven into a true FMR mode. 

The first assumption is that of long wavelength [174]. During an ADFMR experiment, the 

phase of the acoustic wave will vary down the length of the film and drive each spin with a 

slightly different time delay (Figure 5.2). If the wavelength is assumed to be long, the phase 

variation along the length of the film is small, and all the spins will approximately oscillate in 

unison. However, as frequencies increase, the wavelengths of the acoustic waves will naturally 

get shorter. In this regime, the oscillations of the spins will no longer be uniform. Recalling the 

difference between spin precession with (Section 2.4.2) and without demagnetization (Section 

 

Figure 5.2: Illustration of the difference between the long wavelength and short wavelength regimes 
on the uniformity of the spin precession. 
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2.4.1), the presence of dipolar fields results in a shift in the bias field needed for FMR. Gradients 

in the magnetization results in additional dipolar fields (Equation 2.20), which will lead to an 

additional shift in the bias field needed for ADFMR absorption. The shorter the wavelength, the 

larger the gradient and the more appreciable the shift in bias [188]. In addition to dipolar fields, 

gradients in the magnetization also generate exchange fields (Equation 2.23), but it has been 

estimated that exchange interactions may not lead to appreciable bias shifts [174]. 

The second assumption is that of an infinitely thin film [174], [188]. Referring back to 

the structure used in ADFMR experiments (Figure 4.1), the acoustic wave is predominantly 

carried in the piezoelectric substrate and only strains near the surface of substrate are 

transferred to the magnetic thin film. The penetration depth of a SAW into the substrate is on 

the order one wavelength [86]. If the film is much thinner than the SAW wavelength, then it 

can be assumed to be infinitely thin. The strain in the magnetic layer is then uniform through 

the film cross section and is presumed to be identical to the surface strain of the SAW device 

if the magnetic film was not present. This strain is purely extensional in the direction of SAW 

propagation, and the effective field is given by Equation 4.2. If the film thickness is increased 

or the frequency is increased (which decreases the wavelength), the film thickness is no longer 

a negligible and the assumption breaks down. For a finite thickness, the particle displacement 

of the SAW will vary through the film cross section and give rise to shear strains in the material. 

This will add an additional component to the effective field from the magneto-elastic energy, 

which can be found by using Equation 2.25 (assuming that the bias magnetic field is in-plane at 

an angle 𝜃 relative to the propagation direction).  

 𝐻𝑀𝐸 = −
𝐵𝑀𝐸

𝜇0𝑀𝑠
2  (𝑀𝑥𝑆𝑥𝑥𝑥̂ + 2𝑀𝑥𝑆𝑥𝑧𝑧̂) =  −

𝐵𝑀𝐸 ∙ cos (𝜃)

𝜇0𝑀𝑠
 (𝑆𝑥𝑥𝑥̂ + 2𝑆𝑥𝑧𝑧̂) (5.1) 
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Recall that only the component orthogonal to the bias magnetic field will have any contribution 

to the dynamics (Section 2.2.1), making the useful portion of the effective magneto-elastic 

field given by Equation 5.2. 

The presence of shear adds an effective field in the out-of-plane direction of the film. Figure 

5.3 plots the relative angular dependence of the field components in Equation 5.2. The shear 

component of the magneto-elastic field is seen to peak along the axis of acoustic wave 

 

𝐻𝑀𝐸 = −
𝐵𝑀𝐸  

𝜇0𝑀𝑠
 (
1

2
sin(2𝜃) ∙ 𝑆𝑥𝑥𝑥̂ + 2 cos(𝜃) ∙ 𝑆𝑥𝑧𝑧̂)

= −
𝐵𝑀𝐸  

𝜇0𝑀𝑠
 (𝑎𝑥𝑥𝑆𝑥𝑥𝑥̂ + 𝑎𝑥𝑧𝑆𝑥𝑧𝑧̂) 

(5.2) 

 

Figure 5.3: Angular dependence of the effective magnetic fields from extensional and shearing 
strains. Dotted lines represent negative numbers. 
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propagation.  The effect of this is that the peak magneto-elastic coupling will now be at an 

angle less than 45°relative to the propagation direction, consistent with the experiments 

discussed in Section 5.1.1. In addition to modifying the angular dependence of the coupling, 

shear components have also been found to be responsible for nonreciprocal magneto-elastic 

attenuation in ADFMR experiments [181], [182].  

 

5.2  Acoustic Wave / Spin Wave Coupling 

As was discussed in the last section, since the driving strain is nonuniform, a true FMR 

mode is not possible in a magneto-elastic film. What can be actuated are nonuniform 

magnetization oscillations, called spin wave modes. Spin waves are waves of magnetization 

that exist in the spin precession frequency regime beyond FMR [54], [55], [70], [71], [201]. As 

opposed to FMR, which is transduced with uniform magnetic fields, spin waves are typically 

induced with meander inductors because they require nonuniformity in the driving magnetic 

field (similar to the IDT transducers required to generate SAW waves). The wavelength of the 

magnetic field transduced spin wave is set by the periodicity of the meander inductor, and the 

frequency will depend on the inductor periodicity and the DC magnetic field. In the case of a 

magneto-elastic film, the effective field generated by an acoustic wave can be the source of 

the nonuniform driving field and generate spin waves with strain instead of a meander inductor. 

Ignoring any bidirectional coupling between the acoustic wave and spin wave, the 

dispersion relation for spin waves can be derived by Equation 2.18 by allowing for the AC 

magnetization to vary as a function of position. Because the magnetization is allowed to vary 

in space, the gradients of the AC magnetization will give rise to AC micro-magnetic fields from 

the exchange and dipolar interactions. If, for simplicity, the film edges are ignored and the 
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material is assumed to be single domain, then the dispersion relation is approximately given by 

the equation below. 

Here 𝜃 the angle between the spin wave propagation and the bias magnetic field, and 𝑘 is the 

wave vector. One large distinction between Equation 5.3 and FMR frequency derived earlier, is 

that the frequency of the spin wave depends not only on the bias magnitude but the relative 

angle between the bias and the spin wave. Ignoring film edges means this material is identical 

to that of the independent spin system considered in Section 2.4.1, which has an FMR frequency 

of 𝜔0 = 𝛾𝜇0𝐻0. Examining Equation 5.3, it is obvious that the frequency of the spin waves will 

always be above that of FMR for fixed bias. Conversely, if the frequency is fixed, then ADFMR 

absorption due to spin waves would happen at lower bias fields than expected for FMR 

absorption, which is consistent with the experiments detailed in Section 5.1.1. Actuation of 

spin wave modes instead of FMR has previously been suggested as the reason for this 

discrepancy by Nygren et al. [175]. 

The spin wave must match the periodicity of the driving acoustic wave, so it can be 

assumed that the spin wave will have the same frequency of the acoustic wave and the wave 

vector must be some odd multiple of the acoustic wave vector. Assuming the wave vector and 

frequency are fixed, then rearranging Equation 5.3 will yield the relation between the bias 

needed for the spin wave mode to exist as a function of the bias angle. 

The trend for Equation 5.4 is plotted in Figure 5.4. As the angle increases, the bias field required 

for the spin wave mode to exist is found to decrease until it hits 90°, at which point it will 

begin to increase again. 

 𝜔 = 𝛾𝜇0𝐻0 + 𝐷𝑘
2 +

1

2
𝛾𝜇0𝑀𝑠 𝑠𝑖𝑛

2 𝜃 (5.3) 

 𝐻0 =
𝜔 −𝐷𝑘2

𝛾𝜇0
−
1

2
𝑀𝑠 sin

2 𝜃 (5.4) 
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5.3  Experimental Approach 

5.3.1  Device Design and Fabrication 

To investigate coupling of spin waves with acoustic waves in a single domain material 

and in the spin precession frequency regime, Lamb mode delay lines were designed and 

fabricated. An illustration of the device is shown in Figure 5.5. Lamb wave delay lines were 

chosen because the acoustic waves propagate through a thin film plate, as opposed to SAW 

devices where the waves propagate along the surface of a substrate. In SAW devices, the waves 

penetrate about one wavelength deep into the substrate. Lamb wave devices, in contrast, the 

strains penetrate through the entire thickness of the thin film plate because the plate can be 

fabricated to be much thinner than the acoustic wavelength. This allows the magnetic thin film 

 

Figure 5.4: Analytical model for the dependence of the bias magnetic field magnitude needed for the 
existence of a spin wave mode as a function of the angle between the bias magnetic field and the 
spin wave propagation direction, keeping the spin wave frequency and wavelength fixed. 
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to be a more significant portion of the device cross section and leads to the presence of strong 

extensional and shearing strains. Instead of IDTs, a shorted grating is used as the top electrode 

and a plate is chosen as the bottom electrode to actuate higher frequencies while still using 

contact lithography, at the cost of lower electromechanical coupling. The gap and electrode 

widths are 3 μm. 

The fabrication process (Figure 5.6) begins with 4” (100) high resistivity silicon 

substrates. Platinum (50 nm) is deposited (with 10 nm of titanium as an adhesion layer) for the 

 

Figure 5.5: Schematic of Lamb wave delay line used for characterization. The angle between the 
acoustic wave propagation direction and the bias magnetic field applied by the electromagnet is 
shown as θ. These devices use a shorted grating for the top electrode and a plate for the bottom 

electrode. The electric field (𝐸) generated by the electrodes create an axial extensional stress under 

the electrode strips (red arrows). By the Poisson effect, this creates an in-plane stress (blue arrows). 
This in-plane stress then creates a negative axial stress between the electrode stripes (yellow 
arrows). The fundamental mode will have the wavelength half that of a design using traditional IDTs 
with the same dimensions. 
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bottom electrode by evaporation using a CHA Solution Electron Beam evaporator and is 

patterned via a lift-off process. An aluminum nitride (400 nm) blanket film is then reactively 

sputtered with a Tegal AMS Aluminum Nitride Sputtering System at the Claire & John Bertucci 

Nanotechnology Laboratory at Carnegie Mellon University. Vias for bottom electrode contact 

are then wet etched with AZ 300 MIF photoresist developer using a KMPR 1005 mask. Titanium 

 

Figure 5.6: Cross sections of the fabrication process for multiferroic Lamb wave delay lines.  
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(10 nm) / aluminum (100 nm) for the top electrodes and via contacts is deposited by 

evaporation with a CHA Mark 40 system and is patterned by lift-off. For the magnetostrictive 

layer, tantalum (3 nm) / Co40Fe40B20 (70 nm) / aluminum (10 nm) is deposited by sputtering at 

the Chemnitz University of Technology and is patterned into a 144 μm × 144 μm square by lift-

off. The tantalum layer serves as an adhesion layer for the Co40Fe40B20, as well as promoting 

amorphous growth of the magnetic film. The aluminum layer is a capping layer to prevent 

oxidation of the Co40Fe40B20 after deposition, as well as protecting it from being etched during 

the silicon etch at the end of the process. To define the edges of the delay line, the devices 

are plasma etched using a chlorine gas chemistry with a Unaxis SLR770 ICP system using a KMPR 

1005 mask. The wafer is then diced, and the devices are released at the die level by isotopically 

etching the silicon substrate using XeF2 gas with a custom etching system. An image of a 

completed device is shown in Figure 5.7. 

5.3.2  Device Characterization 

Characterization of the Lamb mode transmission was done by using a PNA-L network 

analyzer and tungsten ground-signal-ground (GSG) probes to measure the device S-parameters 

 

Figure 5.7: Image of released multiferroic Lamb wave delay line. The holes are used to increase the 
area of the suspended membrane to minimize any acoustic reflections from the edges of the device. 
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from 5 GHz to 10 GHz. Tungsten probes are necessary to break through the strong native oxide 

layer that forms on the aluminum electrodes. To maximize the nonuniformity of the strain 

fields, the device is run at a high harmonic to shorten the acoustic wavelength as much as 

possible. For this work, a mode at 7.492 GHz is chosen (Figure 5.8a). To remove the effects of 

electromagnetic feedthrough and acoustic echoes, the S-parameter data is time-gated between 

23 ns and 60 ns. COMSOL simulations of the device at this mode reveals an approximately 

uniform extensional strain and a graded shear strain throughout the magnetic thin film (Figure 

5.8bc). The peak magnitudes of the shearing and extensional strains are the same order-of-

magnitude.  

To test the delay lines under a variable bias magnitude and angle, an RF rotating 

characterization stage is constructed inside of an electromagnet (Figure 5.9). The device dies 

are wire-bonded onto CPW lines to make electrical contact and nonmagnetic SMA connectors 

from Cinch Connectivity Solutions are used to connect to the characterization stage. The 

characterization stage consists of a Thorlabs CR1 manual continuous rotation stage, a custom 

3D printed mount to hold the samples, custom nonmagnetic rigid SMA cables from Phoenix of 

 

Figure 5.8: (a) Measured Lamb wave transmission, and simulated (b) extensional and (c) shear strains 
along the length off the delay line for the chosen mode of operation. 
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Chicago, and RF rotatory joints from Pasternack to prevent the cabling from disconnecting 

during rotation. The rotating characterization stage is then connected to a PNA-L network 

analyzer to measure the device S-parameters for every combination of magnetic bias magnitude 

and in-plane angle for the experiment. Time-gating is again used to minimize the impact of 

electromagnetic feedthrough and acoustic reflections on the measured data. 

 

5.4  Experimental Results 

Shown in Figure 5.10 is a representative plot of the measured magnetic field dependence 

of the transmission coefficient at 7.492 GHz. As the magnetic field is increased, eventually the 

spin wave matches the acoustic wave in wavelength and frequency. This leads to increased 

damping of the acoustic wave as energy is dissipated by the spin wave and manifests itself as a 

dip in the transmission coefficient. The peak is likely caused by an increase in acoustic velocity 

from the magneto-acoustic back-action [227]. The bias magnetic field at which this dip occurs 

 

Figure 5.9: Experimental set up used for characterization of Lamb wave delays lines. The inset figure 
is the device mounted on to the CPW used for characterization.  
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Figure 5.10: Change in S21 of the chosen acoustic mode, 7.492 GHz, as a function of the DC magnetic 
field at an angle of 30˚. Attenuation of the acoustic wave by the magnetic thin film maximizes near 
250 Oe, indicating the presence of a spin wave mode that matches the acoustic wave wavelength and 
frequency. 

 

 

Figure 5.11: Measured magnetic field for maximal damping of the acoustic wave versus angle of the 
magnetic field relative to the Lamb wave propagation direction. 
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for each angle of the experiment is plotted in Figure 5.11. As the angle of the magnetic field 

increases, the bias field of the maximal damping point decreases, which is the same trend as 

predicted for the spin wave dispersion (Figure 5.4). This is in stark difference with previous 

work in SAW excitation of FMR, where the bias magnetic field for maximal damping show no 

dependence on the angle for isotropic materials [173], [174]. 

 

5.5  Future Work 

To study the dynamics of the spin wave / acoustic wave coupling, models need to be 

developed to consider the back-action of the magnetic layer on the Lamb wave. In the 

structures studied in this work, the magnetic layer contributes a significant fraction of the 

device cross section, making models developed for ADFMR using SAW devices insufficient. 

The work presented in this chapter focused on attenuation of the acoustic waves. As 

shown in [70], [227], magneto-acoustic waves have a velocity dependence on the spin wave 

coupling. Future work should study the magnetic field dependent phase change of the 

structures to characterize the velocity shifts. This will also be required to accurately 

characterize the damping of the magneto-acoustic interactions, as the amount of damping 

caused by the magnetic film will depend on the velocity of the wave passing through it. 

As discussed in Section 5.1.2, shearing strains in SAW based ADFMR experiments have 

shown to lead to nonreciprocal attenuation of the acoustic waves. Lamb wave delay lines are 

anticipated to have stronger nonreciprocity because the magnetic film is a more significant 

portion of the device cross section, yielding larger shearing strains. Work should be done to 

recreate the experiments done in [181], [182] with Lamb mode devices. Because of their higher 
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electromechanical coupling, Lamb wave devices hold more promise than SAW devices for the 

realization of high frequency multiferroic devices. 
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Chapter 6   Conclusions 
 

 

 

Dynamic multiferroic coupling has recently garnered much interest for the development 

of micro-scale radio frequency magnetic devices. Magnetic devices have not seen nearly as 

significant miniaturization as their electronic counterparts but, by leveraging past research in 

magneto-acoustics and recent developments in piezoelectric micro-devices, multiferroics offer 

a route to significantly reduce the footprint of radio frequency magnetic devices. The dynamics 

of magnetic materials can be separated into several regimes based on their internal structure 

and frequency of operation. Thus, to develop future micro-magnetic devices using 

multiferroics, multiferroic coupling must be investigated across these regimes. 

In this work, nuances of dynamic multiferroic coupling in three distinct regimes of 

dynamic magnetization are studied. Nonlinearity in multi-domain quasi-static cantilevers is 

demonstrated by poling the magnetization perpendicular to the AC magnetic field. Using this 

technique, it was found that the passive nonlinearity of this configuration enables 

measurements of weak signals that would otherwise be drowned in electromagnetic 

interference. Magneto-elastically driven ferromagnetic resonance in multi-domain samples is 

investigated, and it was demonstrated that strains orthogonal to the magnetic bias can excite 

magnetic resonance. This is in sharp contrast with similar experiments done in single domain 

materials, where no coupling is seen at this angle, and opens the door to alternative geometries 

for systems where the constraints of the single domain geometry are too restricting. Magento-

acoustic interactions in Lamb wave delay lines are studied and it is found that large 

nonuniformities in the strain fields lead to large deviations from the models traditionally used 
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for acoustically driven ferromagnetic resonance. These results are important for the future 

development of high frequency multiferroic devices, where the short wavelengths necessitate 

the use of nonuniform strain fields.  
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Appendix A1 Fabrication Notes 
 

 

 

A1.1  Lithography 

A1.1.1  Silicon 

The process given in Figure A1.1 is used for lift-off patterning of thin films on bare silicon 

substrates. To make lift-off easier, AZ nLof 2020 is chosen because of its pronounced negative 

 

Figure A1.1: Lithography process developed for nLof 2020 on a bare silicon substrate. Typical 
minimum feature size of this process is 2 μm. 

 



96 

sidewall slope, which is harder to coat during thin film deposition. This leaves the photoresist 

easier to remove and the film pattern cleaner. An HMDS vapor coat is used before spinning on 

the photoresist to promote adhesion of the photoresist to the silicon surface. 

A1.1.2  Lithium Niobate 

The process given in Figure A1.2 is a lithography process for lift-off patterning on lithium 

niobate substrates. As lithium niobate is both piezoelectric and pyroelectric [228], care must 

be taken during any steps at elevated temperatures, such as photoresist baking. If temperature 

is changed too rapidly, thermal shock can cause the wafers to spark and/or shatter. During 

baking, it was found that lithium niobate wafers became charged and electrostatically bonded 

to the hotplates. Both issues were alleviated by placing the wafers on an aluminum block 

(6 inches × 6 inches × 1/4 inches) and transferring the entire block on and off the hot plate. If 

the wafers were still electrostatically bonded after cooling, they were carefully removed using 

a razor blade as a wedge. The aluminum block provides extra thermal mass and slows the rate 

of temperature change felt by the lithium niobate wafers, reducing the number of shattered 

wafers. It was found that higher yields were achieved with smaller diameter wafers. 
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Figure A1.2: Lithography process developed for nLof 2020 on a bare lithium niobate substrate. Typical 

minimum feature size of this process is 2.5 μm. 
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A1.1.3  Aluminum Nitride / Silicon Nitride 

Care must be exercised when performing photolithography on aluminum nitride 

surfaces. Because of the aluminum content of the film, many common photoresist developers 

will etch the aluminum nitride during development, such as those that contain TMAH [99] and 

KOH [229]. Positive tone photoresists using AZ Developer, and other similar developers, have 

been shown to be compatible with aluminum nitride. However, in developing the processes 

used in this work, it was found that negative tone photoresists using AZ Developer, specifically 

Ma-N 490 and AZ 5214E used in image reversal mode, occasionally left residue on the aluminum 

nitride surface that could not be removed.  

The process shown in Figure A1.3 uses KMPR 1005. This is a negative tone resist with 

nearly vertical sidewalls and is capable to be spun on several micrometers thick. The photoresist 

thickness is key as it helps compensate for the lack of negative sidewall in the KMPR, making it 

an acceptable choice for lift-off processing. The process in Figure A1.3 uses SU-8 Developer to 

pattern the KMPR and has consistently been found to be safe to use with aluminum nitride. 

Acetone will cause KMPR 1005 to swell and crack but will not remove it. Using AZ 300T to 

remove the KMPR will attack the aluminum nitride due to the TMAH content. ALEG 380 is 

advertised as being aluminum safe, but in process development it was found that it can 

occasionally etch aluminum nitride films. It was consistently found that NMP heated to 80 °C 

would remove the KMPR without attacking the aluminum nitride. Because aluminum nitride was 

obtained through an external vendor, lithography testing was done on silicon substrates with a 

layer of silicon nitride with a thickness equal to the desired aluminum nitride thickness. 

Lithography recipes developed on silicon nitride were consistently found to have the same 

resolution when used on aluminum nitride, regardless of the resist. 
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A1.1.4  Mask Layout 

During process development, several elements of the mask layout were found to be 

greatly helpful in device processing (Figure A1.4). 

 

Figure A1.3: Lithography process developed for KMPR 1005 on 400 nm of aluminum nitride (or silicon 
nitride) on a silicon substrate. Typical minimum feature size of this process is 2 μm.  
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1. Continuous sheets of material were found to take much longer lift-off. To speed this 

process up, it is helpful to break up continuous sheets by introducing a grid pattern. 

This pattern doubles as a guide for wafer dicing after device fabrication is complete. It 

is not advised to make a grid pattern for any magnetic layers, as characterization of any 

magnetic patterns on the die will also include measurements of the magnetic material 

left on the grid after dicing. 

 

Figure A1.4: Sample lithography mask. Grid lines are highlighted in yellow. Alignment verniers are 
highlighted in red. The blue dotted circle shows where a 4-inch wafer would sit once aligned to the 
mask. Green dotted boxes highlight identifying text for the mask. 
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2. It is not recommended to place any devices 5 to 10 mm from the edge of the wafer 

because these areas will often be damaged during device processing, either by 

equipment or by manual handling. 

3. To assist in finding the alignment verniers, it is recommended to place arrows along the 

periphery of the wafer. 

4. It is recommended to have back up alignment verniers in case the originals are damaged 

during processing. 

5. Large text in the corners is not only helpful for mask organization but helps keep track 

of the mask orientation when setting up the contact aligner, as it can be difficult to tell 

if the mask is properly oriented under the microscope. 

6. It is recommended to label each die with its (x,y) coordinates in the grid. During 

fabrication, these labels will make it easy to label zones of the wafer that have been 

damaged during processing. Post dicing these coordinates will act as unique labels to 

keep the dies organized.  

 

A1.2  Thin Film Deposition 

A1.2.1  Electron-Beam Evaporation 

Electron-beam evaporation is recommended when possible when using lift-off processes. 

This deposition method is not very conformal, meaning photoresist sidewalls will be minimally 

coated, the photoresist can be easily removed, and the film patterns will be clean. It is 

recommended to only use this process for thinner films, as films greater than approximately 

300 nm have shown poor adhesion during the process development for this work. Care must be 

exercised when depositing films that required high electron-beam powers or slow deposition 
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rates, such as platinum, as the wafers are known to heat up during deposition. For lift-off 

processes, excessive heat during deposition could hard bake the photoresist on the wafer, 

making it nearly impossible to remove. 

A1.2.2  Sputtering 

Because of the use of plasmas instead of electron-beams, material deposited by 

sputtering has higher energy upon impact with the wafer surface than evaporated films, leading 

to better adhesion of thin films to the wafer. This, combined with the faster deposition rate, 

makes sputtering more advantageous than evaporation for thicker films. In process 

development, it was found that the upper limit of film thickness to retain good adhesion is 

approximately 1 μm. Scattering by the plasma (resulting in a less directional trajectory) and 

higher energy (resulting in higher surface mobility) of the sputtered material means that 

sputtering is a more conformal process, making it more difficult for lift-off. Sputtering can also 

simultaneously deposit multiple materials at once, making it useful for deposition of compound 

thin films [104], [230]. Multiple targets are often needed when depositing compounds because 

different elements will have different sputtering yields, which makes it difficult to control 

material composition while using a single target. 

Controlling the plasma pressure and power during sputtering gives control of the film 

microstructure. Deposition processes that produce more porous films (relative to the natural 

crystal structure) will leave the films with tensile residual stresses. Processes that produce 

more compact films will lead to films with compressive stresses. Tuning of the process pressure 

and power during deposition will alter the microstructure and control the residual stresses 

present in the film (Figure A1.5) [231]. During the process development for this work, it was 

found that plasma pressure seemed to have more control over the residual film stress and power 

seemed to have more control over the deposition rate. Metals deposited by DC sputtering were 
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found to have the largest amount of tunability of the residual stress. Deposition of aluminum 

oxide by RF sputtering was found to have very little tunability and were consistently found to 

have large compressive stresses. Lower plasma pressure can also help reduce the conformality 

of the sputter deposition, by reducing the collisions of the sputtered material with the plasma 

to make the deposition more directional. This is very helpful for lift-off processing as it helps 

minimize coating of the photoresist sidewalls, as shown in Figure A1.6. 

  

 

Figure A1.5: Relation between plasma pressure and residual film stress for 100 nm of sputtered 
molybdenum. Each curve is for a different type of plasma. Figure from [231]. 
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A1.2.3  Adhesion Layers for Metallization 

Adhesion of metals to substrates can be very poor. It is recommended to use 2 to 10 nm 

of some type of reactive metal before the deposition of the desired material (without breaking 

vacuum between depositions) to bond the desired material to the substrate. Throughout this 

work, titanium has been the adhesion layer of choice. Underlayers can influence material 

 

Figure A1.6: (a) Lift-off results for sputtered nickel film with a conformal deposition. The jagged 
edges are “winging” due to the coating of the photoresist sidewall. (b) Photoresist sputter coated by 
nickel with a low-pressure sputtering process. Notice how the negative sidewall is not as heavily 
coated by metal, as shown by its darker color in the image. (c) Lift-off results for nickel using a low-
pressure sputtering process. Notice the absence of any winging. Because of the long mean free path 
of the sputtered material, there is shadowing by the photoresist during deposition. This manifests 
itself as thinner regions at the pattern edges in the image. 
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structure and properties (Figure A1.7), so it is recommended that all material characterization 

be done with the exact underlayers to be used in the device, including adhesion layers.  

A1.2.4  Reactive Sputtering of Aluminum Nitride 

Aluminum nitride thin film is deposited via reactive sputtering, using an aluminum 

sputtering target and nitrogen gas inside the sputtering chamber. Piezoelectricity requires a 

lack of inversion symmetry in the crystal structure [33], meaning that control of the crystallinity 

is key for the growth of quality film. Aluminum nitride has a hexagonal crystal structure and 

quality polycrystalline films must be grown such that the c-axis of each crystal grain is aligned 

to maximize the piezoelectric coupling [63], [83]. To characterize these oriented 

polycrystalline materials, XRD rocking curves are used to measure the angular spread in c-axis. 

 

Figure A1.7: Measured magneto-optic Kerr effect (MOKE) response from a nickel thin film deposited 
with and without a titanium adhesion layer. 
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A proper underlayer must be chosen to promote oriented aluminum nitride growth, with 

platinum and molybdenum being common choices (Figure A1.8) [63]. The c-axis will typically 

grow orthogonal to the wafer surface, but tilted aluminum nitride can be grown by changing 

the angle of incidence of the sputtered material [232], [233]. Tilted aluminum nitride is 

necessary to achieve thickness shear modes using parallel plate electrodes. Very thin films of 

aluminum nitride may demonstrate poor quality as the first few layers of growth may contain 

inverted domains [234]. 

  

 

Figure A1.8: Measured c-axis angular spread in aluminum nitride as a function of film thickness and 
underlayer. Figure from [63]. 

 



107 

A1.3  Etching 

A1.3.1  Wet Etching of Aluminum Nitride 

Chemicals that etch aluminum can be used to etch aluminum nitride, such as TMAH [99], 

KOH [229], and phosphoric acid [96]. Wet etching is useful for via patterning as it creates a 

slight slope in the aluminum nitride profile (Figure A1.9), meaning that evaporated films can 

be used to make contact to exposed metal layers despite the nonconformality of the deposition 

[96].  

In this work, AZ 300 MIF (a TMAH based photoresist developer) is used to wet etch vias. 

To clear 400 nm of material, it was found to take between 10 and 20 minutes. During the etch, 

the wafer is removed from the photoresist developer and rinsed with DI water approximately 

every 2 minutes to check on the progress of the etch. Anecdotally, it was observed that the 

etch seemed to slow down if the intervals between checks were too long. Developed KMPR 1005 

was found to have minimal erosion by AZ 300 MIF, making it an adequate etch mask. The etch 

rate of the aluminum nitride drastically slows once the etch reaches the inversion domains in 

the first few layers [234]. The rate of etching for the last few layers can vary from wafer to 

wafer as it depends on the density of the inversion domains. This is important when designing 

 

Figure A1.9: (a) Via etched in aluminum nitride with hot phosphoric acid. The spotty surface of the 
via is indicative of inversion domains. (b) Sidewall slope of wet etched via. Adapted from [96]. 
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devices because the lateral etching of the aluminum nitride will continue at the same rate 

while the vertical etching slows down dramatically. The etch rate of the inversion domains have 

also been seen to vary depending on whether the via is over platinum or silicon. Circles are 

recommended for the via geometries as the lateral etch rate is uniform. In squares and 

rectangles, the corners were found to etch slower than the sides. 

A1.3.2  Plasma Etching of Aluminum Nitride 

To etch aluminum nitride, it is recommended to use chlorine-based plasmas. The 

chlorine chemically etches the aluminum in the film while the nitrogen is removed via physical 

bombardment by the plasma [98]. This is recommended over fluorine-based plasmas, which 

produces a nonvolatile byproduct of the reaction between aluminum and fluorine [235], [236], 

limiting the speed of the etch. In development of the processes used in this work, it was found 

that chlorine plasmas etch aluminum nitride approximately 5 to 10 times faster than fluorine 

plasmas. The slow etching rate of fluorine can be taken advantage to pattern films on top of 

the aluminum nitride, as any damage from slight over etch will be minimal.  

A1.3.3  Gas Phase Etching of Silicon 

In this work, release of the MEMS structures from the substrate was done with isotropic 

gas phase etching using XeF2 [237]. This etch process has high selectivity to silicon but has been 

found to still etch several other materials by a nonnegligible degree [238], [239]. As the XeF2 

can form HF vapor in the presence of moisture, it is paramount to make sure samples are 

thoroughly dehydrated before proceeding with the etch. This will help preserve the high 

selectivity of the XeF2, as any HF vapor present in the chamber will also attack the sample. The 

etch rate is heavily dependent on geometry, with larger areas being slower to etch. As a result, 

as the etch proceeds, the etch rate will slow down as the exposed silicon surface area increases. 

While isotropic, the etch is not even and the silicon is left visibly roughened by the etch. The 
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etch rate is the most consistent if the XeF2 is regularly replenished, so XeF2 is pulsed throughout 

the step. In the processes used in this work, the pulse duration is always 1 minute and the XeF2 

pressure is always set to 2500 mTorr. The total number of pulses is determined separately for 

each design. XeF2 has been found to attack other metals, such as FeGaB and titanium, so an 

aluminum capping layer is recommended when appropriate [240]. On occasion, gold was seen 

to discolor after exposure to XeF2 but had no noticeable etching. 
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