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Abstract

We apply cognitive modeling to improve the wisdom of the crowd in a spatial knowledge task. Participants provided point
estimates for where 48 US cities are located and then, using the point estimate as a center point, chose a radius large enough
that they believed the resulting circle was certain to contain the city’s location. Simple and radius-weighted arithmetic averages
of the individuals’ point estimates produced more accurate group answers than the majority of individuals. These statistical
aggregates, however, assume there are no differences in individual expertise nor in the difficulty of locating different cities.
Accordingly, we develop a set of cognitive models to infer group estimates that make various assumptions about individual
expertise and differences in city difficulty. The model-based estimates generally outperform the statistical averages. The
models are especially accurate if they allow for individual differences in expertise that can vary city by city. We replicate this
finding by applying the same cognitive models to data reported by Mayer and Heck (2023) in which participants provided

point estimates for the locations of European cities.

Keywords Wisdom of the crowd - Spatial knowledge - Expertise - Cognitive modeling

Introduction

The wisdom of the crowd is the idea that an aggregated judg-
ment of a group of individuals is often more accurate than the
judgments of the individuals in the group (Davis-Stober et al.,
2014; Galton, 1907; Surowiecki, 2004). The basic premise is
that crowd aggregation helps to minimize individual variabil-
ity and error, while at the same time isolating the signal that
contains the correct answer. The wisdom of the crowd has
been broadly applied to tasks relating to general knowledge
(Bennett et al., 2018; Lee & Danileiko, 2014; Prelec et al.,
2017; Steyvers et al., 2009), forecasting or predictions (But-
ler et al., 2021; Himmelstein et al., 2023; Da & Huang, 2019;
Klugman, 1947), and collaborative decision making (Knight,
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1921; Lyon & Pacuit, 2013; Shaw, 1932). The elicited esti-
mates from these tasks take various forms. Sometimes people
give numerical answers, such as estimating when a historic
event occurred (e.g., Herzog and Hertwig, 2009; Keck and
Tang, 2020; Larrick et al., 2007). Sometimes people select
between discrete options, such as choosing a country’s cap-
ital city from a set of alternatives (e.g., Aydin et al., 2014,
Simoiu et al., 2019). Sometimes people provide rankings,
such as ordering a set of weights from lightest to heaviest
(e.g., Gordon, 1924) or a list of cities from largest to smallest
in terms of their population (e.g., Lee et al., 2014).

The wisdom of the crowd has also been applied to tasks
that require spatial knowledge, such as locating cities on a
map (Mayer & Heck, 2023) or selecting regions that include a
state or country (Montgomery & Lee, 2022). Tasks like these
involve making two-dimensional spatial estimates, empha-
sizing that the wisdom of the crowd is not restricted to scalar
estimates or discrete choices. Spatial tasks also emphasize
that expertise can be more complicated than a unidimensional
measure of ability. It is reasonable to expect that people may
be more expert at locating cities in geographic regions that
they are familiar with, but there is also evidence that spatial
estimates are affected by more abstract social and cultural
categorical knowledge that varies across people (Friedman
et al., 2002a,b, 2005, 2012).
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One way to address the challenges of multidimensional
behavior and structured expertise is to use cognitive models
(see Lee, 2024 submitted, for an overview). The representa-
tional assumptions made by cognitive models provide a basis
for aggregating multidimensional behavior, and the psycho-
metric assumptions they make about individual differences
provide a basis for inferring and up-weighting expertise. Cog-
nitive models have been successfully used in wisdom of the
crowd applications involving probability forecasts (Lee &
Danileiko, 2014; Turner et al., 2014), rankings (Lee et al.,
2014), category learning (Danileiko & Lee, 2018), competi-
tive bidding (Leeetal., 2011), combinatorial problem solving
(Yietal.,2012), and sequential decision tasks (Thomas et al.,
2021). In all of these applications, the model-based approach
forms crowd estimates without access to the ground truth or
any other sort of normative feedback. The idea is that, as part
of modeling people’s observed behavior, the latent true values
assumed to be generating the behavior can be inferred. These
inferences constitute the model-based crowd estimates. Prac-
tically, because the model-based approach does not require
any knowledge of the ground truth, it can be applied to
real-world problems involving spatial knowledge, such as
search and rescue operations (Abi-Zeid & Frost, 2005; Lin
& Goodrich, 2010; Wysokinski et al., 2014).

In this article, we use a cognitive modeling approach to
improve the wisdom of the crowd aggregates for a spatial
knowledge task similar to that developed by Mayer and Heck
(2023). As for their task, we ask participants to provide point
estimates of city locations. In addition, our task asks par-
ticipants, starting at their point estimate, to extend a radius
until they are certain that the resulting circle contains the
true location of the city. We begin by providing a description
of our experiment and summarize the performance of indi-
viduals and statistical group aggregates. We then develop a
series of cognitive models that make different assumptions
about individual expertise, city difficulty, and whether or not
to use the radius judgments. These models make many of the
same assumptions as the Cultural Consensus Theory model
developed by Mayer and Heck (2023), but also extend their
modeling in key ways. We show that our model-based wis-

Fig.1 An example of a participant’s response. Their point estimate of
where the city is located is represented by the dark orange dot, and their
selected radius is represented by the larger orange circle surrounding it

dom of the crowd estimates outperform the statistical wisdom
of the crowd estimates, and that our model findings gener-
alize to Mayer and Heck’s (2023) data. We conclude with
a discussion of theoretical implications of our findings for
model-based wisdom of the crowd approaches, and the poten-
tial for applications.

Experimental Design
Experimental Interface

A screenshot of the experimental interface is shown in Fig. 1.
The interface displayed a contiguous map centered on the
continental USA. There were no boundaries to distinguish
the countries (the USA, Canada, and Mexico) or the 48
US states from each other. The interface was implemented
using OpenStreetMap, a tiled web map with a geospatial data
scheme similar to other popular interfaces such as Google
Maps. The map was set to a fixed zoom level, and all meth-
ods of altering the zoom level, such as double-clicking or
moving the mouse wheel, were disabled. These restrictions
were intended to simplify the task and to standardize the cor-
respondence between a participant’s motor movement and
their level of assumed uncertainty in specifying a radius.

Participants

A total of 50 participants were recruited on Prolific (www.
prolific.co) to complete the task. The youngest participant
was 19, the oldest participant was 61, and the median age
was 32. All participants were current US residents who had
attended high school in the USA. They were each asked
which US states they were familiar with, which was oper-
ationalized as the states that they had lived in previously
or visited frequently. All participants were familiar with at
least one state, and 27 participants reported being familiar
with more than one state. The maximum number of familiar
states reported was 19.

Procedure

Participants were asked to estimate where a set of 48 cities,
containing the most populous city in each of the contiguous
US states, were located. They began the task by watching a
3-min video demonstrating how to select a point on the map
and indicate a radius around it. The video emphasized that
participants should select the initial point that represented
their “best estimate” of each city’s location before dragging
their mouse outward to the desired radius, stopping when
they were certain that the city’s true location was within
the area of the circle. Participants were specifically told to

@ Springer
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“first make your best guess and expand your radius of uncer-
tainty from there,” with the goal of “stopping when you’re
certain the location is within the area of your circle.” The
full instructions can be found in the supplementary material.
Radius judgments were allowed to go beyond land borders
and encompass surrounding bodies of water. Figure 1 shows
an example of a participant’s response. The point estimate for
the city’s location is shown by the dark orange dot, and the
judged radius generates the larger surrounding orange circle.

At the start of the task, all participants were given a prac-
tice trial in which they were asked to locate San Francisco,
California. Responses in this practice trial were not recorded.
Participants then completed the main task in which they pro-
vided a point estimate and radius judgment for the 48 cities.
The order of cities was randomized for each participant. On
each trial, participants could redo their point estimate and
radius judgment as many times as they liked before mov-
ing on to the next city. Only their most recent selection for
each city was recorded, and participants were not allowed to
return to an earlier city. There was no time constraint on indi-
vidual trials, but the entire task had to be completed within
the allotted time on Prolific, which was 87 minutes. On aver-
age, participants took 23.5 minutes to complete the task and
answer the demographic questions after having watched the
instructional video. Participants were not provided with any
feedback on either the practice trial or the main trials. We did
not exclude any responses.

We normalized the latitude and longitude spatial esti-
mates provided by the experimental software to be consistent
with the physical dimensions of the map in the interface,
which was approximately 2.44 times wider than it was tall.
This means that the x-axis and y-axis spatial locations on
the normalized scale took values between (0, 2.44) and (0,
1), respectively. The experimental software provided radius
judgments in terms of miles, which we converted into degrees
of latitude in the North direction to map them to the normal-
ized scale. For both the point estimates and radius judgments,
we ignored the Earth’s curvature.

Behavioral Analyses
Participant Performance

Given the true locations of the 48 cities and the point esti-
mates and the radius judgments provided by participants, we
measured participant performance in two different ways. The
first mean error measure considered how far away point esti-
mates were from true locations, which we calculated as the
mean Euclidean distance on the normalized scale. The sec-
ond accuracy measure considered the proportion of circles
around the point estimate that contained the true location.

@ Springer

Over all participants, the mean error was 0.13, the mean
radius was 0.17, and the resulting circles were correct 64%
of the time. The two measures of performance—mean error
and accuracy—had a correlation of r = —0.54, meaning that
participants with better point estimates tended also to include
the target cities in their circles. The correlation between the
mean error and the mean radius judgment was r = 0.35,
meaning that participants with worse point estimates tended
to express more uncertainty.

As examples of individual participant behavior, Fig. 2
shows the performance of a relatively well-performed and
a relatively poorly-performed participant. Each city’s true
location is shown as a black square. A black line connects
the true location to the point estimate of the participant. The
circles that surround the point estimates show the radius
judgment of the participant, and are color-coded so that
an accurate response is blue and an inaccurate response is
red. The well-performed participant had a mean error of
0.033, provided an average radius of 0.075, and their circles
contained the true location 83% of the time. The poorly-
performed participant had a mean error of 0.18, provided an
average radius of 0.14, and their circles contained the true
location only 33% of the time.

Crowd Performance

We used the arithmetic mean and a weighted arithmetic mean
as statistical wisdom of the crowd estimates. The simple wis-

Fig. 2 The true locations of the 48 city locations compared with the
estimated locations for a well-performed (top) and poorly-performed
(bottom) participant. The true locations of the cities are shown by
squares, and the error is shown by the line connecting the true loca-
tion to the participant’s point estimates. The circles generated by the
point and radius estimate are shown in blue if they contain the true
location and in red if they do not
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dom of the crowd estimate is the unweighted average of the
individual participants’ estimates: for city j,itis % Y1 Vi i
where y;; is the point estimate of participant i for city j. The
weighted wisdom of the crowd estimate is a weighted aver-
age of the individual participant estimates according to the

area of the circle they provided: for city j, itis % ) rlz Yijs
1

where r;; is the radius judgment of participant i for city j. The
weighted wisdom of the crowd estimate puts more weight on
the estimates of individuals who provided a smaller radius
judgment and thus identified a smaller possible area in which
the city could be located.

Figure 3 provides four examples of individual estimates
producing crowd aggregate estimates. These are Jacksonville
in coral, Seattle in teal, Houston in lilac, and Boise in green.
For all four cities, the true target location is shown as a square,
and the simple and weighted crowd estimates are shown as
triangles and circles, respectively. The crowd estimates are
generally closer to the true location of the city than most of
the individual estimates. In addition, the weighted wisdom
of the crowd estimates tend to be closer to the target location
than the simple wisdom of the crowd estimates.

Comparing the four cities, Fig. 3 demonstrates clear dif-
ferences in how difficult different cities were to locate.
Jacksonville had a mean error across all participants of 0.079
and was the city most often correctly contained in partici-
pants’ circles, with 86% accuracy. Seattle had a mean error
of 0.13, with 78 % accuracy. Houston was slightly more diffi-
cult for participants to locate. The mean error was 0.14, and
accuracy was 68%. Boise was one of the most difficult cities
to locate with a mean error of 0.25 and only 28% accuracy.

The examples in Fig. 3 provide the insight that cities may
have different inherent difficulties, not just in relation to each
other, but also in terms of differences in locating the cor-
rect longitude versus latitude. Seattle appears to be easier
for participants to locate than Boise, and the uncertainty for
Seattle seems to be approximately circular. Boise, in addition
to being more difficult, appears to be more difficult along its
longitude than its latitude. This unequal difficulty results in
the uncertainty for Boise across participants being elliptical

in shape. Jacksonville, in contrast, looks to be more difficult
along its latitude than longitude, likely because participants
use the constraining geographic information provided by the
coastline of the peninsula.

Cognitive Models for Aggregating Estimates

A cognitive model of participant behavior in our task needs to
consider both the point estimates and radius judgments that
the participants made. We describe the model of behavior in
terms of these two parts.

Model of Point Estimates

Our approach to modeling the point estimate uses several
key features of the cognitive model developed by Mayer and
Heck (2023). We adopt the same basic assumption that the
point estimate y;; is sampled from a bivariate Gaussian dis-
tribution centered on the latent true location of the city, with
a potentially tilted elliptical shape that represents the uncer-
tainty the participant has about the location. Formally, our
model assumes that

yij ~ bivariate Gaussian (g ;, X;;), (1)

where u j is the unknown latent location of city j, and the
uncertainty about its location is captured by the covariance
matrix X;;. The latent true location has both a longitude 1 ;1
and latitude u j, with prior distributions that are uniform over
the normalized scale:

Hil~ uniform(O, 2.44) 2
Hjo ~ uniform(O, l). 3)

It is the inferences made by the model about these parame-
ters from people’s data that corresponds to the model-based
wisdom of the crowd aggregate.

O True Location
A Simple WOC
O Weighted WOC

Jacksonville, Florida
* Boise, Idaho
e Seattle, Washington

Houston, Texas

Fig.3 The 50 participants’ estimates for four cities: Jacksonville (coral), Boise (green), Seattle (teal), and Houston (lilac). The city’s true location
is shown as a square, the simple wisdom of the crowd estimate is shown as a triangle, and the weighted wisdom of the crowd estimate is shown as

a circle

@ Springer
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The covariance matrix X;; in Eq. 1 is specified as

2 2 2

- )‘jl + o —{—ﬂij
Y 2 2 2 /42 2 2
Pj\/)»j1+f71 +/3ij\/xj2+oi +,3ij

2 2 2 2 2 2]
pj\/)le—i-oi +'3ij\/)‘j2+ai —i—ﬂij
2 2 2
Aj2+oi —i—ﬁij

, “

which incorporates the overall expertise of individual 7, o;,
the city-specific expertise of individual i for city j, B;;, the
difficulty of city j with respect to its longitude A;; and
latitude A7, and a correlation p;. There are two expertise
components included in the covariance matrix: one for the
individual’s overall expertise and one for their city-specific
expertise. The individual’s overall expertise o; is a measure
of the average uncertainty they have across all cities. Smaller
values of o; correspond to reduced uncertainty and greater
expertise. The city-specific expertise B;; provides an offset
to the average uncertainty for each city. It is modeled hierar-
chically with a mean of zero and variance wl-2:

1
Bij ~ Gaussian (0, — ). 6))

l

The model developed by Mayer and Heck (2023) similarly
included individual expertise and city difficulty components,
but our introduction of a city-by-expertise component is
new. Restricting the model to just individual expertise cor-
responds to assuming that individuals can be more or less
expert than each other, but that an individual is equally expert
for all cities. Our motivation for including individual-by-city
expertise is to allow individuals to have some city-specific
knowledge. The value of §;; increases or decreases the aver-
age expertise of individual i in the specific context of city
j. Larger values of w; mean that an individual’s expertise
differs more from city to city. We use diffuse priors on the
individual expertise and the variability in individual-by-city
expertise parameters:

o; ~ uniform(O, 1) (6)
w; ~ uniform(O, l). 7

We divide a city’s difficulty into a longitude difficulty A j;
and latitude difficulty A j>. Separating a city’s difficulty into
these two parts is based on the intuition, made clear in Fig. 3,
that some cities are more difficult to locate along one of these
dimensions. We assume that these difficulties are hierarchi-
cally distributed, using diffuse priors:

Aj1 ~ Gaussiany (uz,, 1/07 ) ®)
Lj2 ~ Gaussiany (uz,, 1/0%2) )
Mogs My ™~ uniform(O, 2) (10)
Ojys Ony ™ uniform(O, l). (11

@ Springer

The correlation p; completes the statistical representation of
an uncertainty ellipse that can vary in orientation, and is also
given a diffuse prior

pj~ uniform(—l, l). (12)

Model of Radius Judgments

Mayer and Heck (2023) did not collect or attempt to model
radius judgments, so this part of our model is entirely new.
The key assumption we make for the radius yl.’j is that it
depends both on the uncertainty ellipse and how a par-
ticipant manages that uncertainty to produce a circle that
expresses their confidence. The variances of the ellipse
are provided by the diagonal elements of the covariance
matrix in Eq. 4. Given that the experimental task constrained
participants to use circles, it seems reasonable to assume
radius judgments were based on the largest standard devi-

ation \/ max (A j)z + oiz + ﬂlzj We then assume that there

are individual differences in how participants manage their
uncertainty using a scale parameter «; for individual i. For-
mally, our model assumes that the radius judgment is

yij~ Gaussian(ai\/max(lj)z +0? + ﬂfj 1/7%. (13)

Thus, the scale parameter effectively corresponds to how
many standard deviations, in the direction of maximum
uncertainty, participants use to determine their radius judg-
ments. The parameter T measures the precision with which
participants produce intended radius judgments in the exper-
imental interface. It is a measure of motor movement error
and other sources of noise, and is assumed to be common to
all individuals on all trials. Both the uncertainty scaling o;
and response noise T parameters are given diffuse priors:

o ~ uniform(O, V2.442 +12) (14)

T~ uniform(O, 1). (15)

Model Identifiability

The full cognitive model defined by Eqs. 1-15 defines a
joint model of the point estimate and radius judgments. To
test whether the model is identifiable, especially given the
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introduction of flexibility by allowing for individual-by-city
expertise, we conducted a simulation study. We created 50
artificial participants using the posterior means found by
applying the model to the participants in our task. The motiva-
tion was to make sure the artificial participants had a realistic
range of parameter values. We then simulated 50 experiments
in which the model was used to generate artificial point esti-
mates and radius judgments for each participant and city.
Finally, we applied the model to make inferences from the
simulated data. The inferences approximated the known gen-
erating values for all parameters, both in the aggregate across
experiments and (especially) by averaging over experiments.
The code, simulated data, and results associated with this
parameter recovery study can be found in the supplementary
information.

We conclude from the successful parameter recovery that
the model is identifiable. We speculate that there are two
main reasons for this. One is that most of the model’s key
parameters—individual expertise, individual-by-city exper-
tise, and city difficulty—play a role in making predictions
about both the point estimates and radius judgments. This
makes the model constrained in terms of its joint prediction
of the two different components of the behavioral data. The
second likely basis for identifiability lies in the constraints
inherent in two-dimensional spatial judgments coming from
the metric axioms that define distances in the space.

Model Variants

The full model has three important features. The first is that
expertise varies not only by individual o;, but also by indi-
vidual and city B;;. The second is that each city has its own
difficulty A; that is specified in terms of separate longitude
and latitude difficulties. The third is that both the individual’s
point estimate and their radius judgment are included. Sim-
plified models can be constructed by changing one or more
of these features, and serve to test whether or not the various
features of the model contribute to good wisdom of the crowd
aggregation.

For expertise, we consider two simpler assumptions than
the full model: that there are no individual differences and
all individuals have the same expertise o or that there are
individual differences in expertise o; but individuals do not
have a city-specific expertise. To switch between the total of
three different assumptions about expertise requires chang-
ing Egs. 4 and 13 to use either o, o;, or o; and f;;. For
the assumption of no individual differences in expertise, it is
also necessary to remove Eqs. 5 and 7 and replace o; in Eq. 6
with o. The assumption of no individual-by-city expertise
requires removing Eqs. 5 and 7.

For city difficulty, we consider the alternative assumption
that city difficulty is still different in terms of longitude and

latitude, but that these difficulties no longer vary by city.
Instead, all cities share the same longitude difficulty A; and
latitude difficulty A,. To make these assumptions, it is neces-
sary to remove Eqs. 10-11 and adjust Egs. 8-9. Specifically,
Aj1and A j> in Egs. 8-9 become A1, A2 ~ uniform(0, 2).

For radius judgments, we consider the possibility of
only modeling the point estimates. This requires removing
Egs. 13, 14, and 15. This specific form of the model can be
applied to data involving only point estimates, such as those
collected by Mayer and Heck (2023).

Model Implementation

Exhaustively combining the three assumptions about exper-
tise, the two assumptions about city difficulty, and whether
or not the radius judgments are included produces 12 differ-
ent models. We implemented all of these models as graphical
models in JAGS (Plummer, 2003) to allow for fully Bayesian
inference based on computational sampling approximation to
the joint posterior (Lee & Wagenmakers, 2014). Our results
are based on six independent chains each with 5000 sam-
ples, a burn-in of 1000 samples, and thinning the chains by
retaining one in every 4 samples. We evaluated the chains for
convergence according to the standard R (Brooks & Gelman,
1998) measure. JAGS and R code for the modeling analysis
are available in the supplementary information.

Results
Performance Results

Each of the 12 models makes predictions about where each of
the 48 cities are located. These predictions are the inferences
for the latent true location p j of the cities, and take the form of
a posterior distribution over the two-dimensional map. The
posterior distribution quantifies how likely it is that every
location on the map is the true location of a city, based on the
observed estimates people made for the city, and the cogni-
tive modeling assumptions about how they produced those
estimates. As emphasized above, these inferences are made
without access to the ground truth. Once the inferences have
been made, however, it is possible to measure their perfor-
mance by comparing them to the true locations of the cities.
The posterior distribution can be used to construct a posterior
distribution of the error of the model. A convenient simpler
point estimate measure of error is the distance between the
posterior mean and the true city location.

The main panel of Fig. 4 shows how the wisdom of the
crowd estimates for the various models compare to individual
performance and the performance of statistical aggregates.
The mean errors of the individuals are shown as a yellow

@ Springer
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Fig. 4 The rpain pgne} ?hOWS B,fusﬁ Mgggl Ind-by-City Exp, Same Diff, Radius — Best Model
the distribution of individual Weighted WOC Ind-by-City Exp, Same Diff
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mean error in yellow and the Simple WOC Ind-by~City Exp, City Diff, Radius — Full Model
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model-based crowd aggregates (Ind Exp, City Diff, Radius
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vertical bars in the inset panel
provide a magnified view of the
performance of model-based 0.04 0.05 0.06 0.07
and statistical estimates, with Mean Error
color coding to indicate the
assumption each model makes
about expertise
0.0 0.1 0.2 0.3 04 0.5
Mean Error

histogram. The mean error of the statistical wisdom of the
crowd estimates, and two of the model-based estimates, are
shown as vertical lines. The best-performing model assumes
that there is individual expertise that varies across cities and
includes the radius judgments, and has point estimates that
are on average 0.040 from the true locations of the cities. This
model’s full posterior distribution of mean error is shown in
light blue. There is evidence of a wisdom of the crowd effect,
because all of the statistical and model-based crowd estimates
outperform the majority of individuals in the crowd. There
is further evidence that model-based estimates outperform
statistical estimates in aggregating individual knowledge.
The inset bar plot in Fig. 4 compares the different wis-
dom of the crowd estimates to each other, focusing on the
restricted range of mean error in which they all lie. The
two statistical wisdom of the crowd estimates are the simple
wisdom of the crowd estimate in orange and the weighted
wisdom of the crowd estimate in maroon. The other 12 lines
correspond to the 12 cognitive models. The lines are labeled
according to how they incorporate expertise, city difficulty,
and the radius judgments. The line color corresponds to how
the model incorporates expertise: gray lines indicate that the
model assumed no individual differences in expertise, light
blue lines indicate that the model assumed individual differ-
ences, and dark blue lines indicate that the model assumed
individual differences that vary by city. The models that allow
for individual expertise outperform the models that assume
expertise is constant across participants, and generally, the
models that include the individual-by-city expertise perform
better than models with just individual expertise. Further
interpretation of these results may not generalize beyond this
data set, but we think that the pattern of results suggests that
assumptions about expertise affect the performance of crowd

@ Springer

estimates. Our results also suggest that there may be some
trade-off between including the radius judgments and assum-
ing individual-by-city expertise, so that models with either
tend to do better than models without.

Parameter Results

Our main focus in evaluating the cognitive models is on
predictive accuracy, but a different way to use the models
is as measurement models. The parameters correspond to
meaningful psychological properties like expertise, uncer-
tainty management, and city difficulty. Figure5 shows the
inferences about key parameters from the full model for
all participants, and how they relate to basic behavioral
measures. In all of the panels, the model parameters are
represented by their posterior mean and their 95% credible
interval. The correlations between the model parameters and
their corresponding behavioral measures are provided in the
bottom-right-hand corner of each panel.

The two panels in the top row of Fig. 5 focus on the exper-
tise and uncertainty management of individuals. The top-left
panel compares the model’s inferences of individual exper-
tise o; to the behavioral measure of performance provided
by the mean error of an individual’s point estimates. Indi-
viduals with smaller errors had smaller o;, consistent with
greater expertise. We emphasize again that the model was
not provided information about the cities’ true locations, so
the correlation of o; with performance shows that the model
is genuinely able to predict the relative expertise of individu-
als. The top-right panel compares model inferences about an
individual’s management of uncertainty «; with their aver-
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Fig.5 The relationship between parameter values and behavioral measures of individual differences in terms of expertise and uncertainty, and city
differences in terms of difficulty. See main text for details

age radius. Individuals inferred to express more of their latent  individuals were from the city’s true location. Cities that were
uncertainty gave larger average radius judgments. inferred to be easier to locate had smaller mean errors, while
The two panels in the bottom row focus on the cities instead of ~ cities that were inferred to be harder to locate had larger mean
individuals. The bottom-left panel compares the model’s  errors. Once again, because the model is not provided with
inferred maximum city difficulty across longitude and lat-  ground truth information, these are predictions about relative
itude, max A ;, to a behavioral measure of city accuracy. This  city difficulty. The bottom-right panel compares the inferred
measure was calculated in the same manner as individual  city difficulty to the average radius size for that city. Cities
accuracy. Instead of measuring how far a particular individ-  that were more difficult had larger average radius sizes.
ual’s estimates were from the true locations, we measured The results in Fig. 5 show that the key model parameters
how far on average the estimates for a particular city across  of expertise, uncertainty management, and city difficulty cor-
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in bright red

relate well with conceptually related behavioral measures.
Figure 6 demonstrates one way that these parameters can be
used for interpretation. It shows the inferred difficulties of
the cities, ranging from the most difficult in bright red to the
easiest in bright green. The cities on the east and west coasts
were generally inferred to be less difficult than those that
were more centrally located.

Figure 5 does not include a comparison of the city-specific
expertise B;; with a behavioral measure. Of the experimental
data we collected, the most likely candidate is the individ-
ual’s familiarity with different states. Using the self-reported
familiarity information, we compared the distribution of
individual-by-city expertise for cities that were in familiar
states with cities that were in unfamiliar states. These distri-
butions were extremely similar, and had a mean difference
of only 0.005. Accordingly, it seems that individual-by-city
expertise, as incorporated in our model, is sensitive to some
other information than self-reported familiarity.

Application to Mayer and Heck (2023)

To evaluate the replicability and generalizability of our find-
ings, we applied the same cognitive models to the data set

Best Model
Full Model
CCT-2D

Fig.7 Analysis of Mayer and
Heck’s (2023) data. The main
panel shows the distribution of
individual mean error in yellow
and the mean error of statistical
and model-based estimates by
vertical lines. The posterior
distribution for the
best-performing model’s mean
error is shown in blue. The
vertical lines in the inset panel
provide a magnified view of the
mean error of model-based and
statistical estimates, with color
coding to indicate the
assumption each model makes
about expertise

“*'\,\(..&,

- Ind-by-City Exp, Same Diff - Best Model
Simple WOC | Ind-by—City Exp, City Diff - Full Model

Less

collected by Mayer and Heck (2023). Mayer and Heck (2023)
had 228 participants provide point estimates for 57 European
cities on seven different maps of Austria and Switzerland,
France, Italy, Spain and Portugal, the UK, Eastern Europe,
and Germany. We followed Mayer and Heck (2023) in
excluding participants who gave point estimates that were
outside the countries of interest for more than 10% of the
cities. Participants were not asked to provide radius judg-
ments, so we only applied the models using point estimates.
We tested the six models that exhaustively combined the three
assumptions about expertise and the two assumptions about
city difficulty.

We also compared our model’s performance with the
model developed by Mayer and Heck (2023). Their model
was inspired by the Cultural Consensus Theory model for
two-dimensional judgments known as CCT-2D (Anders et al.,
2014; Romney et al., 1986). Cultural Consensus Theory was
developed in cultural anthropology as a model of crowd con-
sensus in the absence of ground truths. A simple example is
a society agreeing that the number 13 is unlucky. We think
that Mayer and Heck’s (2023) application of Cultural Con-
sensus Theory to the location of cities, which have objective
ground truths, reduces to a model-based wisdom of the crowd

CCT-2D
Ind Exp, Same Diff
Ind Exp, City Diff
Same Exp, City Diff
Simple WOC
Same Exp, Same Diff

0.08 0.10

Mean Error

0.12 0.14

0.0
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approach. Because of its CCT-2D foundations, there are a few
differences in the details of Mayer and Heck’s (2023) cog-
nitive model when compared to ours, related to the scales
on which parameters are defined and the priors they are sub-
sequently given. However, at its heart, their model assumes
that individuals possess some cultural competence, which
we think of as synonymous with individual expertise in this
context, and that items have variable difficulty in two dif-
ferent dimensions. We think that this makes the CCT-2D
model conceptually the same as our model that assumes indi-
vidual expertise and allows for city difficulty, but does not
allow for individual-by-city expertise or incorporate radius
judgments.

The performance of our models and the Mayer and Heck
(2023) model is shown in Fig. 7. The simple wisdom of
the crowd estimate again outperforms the majority of indi-
viduals demonstrating that there is a wisdom of the crowd
effect. The best-performing model allows for individual-by-
city expertise, but assumes cities have equal difficulty. Its
inferred city location point estimates have a mean error of
0.077 from the true locations of the cities. The second-best
model additionally allows for variable city difficulty. Overall,
the model-based wisdom of the crowd estimates improve as
the expertise assumption changes from having no individual
differences to having individual differences and then finally
to individual differences that also vary by city. The models
that assume no individual differences in expertise perform
very similarly to the simple statistical wisdom of the crowd
estimate.

These modeling results replicate the key finding from our
experiment by showing improved performance by allowing
individual-by-city expertise. For both data sets, it gener-
ally appears that the models allowing for individual-by-city
expertise but not variable city difficulty perform the best. The
application to Mayer and Heck’s (2023) data also underscores
the point that our modeling approach can infer expertise
based only on the point estimates of city locations. Finally, it
is interesting to note that the Mayer and Heck (2023) model
performed slightly better than our model that made the same
psychological assumptions, presumably due to their different
priors.

Discussion

We found a wisdom of the crowd effect in the spatial esti-
mation problem of locating cities. Statistical aggregates of
people’s estimates outperformed most individual estimates.
We also found that cognitive models can outperform both
the simple and weighted statistical aggregations. Model-based
estimates improved the wisdom of the crowd estimates pri-
marily because they allowed for differences in individual exper-

tise. We also found a consistent but smaller improvement
associated with allowing for individual-by-city expertise in
addition to individual expertise.

Most previous cognitive models used to find the wisdom
of the crowd have assumed that expertise is a stable property
of the individual across all of the items in the domain being
judged (e.g., Lee & Danileiko, 2014; Lee et al., 2012, 2014;
Mayer & Heck, 2023). Our findings suggest this assump-
tion could be too simple. Conceptually, allowing people to
have different levels of expertise for different items changes
the emphasis on how the wisdom of the crowd is achieved.
For the wisdom of the crowd effect, Lee (2024 submitted)
distinguishes between a signal and noise mechanism that
relies on aggregating judgments to amplify common signal
and cancel noise, and a jigsaw puzzle mechanism that relies
on diversity in knowledge so that different people provide
accurate answers to different subsets of a problem. The use
of individual-by-city expertise recognizes this diversity and
allows the weight of an individual’s estimate to be differ-
ent for different cities. We do not yet, however, have a good
account of how and why expertise varies across items. The
basic hypothesis that for city locations people’s expertise is
related to their self-reported familiarity with those cities was
not supported by our data.

Expertise has been explored before in the wisdom of the
crowd literature. Others have investigated how smaller select
crowds of experts can be more accurate than larger ones
(Mannes et al., 2014; Olsson & Loveday, 2015) and found
ways of identifying those with more relative expertise within
the crowd (Budescu & Chen, 2014; Goldstein et al., 2014).
Smaller select crowd performance has also compared dif-
ferent crowd compositions, like those of novices or experts
(Fiechter & Kornell, 2021), and into the specific conditions
that must be met for smaller select crowds to be more accu-
rate (Davis-Stober et al., 2014, 2015). Most of this research,
however, has also viewed expertise as a relatively stable
personal trait. Future work should explore structured context-
dependent accounts of expertise. Our modeling allowed for
individual-by-city expertise, but lacked a theory to under-
stand how and why expertise varied. One possible approach
is to use hierarchical representations of expertise in terms of
general and specific abilities, of the type that form the foun-
dation of psychometric studies of cognitive abilities (Deary,
2020; McGrew, 2009). There are also structural accounts
of expertise within specific domains that could be especially
useful in the wisdom of the crowd context (e.g., Schvaneveldt
et al., 1985).

Future work could also explore other sorts of spatial esti-
mation tasks. For example, our task restricted people to
providing circles to represent their spatial knowledge. This
simplifies the task and the analysis, but it would be interest-
ing to allow people to draw free-form shapes that could better
express their knowledge. We also provided simple instruc-
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tions of extending a circle until people were confident they
had included the city. It would be possible to be more precise,
and ask people (for example) to be 95% certain, although
findings on the calibration of probability judgments suggest
that people may not be able to do this well, since they are
often overconfident (Hora, 2004; Keren, 1991; Lichtenstein
et al., 1977; Ronis & Yates, 1987; Wallsten et al., 1993).
Bigger variations on the basic task are also possible. For
example, Montgomery and Lee (2022) asked participants to
select a region on a map, instead of a point estimate and
radius. The task also required manipulating the way the spa-
tial knowledge question was framed, by asking participants
either to select a region that included the target or select all
the regions that did not include the target. Thus, for example,
participants were asked to select as few US states as possible
on an unlabeled map so that Ohio was included in the selec-
tion, or as many states as possible without including Ohio.
A model-based wisdom of the crowd approach thus would
need to understand how the question framing affected the
participant’s management of their uncertainty about Ohio’s
location. The extra complexity required in modeling peo-
ple’s behavior, however, has the benefit of allowing multiple
estimates to be collected from the same individual, consis-
tent with the wisdom-of-the-crowds-within effect (Herzog &
Hertwig, 2014; Vul & Pashler, 2008).

Spatial knowledge provides an interesting application
of the cognitive modeling approach to the wisdom of the
crowd. Our modeling analysis suggests that expertise is best
treated as multidimensional, and demands a representation
that allows for people’s expertise to vary across the spa-
tial domain. This finding emphasizes that the wisdom of the
crowd is not just a statistical consequence of reducing noise
by sampling many people, but also a psychological conse-
quence of incorporating enough people in a crowd to capture
a diverse range of knowledge. It seems likely that cognitive
modeling approaches to the wisdom of the crowd in other
settings will benefit from allowing this diversity in their rep-
resentations of individual differences.
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