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Abstract

Structural Underpinnings of Magnetic and Electronic Behavior in Transition Metal

Oxides and Chalcogenides

by

Emily Christine Schueller

Developing relationships between crystal structure and magnetic and electronic proper-

ties can clarify the origins of functional properties in materials with a complex array of

interactions, including correlated electron behavior, magnetic ordering, and structural

instabilities. Insight into the factors that underly materials properties can be used to

both predict new functional materials as well as develop understanding of fundamental

solid state physics phenomena. Through a combination of computational techniques

like density functional theory and machine learning, as well as experimental techniques

such as X-ray and neutron scattering, magnetic and physical properties measurements,

and single crystal growth, it is possible to gain a detailed understanding of inorganic

oxide and chalcogenide materials for use in a wide array of electronic and magnetic

applications.

Crystal structure distortions in magnetic materials can drive the formation of chiral

spin textures by breaking centrosymmetry and enabling the Dzyaloshinskii-Moriya in-

teraction. A special type of chiral spin texture, known as a skyrmion lattice, is made up

of vortices of magnetic spin that behave like particles and can be manipulated through

an applied voltage, making them promising for computer memory applications. Under-

standing how crystal structure and magnetic behavior couple in skyrmion host materi-

als can help us predict new skyrmion hosts with skyrmions stable over wider temper-

viii



ature and magnetic field ranges. Symmetry-breaking can also contribute to insulator-

metal transitions, a phenomenon where the electronic behavior of a material transitions

from insulating to metallic, typically as a response to an external stimulus like tempera-

ture, pressure, or composition. In many insulator-metal transition materials, structural

transitions like Jahn-Teller distortions or dimer formation localize electrons, leading to

a change in electronic behavior.

Chapters 2 and 3 of this dissertation focus on the lacunar spinel family of materi-

als, with a unique crystal structure consisting of tetrahedral clusters of transition metal

atoms. We study two members of the family, GaV4Se8, a known skyrmion host, and

GaMo4Se8, which we report as a novel skyrmion host. Through density functional the-

ory and experiment, it is shown that in both materials small changes to the symmetry of

a tetrahedral cluster have significant impacts on the magnetic behavior. Chapter 4 ex-

amines how local structure displacements of S atoms in BaCo1−xNixS2 can be thought of

as dynamic Jahn-Teller distortions and are related to the composition-driven insulator-

metal transition in this solid solution. Chapter 5 reports on a combined machine learn-

ing and DFT pipeline to predict new trirutile materials as well as understand what

factors determine whether a given AB2(O/F)6 material will crystallize in the trirutile

structure in order to develop insight into the mechanisms of crystal structure formation

in ternary materials. Appendix A examines the crystal structure evolution of two hybrid

perovskite materials to understand the origins of high photovoltaic performance in this

material family.
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Chapter 1

Introduction

1.1 Structure-property relationships in oxides and chalco-

genides

The coupling between crystal structure and magnetic and electronic properties of

materials is well known in transition metal oxide and chalcogenide materials. In the

simplest form of structure-property coupling, the dimensionality of a crystal structure

drives the dimensionality of magnetism and electronic properties, leading to properties

like 1D magnetic ordering or anisotropy between in-plane and out-of-plane conductiv-

ity. More subtly, symmetry-breaking is at the heart of many fundamental phenomena

in solid state physics, including the formation of exotic magnetic phases and insulator-

to-metal transitions. For example, the Dzyaloshinskii-Moriya interaction (DMI), which

is correlated with spin-orbit coupling and responsible for the formation of canted spin

phases, is only non-zero in materials without a center of inversion; namely, in crystal

structures with chiral or polar point groups.

1



Introduction Chapter 1

Skyrmions are a special type of canted spin phase comprised of topologically pro-

tected spin vortices which are typically 10 nm to 100 nm in diameter. These vortices

can be moved through a material with an applied voltage, making them attractive for

racetrack memory and other spintronic applications [2]. However, a challenge in the

techonological application of skyrmion devices is that in most known bulk skyrmion

hosts, the stability range of skyrmions extends only over small ranges of tempera-

ture and applied magnetic field [3]. The physics underlying skyrmion formation in

bulk materials is complex and highly material dependent. The skyrmion phase often

competes with other magnetic phases such as helices or cycloids, and the formation

of skyrmions depends on a delicate balance between magnetic exchange, DMI, and

magnetocrystalline anisotropy energies, which are sensitive to small changes in the

symmetry and chemistry of materials [4]. Therefore, it is necessary to perform careful

experimental characterization in combination with computational modeling in order to

fully understand how chemistry and crystal symmetry affect the formation and stabil-

ity of skyrmion phases. A detailed understanding of skyrmion formation is crucial to

design new skyrmion host materials with improved stability.

Another interesting phenomenon in solid-state physics is the insulator-to-metal tran-

sition (IMT). This transition can be induced by a variety of external stimuli such as tem-

perature, pressure, or composition. In some materials, resistivity values can change by

several orders of magnitude over a small temperature range [5], which makes IMT ma-

terials promising candidates for electronic switching applications. Furthermore, from

a more fundamental standpoint, materials at the border between insulator and metal

often have interesting magnetic and electronic properties. This is especially true in the

so-called anomalous metal regime, which is thought to have physics similar to that of

2D superconducting materials [6].

2
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Insulator-metal transitions are often strongly coupled to the underlying crystal struc-

ture of a material; specifically, the typically higher symmetry metallic phase often hosts

a structural instability that drives the transition into the insulating state. One such type

of instability is a Jahn-Teller distortion where symmetry breaking in the crystal field

leads to electron localization, as seen in the perovskite manganites [7, 8]. Another

instability associated with insulator-to-metal transitions is a dimerization transition,

often observed in the rutile family [9]. For example, in VO2 the covalent metal–metal

bonding on vanadium dimers at low temperatures localizes electrons on the bond, lead-

ing to an insulating state [10]. In compositionally driven insulator-to-metal transitions

which involve the doping of holes or electrons into a semiconducting system, the ability

of holes or electrons to percolate through a material and induce an electronic transition

depends on how the dopant atoms incorporate into the crystal structure and whether

they tend to cluster or cause local distortions [11]. In some insulator-metal transition

materials, like doped LaMnO3, rather than an average structure transition, the transi-

tion is associated with dynamic symmetry breaking [12], requiring more sophisticated

techniques than simple diffraction to gain a complete understanding of the underlying

mechanisms.

Understanding how distortions in crystalline materials impact their properties is

key for designing better-performing functional materials. However, in many transition

metal oxides and chalcogenides, this is a difficult task due to the complex interactions

involved, including correlated electrons, magnetism, and average and local structural

instabilities. Understanding the coupling of structural effects with correlated electron

physics and magnetic transitions requires a detailed experimental investigation of crys-

tallography, magnetic and electronic properties, in addition to fundamental band struc-

ture calculations. In order to examine the effect of crystal structure on properties, we

3



Introduction Chapter 1

choose three material families as case studies. The first is the lacunar spinel family,

a family of chalcogenides which are characterized by a unique molecule-like crystal

structure and host complex magnetic and electronic behavior including low temper-

ature skyrmion phases and pressure-induced insulator-to-metal and superconducting

transitions. The second is the BaCo1−xNixS2 solid solution, with a 2D-like layered

structure in which substitution of 22% of Co by Ni results in an insulator-to-metal tran-

sition. The final family is the trirutile family with formula AB2(O/F)6. The trirutiles

crystallize in an ordered supercell of the rutile structure and many members display 1D

antiferromagnetic behavior.

1.2 Magnetism in the lacunar spinels

The lacunar spinel family, with chemical formula AB4Q8, has a cubic F43m crystal

structure characterized by tetrahedral clusters of transition metal (B–site) atoms. The

A-site is typically Ga or Ge, the B-site is an early transition metal, and the Q-site is a

chalcogen like S or Se. The crystal structure as well as the molecular orbital diagram for

a cluster is shown in Figure 1.1. Covalent metal–metal bonds induce “molecular”-like

behavior of the clusters, which creates interesting magnetic and electronic properties

including significant correlated electron behavior. Conductivity in the lacunar spinels

occurs through hopping from cluster to cluster, demonstrated experimentally by a Mott

variable-range-hopping-like temperature dependence of resistivity. In lacunar spinels

with Ta or Nb on the B–site, an insulator-to-metal as well as a superconducting tran-

sition is induced by pressure [13]. The low temperature magnetic behavior of the Ta

and Nb lacunar spinels is still debated, although a leading hypothesis is the formation

of a spin singlet state at low temperature [14].

4
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Figure 1.1: The lacunar spinel crystal structure is characterized by tetrahedral clus-
ters of transition metal atoms. The molecular orbital (MO) diagram for the high
temperature crystal structure exhibits an instability towards a Jahn-Teller distortion.
A characteristic MO diagram for the distorted low temperature structure of the V and
Mo containing lacunar spinels is shown.

5
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The V- and Mo-containing lacunar spinels (Ga(V/Mo)4(S/Se)8) exhibit multiferroic

behavior, with a Jahn-Teller distortion to a polar R3m structure between T=40 K and

T=50 K, and magnetic ordering between T=15 K and T=30 K. GaV4S8 and GaV4Se8

have complex magnetic phase diagrams including cycloidal and skyrmion phases, and

reports show skyrmion stability ranging over 15 K and 100 mT [15, 16]. The Jahn-Teller

instability, with 1 (V) or 5 (Mo) electrons in the t2 orbital of the tetrahedral cluster,

leads to a transition into the polar R3m space group at 40 Kto 50 K, depending on the

material. A characteristic change in the molecular orbital diagram through the Jahn-

Teller transition in the V compounds is shown in Figure 1.1. The Jahn-Teller distortion

drives the magnetic ordering, which tends to occur around 20 K below the structural

transition, as the formation of canted spin phases is enabled by the polar nature of the

low temperature phase. The presence of magnetic moment on molecular rather than

atomic orbitals leads to strong coupling between the symmetry of the cluster and the

magnetic behavior of these materials. We study the crystal structure and magnetism

of GaV4Se8 and GaMo4Se8 in Chapters 2 and 3 to understand the relationship between

distortions of the tetrahedral clusters and magnetic behavior.

One technique that can be used to probe the presence of a skyrmion phase is mag-

netoentropic mapping. The Maxwell relation

(∂M
∂T

)
H

=
( ∂S
∂H

)
T

can be used to obtain a quantity that is difficult to probe directly (magnetic entropy)

from a quantity that is straightforward to acquire through magnetometry measure-

ments (magnetization). By performing temperature-dependent magnetization mea-

surements at multiple applied magnetic fields (H), one can overlay (∂M
∂T

)H on a field

vs temperature plot (also known as a magnetoentropic map) in order to look for field-
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Figure 1.2: BaNiS2 has a layered crystal structure with slightly distorted square pyra-
midal coordination of the Ni. BaCoS2 exhibits a small monoclinic distortion in the
plane of the layers.

driven magnetic transitions associated with a change in magnetic entropy. Because

skyrmions are theoretically and experimentally known to be a high entropy magnetic

phase, the transition into a skyrmion phase is often associated with a positive entropy

anomaly in a magnetoentropic map. With this technique, in conjunction with small an-

gle neutron scattering and DFT-based modeling, it is possible to determine the presence

and field/temperature boundaries of a skyrmion phase in a new material.

1.3 Insulator-to-metal transition in BaCo1−xNixS2

The solid solution BaCo1−xNixS2 undergoes a compositionally-driven insulator-to-

metal transition when approximately 22% of the Co is substituted with Ni (xc=0.22)

[17]. While the substitution of Ni for Co can be thought of as electron doping, the

7
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electronic picture is more complicated because multiple orbitals are involved at the

Fermi level and BaCoS2 is not a typical band insulator [18]. The crystal structure is

layered with distorted M–S square pyramids alternating with layers of Ba, as shown in

Figure 1.2. All members of the solid solution have a tetragonal P42/nmm space group

except the BaCoS2 end member which has a slight monoclinic distortion to P2/c. How-

ever, this average structure distortion is not associated with the electronic transition,

which occurs at a higher percentage of Ni. Both end members of the solid solution

have interesting magnetic and electronic behavior. BaCoS2 is an antiferromagnetic

charge-transfer insulator with strongly correlated electrons. BaNiS2 is a paramagnetic

metal with reported topological surface states [19]. The replacement of Co with Ni

suppresses the Neel temperature and the moment of the antiferromagnetic phase un-

til the IMT composition, although some reports suggest a small composition window

with an antiferromagnetic metallic state. The intermediate members also form non-

stoichiometric sulfur vacancy compounds that exhibit unusual insulator-to-metal tran-

sitions upon cooling, highlighting the competing interactions present in this family

[20]. While the average structure does not show a change across the insulator-to-

metal transition, no reports had been made on the local structure evolution. In order

to look for structural origins of the IMT, we turn to pair distribution function analysis

across the solid solution.

The pair distribution function (PDF) technique is a method for studying the local

structure of materials. PDF data can be obtained by taking the Fourier transform of

total scattering data which yields a histogram of atom-atom distances in a material.

The PDF technique was originally developed for the study of amorphous or glassy ma-

terials, such as silica [21], but has been extended to materials which appear crystalline

from diffraction [22]. For these materials, PDF data can be used to study local struc-
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ture distortions that are dynamic or lack long-range order and therefore cannot be seen

with traditional diffraction techniques. Local distortions are important for determining

properties in many types of electronic materials. For example, local structure distor-

tions can be related to the high performance of the hybrid perovskites as photovoltaic

absorbers, which are known for their defect tolerance. In these materials, it has been

shown that the lone pair of electrons on the Pb2+ or Sn2+ ions leads to local offcenter-

ing within the octahedra in the inorganic sublattice [23]. One hypothesis is that the

offcentering creates dynamic polarizability in the material, allowing for better screen-

ing of charge carriers, which leads to longer carrier lifetimes even in the presence of

crystalline defects. The structural evolution of some hybrid perovskites is explored in

Appendix A. In IMT materials, symmetry breaking due to dynamic Jahn-Teller distor-

tions has been shown to lead to an insulating state in LaMnO3 [12]. The study of local

structure can allow us to explain properties that are not readily apparent from average

structure studies.

1.4 Machine learning for crystal structure prediction

Because of the close relationship between crystal structure and properties, it has

long been a goal to predict crystal structures of inorganic materials based only on com-

position. While compounds in organic chemistry often follow strict structural rules, in-

organic materials have a wide variety of arrangements and predicting them ab initio is

difficult, especially considering the complex interactions between crystal structure and

electron correlations, magnetism, and other competing energetics. However, advances

in computational technology have made this problem more tractable. Density func-

tional theory (DFT), a quantum mechanical simulation tool, can be used to compare

9
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the ground state energy of potential crystal structures for a given composition, as well

as perform calculations of phonon spectra to look for structural instabilities. However,

this is a computationally intensive process and differences in DFT functionals for cor-

relation and exchange energy calculations can change the relative stability of various

polymorphs. More recently, there has been exploration of machine learning methods

for crystal structure prediction [24]. Machine learning provides some advantages over

DFT-based methods; namely, it is much less computationally intensive and can be used

to quickly classify hundreds of materials, and the use of features in machine learning

allows one to glean insights about the underlying chemistry driving crystal structure

formation.

A typical approach to machine learning for crystal structure prediction can be de-

scribed as follows. A training data set of known materials is tabulated from one of the

crystallographic databases such as the ICSD. Depending on the scope of the machine

learning model, this data set can be as large as all ternary oxides [25], or more focused

on specific material families. An important step in machine learning is cleaning and

processing training data, since the final model is only as good as the data it contains.

This involves steps like removing duplicates and undesirable compounds, as well as as

dealing with polymorphs in which multiple crystal structures are reported for the same

compound. Depending on the goal of the project, the “target” column can be binary,

where a 1 is assigned to the target crystal structure, and a 0 is set for all others. For

more complicated models, in which the algorithm is choosing the most likely struc-

ture from multiple structural families, generation of the target column may be more

difficult and require connectivity analysis to determine the grouping of structures into

structural families.

Once a cleaned and processed training set is acquired, the next step is featurizing

10
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the data. For crystal structure prediction, data based on crystal structure cannot be in-

cluded, so the features are limited to composition based features such as atomic radii of

the elements in the material. A helpful software tool for featurizing datasets in python

is matminer [26], which pulls features from multiple databases such as the Magpie (A

Materials-Agnostic Platform for Informatics and Exploration) database and the pymat-

gen [27] database. To pare down the feature set to a more managable size, several

methods are available. A popular method is principal component analysis (PCA) which

decomposes the feature matrix into linear combinations that preserve the most infor-

mation (variance) while reducing the dimensionality of the dataset. This method is

efficient but has a disadvantage of removing feature names, making the final results of

the model difficult to interpret. Another method is tree-based feature reduction, often

employed in recursive feature elimination. Tree-based feature reduction uses decision

trees to determine the features that are most important by looking at how removal

of individual features affects the model’s performance. Recursive feature elimination

iteratively removes the least important features with a decision tree until the desired

number of features is achieved. The advantage of tree-based methods is that feature

names are kept, so it is possible to look at how various features are associated with

different structural families– for example, large electronegativity differences may be

associated with ionic crystal structures– as well as gain understanding into the most

important features for certain crystal structure formation.

With a pruned, featurized data set, different classifier algorithms can be compared

using cross validation, where the training data is split into smaller sets for training

and testing the model. Some best practices for fitting and evaluating machine learning

algorithms are enumerated by Wang and coworkers [28]. Once the model is optimized,

if the performance on the test data is similar to the performance on the training data,

11
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the model is likely to perform consistently on unknown data as long as the unknown

data shares similar characteristics to the training data. The model can then be used to

predict the crystal structure of new materials and can also be analyzed to understand

what features are most important in driving crystal structure formation.

The trirutile family of materials with composition AB2(O/F)6, has a structure re-

lated to the rutile structure, with chains of edge-sharing octahedra along the c-direction.

While many rutiles have an instability towards dimerization of neighboring atoms in

the c-direction, leading to insulating behavior, the trirutiles are mostly insulating even

without dimerization due to electron localization induced by the disruption of chains

from alternating A and B atoms. However, many trirutile oxides exhibit unusual 1D

antiferromagnetic behavior. Additionally, the AB2(O/F)6 composition space has many

competing structural families, so it is interesting to study crystal structure formation

in this space in order to understand why some compounds form the trirutile structure

rather than other structures. In Chapter 5, we apply the machine learning methods

described earlier to both understand the factors driving crystallization in the trirutile

structure type as well as predict potential new trirutile candidates.

12



Chapter 2

Modeling the structural distortion and

magnetic ground state of the polar

lacunar spinel GaV4Se8

The lacunar spinel GaV4Se8 is a material whose properties are dominated by tetrahe-

dral clusters of V atoms. The compound is known to undergo a polar distortion to

a ground state structure in the R3m space group, and orders ferromagnetically with

a relatively small magnetic moment. We develop an understanding into the relation-

ship between crystal structure and magnetic order in this material, and the influence

of electron correlations in establishing the observed ground state using first-principles

density functional theory (DFT) electronic structure calculations. Because electrons are

delocalized within V4 clusters but localized between them, the usual approaches to sim-

ulate electron correlations — such as the use of the Hubbard U in DFT + U schemes

The contents of this chapter have substantially appeared in Reference [29]. Reproduced with per-
mission from: E. C. Schueller, J. L. Zuo, J. D. Bocarsly, D. A. Kitchaev, S. D. Wilson, and R. Seshadri,
Modeling the Structural Distortion and Magnetic Ground State of the Polar Lacunar Spinel GaV4Se8
Phys. Rev. B 100 (2019) 045131. Copyright 2019 American Physical Society
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— do not adequately recreate the experimental ground state. We find instead that

the experimental ground state of GaV4Se8 is well-represented by the random-phase ap-

proximation to the correlation energy. Additionally, we find that magnetism and crystal

structure are strongly coupled in this material, and only certain arrangements of mag-

netic moment within a V4 cluster can stabilize the observed structural distortion. In

combination with the anisotropic, polar nature of the material, the strength of mag-

netostructural coupling indicates that application of strain could be used to tune the

magnetic properties of GaV4Se8.

2.1 Introduction

GaV4Se8 is a member of the lacunar spinel family which has garnered much at-

tention in recent years.[15, 16, 30–32] The lacunar spinel structure is related to the

typical AB2O4 spinel structure but with ordered vacancies on the A-site that induce

a breathing mode distortion in the material, reducing the symmetry from Fd3m to

F43m. Most significantly, the pyrochlore lattice of corner-connected tetrahedra of B-

site atoms in the spinel becomes a lattice of isolated tetrahedra in the lacunar spinel.

The properties of lacunar spinel materials are dominated by these clusters of transition

metal atoms. For example, most exhibit a variable range hopping-type conduction, in-

dicating electrons must hop between clusters rather than being delocalized through the

material.[33] GaV4Se8 in particular has a small band gap at low temperature of about

0.1 eV.[31] Some members of the family, such as GaNb4Se8 and GaTa4Se8, undergo

superconducting and insulator-to-metal transitions under pressure.[13, 34]

GaV4Se8 undergoes a polar Jahn-Teller distortion along the 〈111〉 axis from F43m

to R3m upon cooling through 41 K.[31, 35] Below this temperature, at approximately
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17.5 K, GaV4Se8 magnetically orders with an ordered moment of around 1µB per clus-

ter of four V atoms, in agreement with molecular orbital theory arguments.[31] In the

magnetically ordered regime, GaV4Se8 hosts a rich magnetic phase diagram, with a

cycloidal ground state, a skyrmion region near the ordering temperature, and a field-

polarized phase at high fields.[15, 16] Because of strong crystalline anisotropy along

the polar 〈111〉 axis, the stability of phases strongly depends on the angle at which

the magnetic field is applied relative to the 〈111〉 axis. The combination of the polar

symmetry and magnetic order makes GaV4Se8 a multiferroic material, which could be

promising for various computing and memory applications.[30]

Because magnetism, crystal structure, and electronic structure are strongly coupled

in GaV4Se8, it can be challenging to interpret computational results. Magnetic measure-

ments reveal a moment of 1µB per tetrahedral cluster, but there are many ways this

could arise, and the precise manner in which the total moment is distributed across

the cluster is unclear. Furthermore, the partial delocalization of electrons in the V4

tetrahedra is strongly dependent on electronic correlations, which are not readily mod-

eled within density functional theory (DFT). The impact of electron correlation effects

can be approximated in DFT using on-site Coulomb (U) and exchange (J) interactions

which are applied to orbitals with correlated electrons, such as the d-orbitals of V. This

approach is now commonly known as DFT+U ,[36] and is frequently employed using a

single parameter Ueff = U − J .[37] However, as we find here, GaV4Se8 has additional

complexity because electrons can be delocalized across the four V atoms of a cluster yet

remain localized to one cluster. In other words, the application of Ueff on individual V

atoms does not capture the correct electronic ground state. The adiabatic connection

fluctuation-dissipation theorem implementation of the random phase approximation

(ACFDT-RPA) is a way to account for electron correlations and non-local effects in a
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more rigorous manner.[38] Total energy calculations with this method combine the ex-

act exchange energy from the Hartree-Fock approximation with the correlation energy

from ACFDT-RPA to provide accurate ground state predictions even for complicated

materials with competing structural and magnetic ground states.[39, 40]

To help lay down the basis for the computational modeling, we first prepare and

measure the magnetic properties of GaV4Se8 single crystals. We then examine the en-

ergy landscape of GaV4Se8 using density functional theory calculations (with varying

Ueff values) as well as ACFDT-RPA total energy calculations to understand the relative

stability of different magnetic and structural ground states. We show that magnetism

and crystal distortion are strongly coupled, and the Jahn-Teller distortion can only be

stabilized with a specific arrangements of moments on the V4-cluster. Additionally, we

find that the use of ACFDT-RPA is required to recover the ground state which recre-

ates the semiconducting behavior, elongating Jahn-Teller distortion, and net magnetic

moment observed experimentally.

2.2 Methods

2.2.1 Experimental

Phase pure GaV4Se8 powder was obtained by reaction of Ga pieces and ground V

and Se powders with an approximately 50% excess of elemental Ga. The elements

were reacted in an evacuated fused silica tube with a heating ramp rate of 50◦ C/hour

to 950◦ C, held for 24 h and furnace cooled. To obtain single crystals, vapor trans-

port was performed using approximately 500 mg of the formed powder mixed with

30 mg of PtCl2 as a transport agent in an evacuated fused silica tube with a diame-
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ter of 6 mm and a length close to 20 cm. The tube was held with the powder end at

960◦ C and the growth end at 920◦ C for two weeks to obtain 1-3 mg black, cuboidal,

lustrous single crystals. Single crystal X-ray diffraction was performed at 100 K with

a Bruker KAPPA APEX II diffractometer equipped with an APEX II CCD detector us-

ing a TRIUMPH monochromator with a Mo Kα X-ray source (λ= 0.71073 Å). Struc-

ture refinement was carried out using the Jana crystallographic computing system.[41]

Crystal structures were visualized using the VESTA software suite.[42] Magnetic mea-

surements were performed on a Quantum Design MPMS 3, with the sample mounted

by attaching a crystal to a plastic drinking straw using KaptonTM tape. The cuboidal

shape of the crystals permitted the (100) axis of the crystal to be approximately aligned

with the applied magnetic field using an optical microscope.

2.2.2 Computational

All electronic structure calculations were performed using the Vienna Ab Initio Sim-

ulation Package (VASP)[43] with the VASP recommended projector-augmented-wave

pseudopotentials[44, 45] within the Perdew-Burke-Ernzerhof (PBE) generalized gra-

dient approximation (GGA).[46] PBE+U calculations were performed using the Ueff

approach applied to the d-orbitals of V.[37] Relaxations along distortion modes were

performed using selective dynamics with the conjugate gradient algorithm for ionic

relaxations. For relaxations a Γ-centered K-point grid of 4×4×4 was employed. For

these, a three step system was carried out in which the cell volume and ions were

relaxed first, then just the ions, with Gaussian smearing with a sigma of 0.1. After

the structure was relaxed, a static energy calculation was performed with the tetrahe-

dron method with Blöchl corrections for more accurate total energy values. For band

structure and density of states calculations a K-point grid of 8×8×8 was used. For
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the ACFDT-RPA simulations,[38] a K-point grid of 2×2×2 was used with 16 frequen-

cies sampled (at which point the correlation energy converged within 0.1 meV/atom).

For all calculations an energy cutoff of 500 eV, around 1.75 times the maximum de-

fault cutoff energy, was determined to be optimal. For the lowest and highest energy

ACFDT-RPA magnetic configurations, total energy calculations were repeated with unit

cell volumes changed by ±2% to confirm that the equilibrium ACFDT-RPA cell vol-

ume was close to the PBE cell volume. In order to generate structures along distor-

tion modes, an R3m structure with mode decomposition information was created with

ISODISTORT[47] which contained amplitudes of distortion modes used to generate

the structure from the high symmetry F43m structure. A python script was used to sys-

tematically vary the amplitudes of chosen distortion modes (A1 and E) and generate

new structures for calculation with VASP. Calculation results were parsed and visual-

ized with the python package pymatgen.[27] Band structure visualization employed

the sumo package.[48]

2.3 Results and Discussion

GaV4Se8 has a molecules-in-crystal structure with isolated tetrahedral clusters of

transition metal atoms, as shown in Fig. 2.1, a structure fit from high resolution single

crystal X-ray diffraction (XRD) measurements taken at 100 K. From molecular orbital

theory, it is expected that in the high temperature phase, the cluster has Td symmetry

with one electron in the t2 orbital, making it unstable to a Jahn-Teller distortion. In

GaV4Se8, this distortion occurs around 41 K along the 〈111〉 direction, lowering the

structural symmetry to R3m.[31] This makes one V atom on the cluster (V1, shown

in blue in Fig. 2.2) inequivalent from the other three (V2, shown in green in Fig. 2.2).
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Figure 2.1: The crystal structure of GaV4Se8 at 100 K is best fit to the expected F43m
space group from single crystal XRD. Highly anisotropic V ADPs (shown at 99%) along
the axis of the low temperature Jahn-Teller distortion indicate possible local distor-
tions of the material above the global phase transition temperature of 41 K.

Figure 2.2: The A1 (a) and E (b) modes that distort the high symmetry (Td) V tetra-
hedra into their low symmetry (C3v) clusters. The V1 atom is shown in blue and the
V2 atoms are shown in green.
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Figure 2.3: (a) Field-dependent magnetization data of a GaV4Se8 single crystal at
2 K shows the saturation magnetization is approximately 1.1µB. (b) The molecular
orbital diagram of the V4 cluster without and with the Jahn-Teller distortion (space
groups changing from F43m to R3m) with a net moment of 1µB per V4 cluster.
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Even in the high temperature, nominally cubic phase, the single crystal XRD refinement

on 100 K data indicates V atomic displacement parameters which are highly anisotropic

and point along the 〈111〉 directions, indicating local Jahn-Teller distortions are likely

present above the global phase transition temperature.[49, 50] The measured satura-

tion magnetization of GaV4Se8 is 1.1µB per V4 cluster as shown in Fig. 2.3(a). Follow-

ing the Jahn-Teller distortion, the cluster has C3v symmetry, splitting the degenerate t2

into a half-filled a1 orbital and an empty e orbital, as shown in Fig. 2.3(b).[35] Molec-

ular orbital theory yields a moment of 1µB per V4, matching what is measured in

experiment.

In order to more fully understand the unusual structural and magnetic properties

GaV4Se8, we wished to probe the underlying physics governing the magnetic and struc-

tural ground state, as well as investigate the distribution of moment across the pseudo-

tetrahedral cluster of V atoms which is difficult to study experimentally. To do this, we

performed density functional theory calculations in VASP using the PBE functional. We

began with a typical magnetic initialization of 3µB per V atom, but found that this re-

sulted in a relaxed structure with a moment of around 5µB per cluster, far higher than

the experimental and molecular orbital theory predicted values. Because in the R3m

structure, one V is inequivalent from the other 3 in the cluster, there are several possible

collinear arrangements of moments that are compatible with the space group symme-

try. We focus on three possible magnetic configurations: the previously mentioned high

moment configuration, which we will call HFM, a ferrimagnetic configuration where

the inequivalent V1 is spin up and the three V2 are spin down, which we will call FI1

if it is accompanied by a compressive structural distortion and FI2 if the accompanying

distortion is elongative, and a low moment configuration where the moment on each

V is initialized to 0.5µB, which we will call LFM. We find that the crystal distortion
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is strongly coupled to the magnetic configuration, and the reported low temperature

experimental structure is not the most stable structure for all of the magnetic configu-

rations. Because all of these variables are highly correlated, a systematic approach is

required to obtain a full picture of the energy landscape.

Starting from the high symmetry F43m structure, group theory can be used to gen-

erate linearly independent sets of vectors (distortion modes) that the atoms follow from

their high symmetry positions to their positions in the lower symmetry R3m structure.

The full transformation from the F43m to R3m unit cell for GaV4Se8 has ten linearly

independent displacive modes, but we focus on the two that affect the motion of the V

atoms, A1 and E, because the V atoms control the magnetism and contribute the most

to the band structure around the Fermi energy. These modes, illustrated in Fig.2.2 (a)

and (b) respectively, distort the shape of the tetrahedron and translate it within the unit

cell. When the amplitudes of both modes are 0, this generates a perfect tetrahedron,

corresponding to the undistorted, cubic phase. The amplitudes of these two modes

are systematically varied to generate structures with an array of different shapes and

positions of the V cluster within the unit cell.

These structures are simulated with VASP to understand the coupling between the

shape of the tetrahedron and the energies of various magnetic configurations. In order

to isolate these modes we fix the positions of the V atoms within the structure and

relax other ion positions as well as lattice parameters and cell shape. However, in

doing so we remove the translation effect of the A1 and E modes, and therefore their

independence. To reduce the dimensionality of the analysis, we combine the effect of

the two modes into a tetrahedral distortion parameter which is a difference of bond
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Figure 2.4: The calculated energy landscape within PBE for GaV4Se8 versus tetra-
hedral distortion with U = 0 eV . The arrows on the tetrahedra are representative
magnetic structures, which are accompanied by text labels, for each parabola and the
colors of the atoms represent their structural equivalence. The colors of the parabolas
are the net moment for each structure. The dashed grey lines represent experimen-
tally observed values of ∆tet and net moment. The ground state structure (HFM)
within PBE has a far higher net magnetic moment than the experimentally observed
value.

lengths between V1 and V2 and between V2 and V2:

∆tet =
d[V 1−V 2] − d[V 2−V 2]

d[V 1−V 2] + d[V 2−V 2]

Within PBE and without any effort to correct for electron correlation, we find the

energy landscapes shown in Fig. 2.4. The high moment configuration (HFM, 5µB/V4)

is found to be the most stable for all distortions of the tetrahedral cluster. Structurally,

this magnetic configuration has an energetic minimum at no tetrahedral distortion,

with the unit cell relaxing to the high temperature F43m structure. Additionally, it

has a metallic band structure, unlike the experimental semiconducting behavior, which
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is unsurprising given the small degree of structural distortion. Therefore, we see that

the ground state calculated by PBE alone does not reproduce the electronic, crystal

structure, or magnetic behavior observed in experiment.

The two higher energy parabolas (around 10 meV/atom higher in Fig. 2.4) repre-

sent magnetic structures with ferrimagnetic configurations on the cluster (FI1 and FI2).

On the right side, there is a ferrimagnetic state with a strong moment on V1 and weak

opposing moments on V2 (FI2). This magnetic configuration couples with an elonga-

tive Jahn-Teller distortion where the V1 atom is far from V2 and V2 are close to each

other (as in the experimental structure). On the left side, the Jahn-Teller distortion

is compressive with V1 close to the V2 and V2 pushed farther from each other. The

ferrimagnetic state created, FI1, has a weaker moment on V1 and stronger opposing

moments on V2. The FI2 configuration on the right side (elongative Jahn-Teller) has a

small band gap, while the left side (FI1) configuration is gapless. Finally, the highest

energy parabolas are low moment ferromagnetic configurations with a 1µB moment

essentially delocalized across each cluster. The minimum on the right side (LFM) is

again gapped. This high energy configuration agrees most closely with the experi-

mental crystal distortion, net magnetic moment, and band gap. Therefore, without

accounting for electron correlations, we obtain a metallic ground state with a nearly

cubic structure and a large moment.

Since V is a 3d atom, it is not surprising that it may be necessary to account for

electron correlations; for example, in the form of a Hubbard U , which promotes elec-

tron localization on specific V d-orbitals, to correctly represent the ground state of

a V-containing compound. We repeated the systematic generation of an energy land-

scape for increasing values of Ueff within PBE. Energy landscapes for Ueff = 0.9 eV and

Ueff = 3 eV are shown in Fig. 2.5. While a value for Ueff of 3 eV stabilizes a gapped
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Figure 2.5: The calculated energy landscape for GaV4Se8 versus tetrahedral distortion
at (a) Ueff = 0.9 eV and (b) Ueff = 3 eV. The arrows on the tetrahedra are repre-
sentative magnetic structures for each parabola and the colors of the atoms represent
their structural equivalence. The colors of the parabolas indicate the net moment
for each structure. Increasing values of U destabilize configurations with low net
moments relative to high net moment configurations, as expected due to increasing
localization of electrons on the V atoms.
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Table 2.1: Comparison of PBE and ACFDT-RPA energies for different magnetic and
structural configurations. ∆E is referenced to the lowest energy in the sequence of
calculations.

state exchange
(eV)

correlation
(eV)

total
(eV)

∆E
(meV atom−1)

total
(eV)

∆E
(meV atom−1)

ACFDT-RPA PBE
high (HFM) −164.26 −173.86 −338.12 24.49 −76.41 0

elong. ferri (FI2) −161.31 −176.98 −338.29 11.21 −76.25 12.99
comp. ferri (FI1) −161.07 −177.31 −338.38 4.18 −76.24 13.56

low (LFM) −158.05 −180.38 −338.44 0 −76.10 23.97

ground state, the Jahn-Teller distortion occurs in the opposite direction (compress-

ing rather than elongating along the 〈111〉 axis) to what is observed in experiment,

and the net moment is 8µB/V4, which is far higher than the experimentally observed

value. Additionally, the increase of Ueff destabilizes other magnetic configurations

relative to the high moment configuration, presumably since these other configura-

tions have lower moments, indicating the spins are more delocalized across the cluster.

Therefore, PBE+Ueff does not adequately capture the behavior of this cluster com-

pound. We speculate that the reason for the failure of the Hubbard U correction is that

the true electronic configuration of the V4 cluster is best described by a molecular or-

bital picture, with the low-spin ferromagnetic state controlled by d− d hopping rather

than conventional double exchange. Following the description given by Streltsov and

Khomskii,[51] this mechanism requires the redistribution of electrons away from lo-

calized d-orbitals, and into molecular orbitals formed by covalent metal-metal bonds.

The addition of an on-site Hubbard U suppresses this redistribution and thus leads to

worse results than pure PBE.

A more sophisticated approach to account for electron correlations is ACFDT-RPA,[38]

which enabled total energy calculations using exact exchange energies from Hartree-

Fock with correlation corrections. This method has been successfully employed to ob-

tain the correct experimental ground state in other materials with competing ground
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Figure 2.6: Spin-polarized band structure and densities of state from PBE calculations
for what is established by ACFDT-RPA as the ground state, with a low net magnetic
moment, ferromagnetic distribution of moment across a cluster, and an elongative
Jahn-Teller distortion. The structural and magnetic energetics of this calculation cor-
respond to the LFM minimum in Fig. 2.4.

states, including correlated magnetic materials.[39, 40] The Kohn-Sham orbitals from

the PBE (U = 0 eV) low moment ferromagnetic (LFM) and ferrimagnetic (FI1 and FI2)

minima along with the high moment (HFM) PBE ground state were selected as a start-

ing point for ACFDT-RPA calculations. Table 2.1 shows a comparison of the ACFDT-RPA

and PBE total energies for the four magnetic configurations (called LFM, FI1, FI2, and

HFM respectively), as well as a breakdown into exchange and correlation energies for

the ACFDT-RPA calculations. ACFDT-RPA stabilizes the LFM configuration, which has

a net moment, crystal structure, and band gap similar that are close to the experimen-

tal values. As seen in Table 2.1, the HFM configuration is significantly more stable for

the exchange energy, but correlation stabilizes the LFM configuration. The inability of

PBE, even with a Hubbard U correction, to find the correct ground state is due to inad-

equate treatment of correlation energies in materials where the electronic structure is

more adequately described with molecular orbitals rather than atomic orbitals.
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Figure 2.7: Ground state net magnetic moment (a), band gap (b), and tetrahedral
distortion (c) for DFT calculations performed with varying levels of electron corre-
lation corrections. The ground state established by ACFDT-RPA shows the greatest
agreement with the experimental values (shown as dashed lines) for the magnetic,
electronic, and crystal structure properties as compared to the ground states from
PBE and PBE+Ueff .

Since ACFDT-RPA establishes the lowest-energy state as the one corresponding to

a low-moment, ferromagnetic distribution of moment across a cluster with an elonga-

tive Jahn-Teller structure, the corresponding spin-polarized PBE band structure and

densities of state are displayed in Fig. 2.6. A gap close to 0.1 eV is seen, which is

similar to what has been reported from the low-temperature hopping conductivity

measurements.[31] The valence and conduction states have largely V d-orbital charac-

ter, and the molecular nature of the lacunar spinel crystal structure ensures relatively

narrow dispersion of the bands.

Figure 2.7 highlights the effectiveness of the ACFDT-RPA approach to modeling elec-

tron correlation effects compared with traditional PBE and PBE with Ueff approaches.
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Particularly, ACFDT-RPA succeeds in reproducing experimentally observed magnetic

and electronic properties as well as crystal structure distortion. The ground state from

the ACFDT-RPA method is the only one which has an elongative Jahn-Teller distortion

(shown as a positive value of ∆tet) and a net magnetic moment close to the 1µB per V4

expected from group theory and verified in experiment.

2.4 Conclusion

In GaV4Se8, the magnetic behavior is described by a hierarchy of magnetic inter-

actions: the size of the atomic moments, the nature of intra-cluster and inter-cluster

interactions, and additionally, the coupling between structural distortions and mag-

netic configurations. While the inter-cluster magnetic interactions have been probed

experimentally,[16, 30, 31] intra-cluster interactions are harder to resolve. In a sys-

tem where magnetism and crystal structure are strongly coupled, group theory can be

a powerful tool to systematically explore the energy landscape. In combination with

DFT, group theory allows us to consistently elucidate the couplings between structural

and magnetic degrees of freedom in this system. Only certain magnetic configurations

can support a Jahn-Teller distortion in GaV4Se8, and different configurations stabilize

different distortions of the crystal structure, indicating strong magnetostructural cou-

pling. This relationship, in addition to the crystal anisotropy from the polar space

group, suggests that the application of strain will allow for the manipulation of mag-

netism in GaV4Se8. Additionally, in compounds with clusters of atoms, magnetism and

electron correlation effects must be carefully considered. In such systems, more sophis-

ticated approaches than DFT+U , such as ACFDT-RPA, may be required to obtain the

correct energy landscape.
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Chapter 3

Structural evolution and skyrmionic

phase diagram of the lacunar spinel

GaMo4Se8

In the AB4Q8 lacunar spinels, the electronic structure is described on the basis of inter-

and intra-cluster interactions of tetrahedral B4 clusters, and tuning these can lead to

myriad fascinating electronic and magnetic ground states. In this work, we employ

magnetic measurements, synchrotron X-ray and neutron scattering, and first-principles

electronic structure calculations to examine the coupling between structural and mag-

netic phase evolution in GaMo4Se8, including the emergence of a skyrmionic regime

in the magnetic phase diagram. We show that the competition between two distinct

Jahn-Teller distortions of the room temperature cubic F43m structure leads to the co-

existence of the ground state R3m phase and a metastable Imm2 phase. The magnetic

The contents of this chapter have substantially appeared in Reference [52]. Reproduced with per-
mission from: E. C. Schueller, D. A. Kitchaev, J. L. Zuo, J. D. Bocarsly, J. A. Cooley, A. Van der Ven, S.
D. Wilson and R. Seshadri, Structural Evolution and Skyrmionic Phase Diagram of the Lacunar Spinel
GaMo4Se8, Phys. Rev. Materials 4 (2020) 064402. Copyright 2020 American Physical Society
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properties of these two phases are computationally shown to be very different, with the

Imm2 phase exhibiting uniaxial ferromagnetism and the R3m phase hosting a com-

plex magnetic phase diagram including equilibrium Néel–type skyrmions stable from

nearly T = 28 K down to T = 2 K, the lowest measured temperature. The large change

in magnetic behavior induced by a small structural distortion reveals that GaMo4Se8

is an exciting candidate material for tuning unconventional magnetic properties via

mechanical means.

3.1 Introduction

In recent years, there has been an increasing recognition that in some transition

metal compounds, metal–metal bonding can often interact with electron correlation

resulting in unconventional magnetic and electronic behavior, as well as unusually

strong coupling between magnetic, electronic, and structural degrees of freedom [9,

29, 51, 53]. An important class of materials where this becomes evident are the lacu-

nar spinels, which are characterized by tetrahedral clusters of transition metal atoms

[54]. Two members of the lacunar spinel family, GaV4S8 and GaV4Se8, have garnered

significant attention in recent years as multiferroic materials as well as Néel–type

skyrmion hosts [15, 16, 30]. At low temperatures, these materials crystallize in the

polar R3m space group [35] and support complex magnetic phase diagrams with an

ordered moment of 1µB/V4 cluster. The related Mo–containing compounds, GaMo4S8

and GaMo4Se8, have been less studied, although they are reported to have a similar low

temperature crystal structure, but with a compressive rather than elongative distortion

along the cubic [111] direction [35, 55, 56].

Bulk magnetic measurements have revealed similar metamagnetic behavior be-
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tween the Mo and the V–containing compounds [57, 58], while computational anal-

ysis of lacunar spinel ferromagnets suggests that all materials with this structure type

are likely to host skyrmions across wide temperature ranges [59]. However, because

Mo is a heavier element than V, the Mo–based compounds exhibit increased spin–orbit

coupling, leading to more pronounced magnetic anomalies over greater regions of mag-

netic field and temperature. Additionally, spin–orbit coupling can affect the electronic

properties through splitting of degenerate molecular orbitals, as seen in GaTa4Se8 [60].

A recent report on GaMo4S8 indicates that this material harbors complex modulated

magnetic phases and that the increased spin–orbit coupling in the material leads to

unusual “waving" effects on the magnetic ordering vectors [61].

In this work, we perform a detailed theoretical and experimental study of GaMo4Se8

in order to characterize the coupling between the crystal structure evolution and mag-

netic properties. We discover that at the structural phase transition, GaMo4Se8 can

transform into two polar space groups, the reported rhombohedral R3m phase, which

is the ground state, and an orthorhombic Imm2 phase, which is metastable. On the ba-

sis of computational and experimental data, we show that the R3m phase of GaMo4Se8

hosts a rich magnetic phase diagram with long wavelength magnetic order, including

cycloids and Néel–type skyrmions, with periodicities on the order of 16 nm. In con-

trast, the competing Imm2 phase is suggested from first-principles calculations to be a

strongly uniaxial ferromagnet. The dramatic change in magnetic behavior associated

with a subtle change in crystal structure highlights the strong coupling between crystal

structure and magnetism in GaMo4Se8, and suggests an avenue for tuning skyrmion

and other exotic magnetic phases via strain.
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3.2 Methods

3.2.1 Computational Methods

All electronic structure calculations were performed using the Vienna Ab–Initio Sim-

ulation Package (VASP) [43] with projector-augmented-wave pseudopotentials [44,

45] within the Perdew–Burke–Ernzerhof generalized gradient approximation [46]. We

do not employ an atom-centered Hubbard–U correction as our previous analysis of

the related GaV4Se8 system showed that this leads to an incorrect high–moment mag-

netic configuration by penalizing metal–metal bonding [29]. Structural distortions

from the high temperature cubic structure to the low temperature orthorhombic and

rhombohedral structures were generated using ISODISTORT [47]. Structural stability

calculations used a Gamma–centered k–point grid of 8×8×8 and an energy cutoff of

500 eV with a collinear magnetic configuration of 1µB/Mo4. Computational results

were parsed and visualized with the python package pymatgen [27]. Noncollinear

magnetic calculations accounting for spin–orbit coupling followed the methodology

described by Kitchaev et al. [59]. All calculations were performed statically, on the

basis of the experimentally determined crystal structures, and converged to 10−6 eV

in total energy. To reduce noise associated with k–point discretization error, all spin–

configuration energies were referenced to the energy of a c-axis ferromagnet computed

within the same supercell. Noncollinear magnetic configurations were initialized by

evenly distributing the magnetic moment of each Mo4 tetrahedron on the four Mo

atoms, i.e. as a locally ferromagnetic configuration of 0.25 µB per Mo. The magnetic

moment of each tetrahedron was then obtained from the DFT data by summing the

individual magnetic moments projected onto the four Mo atoms.

The magnetic cluster expansion Hamiltonian [59, 62–64] used to construct the
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magnetic phase diagram was derived by considering single–spin and nearest–neighbor

pair interactions, as shown in Supplementary Figure S4 [65]. The interaction strengths

were parametrized on the basis of collinear and spin–wave enumerations up to a su-

percell size of 4, as well as several sets of spin configurations iteratively generated to

independently constrain the terms in the Hamiltonian.[66] Note that due to the very

small energy scale of magnetocrystalline anisotropy, we fit the single-site anisotropy

coefficients independently of the pair interactions, by fitting to the energy of rotating

the ground-state collinear spin configurations within the primitive cell of the struc-

ture, so as to eliminate all noise arising from changes in the k–point grid [59]. The

resulting parametrization leads to an error below 5µeV/Mo4 for the magnetocrys-

talline anisotropy, and below 1 meV/Mo4 across all non–collinear spin configurations,

as shown in Supplementary Figure S5 [65]. The full Hamiltonians and fitted interac-

tion parameters for the R3m and Imm2 phases are given in Supplementary Tables 1

and 2 [65].

3.2.2 Experimental Methods

GaMo4Se8 powder was obtained by reaction of Ga pieces and ground Mo and Se

powders with an approximately 50% excess of elemental Ga. The elements were re-

acted in an evacuated fused silica tube in 1 g batches with a heating ramp rate of

8◦ C/min to 1010◦ C, held for 20 hours, and quenched [67].

High resolution synchrotron powder X-ray diffraction was performed at the Ad-

vanced Photon Source at Argonne National Laboratory at the 11-BM beamline. Ap-

proximately 30 mg of powder was loaded into a kapton capillary and placed into a cryo-

stat. Temperature–dependent scans with a 10 minute exposure time were taken from

T = 10 K to T = 250 K. Rietveld refinements were performed using the Topas analysis
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package [68]. Low–temperature structure solution was performed by first fitting the re-

ported rhombohedral structure and then indexing the remaining structural peaks using

the EXPO2014 software. The symmetry of the unit cell generated by EXPO was com-

pared to various subgroups of the high temperature F43m structure using the ISODIS-

TORT software package [47]. A structure for the corresponding orthorhombic Imm2

space group was generated using ISODISTORT and Rietveld refinements of both the

rhombohedral and orthorhombic phases were performed using TOPAS Academic [68].

Due to hkl-dependent strain, the Stephens peak shape was used in conjunction with

Gaussian size broadening to fit the highly anisotropic peak shapes. Crystal structures

were visualized using the VESTA software suite [42].

Small angle neutron scattering measurements were performed at the National In-

stitute of Standards and Technology (NIST) NG-7 neutron beamline. Approximately

100 mg of powder was cold-pressed into a 5 mm pellet and placed into a cryostat.

Exposures were taken over 8 h durations at various applied magnetic fields with the

field applied parallel to the neutron beam. Three scans were taken below the mag-

netic ordering temperature and a 3 h background scan was performed with no applied

field above the magnetic ordering temperature. The data integration and background

subtraction was performed in the IGOR Pro software [69].

Bulk magnetic measurements were performed on a Quantum Design MPMS 3 SQUID

Vibrating Sample Magnetometer, with approximately 30 mg of powder loaded into a

plastic container and mounted in a brass holder. DC magnetization vs. field scans were

performed on increasing field and AC susceptibility vs. field measurements were per-

formed on decreasing field. For magnetoentropic mapping measurements, temperature-

dependent magnetization measurements from 2 K to 40 K were performed with applied

magnetic fields varying from 0 Oe to 4000 Oe in increments of 75 Oe. Derivatives and
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Figure 3.1: (a) The cubic F43m crystal structure of GaMo4Se8, characterized by tetra-
hedral clusters of Mo atoms. (b) All subgroups of F43m which keep the primitive unit
cell volume the same. R3m and Imm2 both follow the T2 irrep but through different
order parameter directions. (c) The evolution of peaks upon cooling in synchrotron
XRD data. At 50 K the (111) cubic peak splits into 3 while the (200) cubic peak stays
undistorted. Because the middle peak of the (111) split shifts relative to the peak
in the cubic phase while the (200) peak does not shift, it is not possible to explain
the low temperature structure by a combination of the cubic phase and a single low
temperature phase. (d) The distortion of the Mo4 tetrahedron as it goes into the R3m
and Imm2 space groups. Both are polar, but the Imm2 cluster has lower symmetry,
with three unique bond lengths, compared to two in the R3m cluster.

∆Sm calculations were performed using python code available from Bocarsly et al. [3].

3.3 Results

The room temperature crystal structure of GaMo4Se8 is highlighted in Figure 3.1(a),

characterized by tetrahedral clusters of Mo atoms which behave like molecular units

with a spin of 1µB per Mo4 cluster. Through experimental and computational tech-

niques, we find that GaMo4Se8 follows qualitatively similar behavior to GaV4Se8, with

complex magnetic order arising from a Jahn–Teller distortion of the high–temperature

F43m structure. However, in addition to the R3m ground state, GaMo4Se8 forms a

competing metastable Imm2 phase, defined by an orthorhombic Jahn–Teller distor-

tion and distinctly different magnetic properties. We first characterize the formation
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and coexistence of these two structures, and then establish how the character of the

low–temperature distortion controls the magnetic phase diagram of each phase.

Figure 3.1(c) shows high-resolution synchrotron powder diffraction data as a func-

tion of temperature. At T = 50 K, the (111) cubic peak splits into 3 peaks, with the

two outer peaks corresponding to an R3m distortion. Previous X–ray diffraction stud-

ies of the structural phase transition of GaMo4Se8 have rationalized the presence of

extra peaks below the transition temperature (T = 51 K) as the coexistence of the high

temperature cubic F43m phase and the rhombohedral R3m phase [55]. However, with

high–resolution measurements employed here, we find that the low–temperature data

cannot be fit by a combination of the R3m phase and the F43m phase. The middle

peak shown in the lower panel of Figure 3.1(c), which was previously assumed to be

a continuation of the cubic (F43m) phase, shifts significantly at the phase transition,

while the higher Q peak [cubic (200)] shown in the top panel does not split or shift at

the phase transition. Because there is only one lattice parameter in the cubic phase, it

cannot support a shift of one peak but not another, meaning that there must be another

explanation for the additional peaks.

We performed a search for a lower symmetry subgroup of R3m (such as a mono-

clinic C2/m phase) that could explain the additional peaks, but found none that did not

add add extraneous peaks, not present in the data. We indexed the peaks that could not

be explained by the R3m unit cell and found they corresponded to an orthorhombic,

polar Imm2 phase. Imm2, while a subgroup of the parent F43m structure, is not a sub-

group of the R3m space group. The transition pathways from the F43m phase to the

R3m and Imm2 phases are associated with two different order parameter directions,

but with the same irreducible representation (T2) as shown in Figure 3.1(c), indicating

the two subgroups are symmetrically similar. This similarity can be seen in the diffrac-
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tion data; both low temperature space groups have diffraction patterns characterized

by splitting of the same cubic peaks, but the new peaks are distinct in number and

position between the two phases. The difference between the two structures is most

obvious in the distortion of the Mo4 tetrahedron through the phase transition, indicated

by the arrows in Figure 3.1(d), which leads to 2 sets of Mo−Mo bond lengths in the

R3m phase and 3 sets in the Imm2 phase.

Figure 3.2: (a) At 10 K, there is about 70% of the rhombohedral phase and 30%
of the orthorhombic phase. (b) The complex peak shapes can be fit with two R3m
phases with different particle sizes, and an Imm2 phase with hkl-dependent strain
broadening.

It is clear from the diffraction data that the R3m and Imm2 phases form simulta-

neously and coexist in the powder. However, the structures are noticeably strained, as

evidenced by the broad line shapes, and have a large amount of peak overlap due to

their similarity, which introduces uncertainty in the determination of relative weight

percentages of the two phases. As seen in Figure 3.2(a), our best fit to the data at
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T = 10 K yields about 30% of the orthorhombic phase and 70% of the rhombohedral

phase. In order to fit the unusual peak shapes, we use two phases for the R3m struc-

ture, one with small particles (strong effects of size broadening) and one with large

particles, both with strain effects. The Imm2 phase is fit with hkl-dependent strain

broadening using the Stephens peak-shape. This combination of phases to describe

a single peak is shown in Figure 3.2(b). At T = 50 K, the diffraction data is best fit

by a combination of the cubic phase and both the R3m and Imm2 phases, indicating

both phases form simultaneously at the phase transition temperature and there is no

phase region with only one of the two low temperature structures. A similar phase

transition from a high symmetry structure into two subgroups has been reported in the

oxide spinels MgCr2O4 and ZnCr2O4 and was attributed to internal strain creating a

metastable and stable phase [70].

To probe the energy landscape for these two phases, we turn to density functional

theory (DFT) calculations. We find that while the R3m phase is the ground state struc-

ture, its formation may be kinetically suppressed relative to the Imm2 phase. Using

ISODISTORT, we generated distorted structures along the path from the F43m phase

to the R3m phase and the Imm2 phase. These calculations show that the orthorhombic

structure is less stable than the rhombohedral structure by about 20 meV/Mo4 cluster,

as shown in Figure 3.3(a). However, the transition pathway leading to the R3m phase

proceeds over an energy barrier, while the formation of the Imm2 phase has a smaller

barrier. Furthermore, we observe experimentally that the percentage of the R3m phase

increases with decreasing temperature, as can be seen in Figure 3.3(b). Thus, both

computation and experiments indicate that the R3m arrangement is the likely ground

state. Nonetheless, it is possible that due to the low temperature of the phase transi-

tion (T = 51 K), the material could get trapped in the orthorhombic structure and lack
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Figure 3.3: (a) DFT energies along the transition pathways from the cubic phase to
the rhombohedral and orthorhombic phases. The R3m structure has lower energy,
making it the ground state structure, but it has a higher formation energy barrier,
highlighted in the left panel. The energy difference is 20 meV/Mo4 cluster. (b) The
phase evolution of GaMo4Se8. Upon cooling, the percentage of theR3m phase slightly
increases, indicating it is likely the ground state crystal structure.

the energy to convert to the rhombohedral structure. It is also likely that strain effects

impact the energy landscape of the two phases and could stabilize the Imm2 phase.

Analogous to other lacunar spinels, the magnetic behavior of GaMo4Se8 is closely

tied to its crystal structure. Temperature–dependent magnetization data reveals largely

ferromagnetic ordering with an ordering temperature of approximately T = 27.5 K, in

agreement with previous reports [58]. GaMo4Se8 has a saturation magnetization of

close to 1µB/Mo4 cluster, as shown in Figure 3.4(a), in agreement with literature [58]

and molecular orbital theory. However, field–dependent magnetization measurements

show the presence of multiple magnetic phase transitions at all temperatures below the

ordering temperature down to T = 2 K, as shown in Figure 3.4(b). Resolving the nature

of these phase transitions is complicated by the fact that by analogy to V–based lacunar
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Figure 3.4: (a) At T =2 K, the saturation magnetization is 1µB/Mo4 cluster, in agree-
ment with DFT and molecular orbital theory. Multiple magnetic phase transitions are
evident in field-dependent magnetization measurements. (b) Phase transitions are
shown more clearly in the derivative of magnetization with respect to field. These
transitions persist down to T = 2 K, the lowest temperature measured.

spinels, it is likely that the magnetic phase diagram of GaMo4Se8 depends strongly

on the direction at which the magnetic field is oriented relative to the polar axis of

the crystal. As all of our data is collected on a powder sample under uniaxial applied

magnetic field, different grains can have different magnetic phases, complicating the

interpretation of bulk magnetization data. Nonetheless, by combining a variety of

experimental and computational signatures of magnetic phase stability, we are able

to understand the observed magnetic phase transitions and confirm the existence of a

skyrmion phase.

A recently presented experimental technique for resolving magnetic phase diagrams
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Figure 3.5: (a) Using multiple bulk magnetization measurement techniques, we sug-
gest a field vs. temperature phase diagram for GaMo4Se8. Based on theoretical cal-
culations and the phase diagrams for the related V–compounds, we posit that the low
field transition is a transition from cycloidal into canted cycloid or ferromagnetic or-
dering in grains (denoted ab) where the field is mostly perpendicular to the polar axis.
Upon increasing field, grains (denoted c) where the field is mostly aligned with the
polar axis transition into a skyrmion phase and then become field polarized. Near
the Curie temperature there is a fluctuation-disordered (fd) phase. (b) The transition
into the proposed skyrmion phase in c-oriented grains is associated with an increase
in magnetic entropy, shown as a red feature near the Curie temperature that broadens
upon cooling. (c) SANS data shows the presence of approximately 16 nm magnetic
periodicity at multiple applied fields at T = 15 K. The red points are in the cycloidal
phase and the blue and green are in the skyrmion phase. The gray lines are Gaussian
fits to guide the eye.
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is magnetoentropic mapping. This technique [3], relies on the Maxwell relation that

(∂M/∂T )H = (∂S/∂H)T to identify field driven magnetic phase transitions that are

associated with a change in magnetic entropy. In particular, skyrmions form as a high

entropy phase, so that the formation of skyrmions is typically associated with a pos-

itive entropy anomaly [3, 71, 72]. On a map of (∂S/∂H)T , shown in Figure 3.5(b),

generated from temperature-dependent-magnetization measurements at various ap-

plied fields, shown in Supplementary Figure S3 [65], we can see a red positive entropy

anomaly that starts near the Curie temperature and broadens upon cooling. Overlaying

this data with peaks in DC susceptibilities (∂M/∂T ), shown in Supplementary Figure S1

[65], and (∂M/∂H) vs. H curves, shown in Figure 3.4(b), as well as AC susceptibility

measurements, shown in Supplementary Figure S2 [65], we observe these signatures

are in agreement with the transitions from the entropy map. From these measure-

ments we can generate the phase diagram shown in Figure 3.5(a) which suggests that

the high–entropy region corresponds to a skyrmion phase with behavior similar to that

seen in GaV4Se8. The vertical portion of the entropy anomaly near the Curie temper-

ature has been observed in other skyrmion host materials [3] and has been posited

to be a Brazovskii transition into a short-range-ordered or fluctuation-disordered (fd)

magnetic phase.

Susceptibility data reveals two additional transitions not visible in the magnetoen-

tropic map, indicating the presence of phase transitions not associated with a large

change in magnetic entropy. To unambiguously resolve these phase transitions, as well

as to disentangle the contributions of the R3m and Imm2 phases in the powder, we

turn to computational modeling. Our computational analysis relies on a magnetic clus-

ter expansion Hamiltonian parameterized using density functional theory (DFT), which

has been recently demonstrated to yield reliable magnetic phase diagrams for the lacu-
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Figure 3.6: (a) Computed magnetocrystalline anisotropy in the Imm2 and R3m
phases of GaMo4Se8. Grey circles denote Mo atoms, and black arrows illustrate the
direction of the Jahn-Teller distortion required to form each phase. The plotted color
and distance from the tetrahedron center denote the energy of a ferromagnetic spin
configuration oriented along the corresponding crystallographic direction. (b) Energy
of spin wave configurations in the (ab)-plane of the R3m phase as a function of their
q-vector, revealing the family of cycloid ground states with a predicted wavelength
of ≈ 18 nm. (c) Computed magnetic phase diagram of the R3m phase for fields ori-
ented along the c-axis or the (ab)-plane. Color denotes the magnetic structure factor
S(q), while phase boundaries are drawn to best capture discontinuities in structure
factor, suscetibility, heat capacity, and magnetization. Phase labels correspond to cy-
cloid (cyc), canted cycloid (c. cyc), skyrmion (SkX), ferromagnet (fm), fluctuation
disordered (fd), and paramagnet (pm) regions. Solid and dashed lines denote first
and second order phase transitions respectively, while dotted lines denote a transition
that is continuous within the resolution of our data. Figure c.o. Daniil Kitchaev.

nar spinels [59]. We are thus able to independently resolve the anisotropic magnetic

phase diagrams expected in the R3m and Imm2 phases and rationalize the observed

magnetic behavior of the biphasic powder.

First, we demonstrate that the zero–field, low–temperature ground state magnetic

configuration of the R3m phase is a cycloid with a predicted wavelength of 18 nm,

while the Imm2 phase is a uniaxial ferromagnet. Figure 3.6(a) maps out the energy

of the ferromagnetic state in both phases relative to the energy of the ground state
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A Dxy Dyx Ku

(10−13 J/m) (10−4 J/m2) (104 J/m3)
R3m 3.48 -2.35 2.35 7.34
Imm2 4.15 -5.00 -0.682 -182

Table 3.1: Effective micromagnetic interaction parameters in the low-temperature
limit for the R3m and Imm2 phases of GaMo4Se8. See main text and Supplementary
Figure S4 [65] for a definition of variables and coordinate systems.

magnetic phase. The Imm2 phase strongly favors magnetization along the b-axis, par-

allel to the shortest Mo−Mo bond. The R3m phase exhibits a predominantly easy–

plane anisotropy, normal to the compressive distortion of the Mo4 tetrahedron, with a

three-fold modulation favoring spin orientation towards the corners of the tetrahedron.

While the Dzyaloshinskii–Moriya interaction (DMI) in the two phases is comparable in

magnitude and favors cycloidal spin textures in the (ab)–planes [4], the large magne-

tocrystalline anisotropy of the Imm2 phase suppresses any spin configuration deviating

from the b-axis, forcing a ferromagnetic ground state. This behavior is in contrast to

easy-axis skyrmion hosts such as GaV4S8, where the anisotropy is sufficiently weak to

shift the skyrmion phase boundaries but not suppress them entirely [59]. In the R3m

phase, the DMI overcomes the anisotropy energy and leads to the formation of equilib-

rium spin cycloids at the low energy wavevectors shown in Figure 3.6(b). The cycloids

can form in any direction in the (ab)-plane, which is the plane perpendicular to the

polar (c) axis of the R3m structure.

The low–temperature magnetic behavior of the R3m and Imm2 phases can be sum-

marized using a conventional micromagnetic free energy density functional with micro-

magnetic parameters given in Table 3.1, which is directly comparable to that of other

skyrmion-host materials[15, 73]:
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E = A
∑
ij

m2
i,j +

∑
ijkn

Dknεijkmimj,n +Kum
2
u

Here,m is a magnetization unit vector, A is the exchange stiffness,Dkn is the Dzyaloshinkii

coupling, and Ku is the uniaxial anisotropy constant defined with respect to the c-axis

of the R3m phase, and the b-axis of the Imm2 phase. The indices ijkn iterate over

Cartesian directions (x, y, z), and εijk is the Levi-Civita symbol. The notation mi,j de-

notes a partial derivative ∂mi/∂rj. The orientation of the R3m and Imm2 crystals with

respect to the Cartesian axes is given in Supplementary Figure S4 [65]. A detailed

description of this functional can be found in the literature [4, 74].

Having established the low–temperature, zero–field magnetic behavior of the two

phases comprising our GaMo4Se8 sample, we proceed to construct the full field vs.

temperature phase diagram of the material. We focus on the R3m phase, as shown

in Figure 3.6(c), because the Imm2 phase remains a uniaxial ferromagnet at all fields

within our experimental range and does not contribute to the observed phase tran-

sitions. For fields oriented along the (ab)-plane, the phase diagram is defined by a

transition from the cycloidal ground state to a field–polarized ferromagnetic state near

µ0H = 0.1 T. Below ≈ TC/3, this phase transition is first order, while at higher temper-

atures it proceeds as a second order transition through a canted cycloid intermediate.

When the field is oriented along the c-axis, the low–field cycloid undergoes a first–

order transition into a skyrmion lattice phase at around µ0H = 0.3 T, which appears to

remain stable to very high fields, up to µ0H = 1.7 T. Magnetic order persists up to TC =

32 K, with a fluctuation-disordered Brazovskii region appearing immediately above TC .

While some quantitative discrepancies exist between this computational phase diagram

and the experimental data, in particular in the range of fields for which skyrmions ap-

pear to be stable, the overall trends in phase behavior are informative for determining

46



Structural evolution and skyrmionic phase diagram of the lacunar spinel GaMo4Se8 Chapter 3

which phase transitions are being observed in our powder data.

The trends in phase behavior observed in the computational model confirm that

the the high–entropy region observed in the magnetoentropic map likely corresponds

to a skyrmion phase in R3m grains with the c–axis nearly parallel to the applied field.

Furthermore, we propose that the low field transition seen in the susceptibility data

is from a cycloidal to a ferromagnetic state in R3m grains where the magnetic field is

mostly aligned perpendicular to the polar axis. The high field transition is most likely a

transition from the skyrmion lattice to a ferromagnetic state in R3m grains in which the

magnetic field is mostly aligned along the polar (c) axis. Finally, the Imm2 phase con-

tributes a ferromagnetic background, with no additional magnetic phase transitions.

The similar magnitude of the exchange energy between the Imm2 and R3m phases,

approximated as A in Table 3.1, suggests that their magnetic ordering temperatures

should be quite similar, which explains why two magnetic ordering transitions are not

seen in the experimental data.

To verify the presence of long–wavelength magnetic order in GaMo4Se8, we per-

formed powder SANS measurements at 15 K in the regions we predict to correspond

to cycloid and skyrmion stability. The points at which SANS data was taken are in-

dicated on our proposed phase diagram in Figure 3.5(a) with triangle markers. Due

to the small moment of 1µB/Mo4 cluster and different grains in different magnetic

phases, the signal is quite low. Nonetheless, after subtracting background data taken at

T = 30 K (above the Curie temperature), we see one to two peaks in the SANS signal

at all applied fields, shown in Figure 3.5(c), corresponding to a real-space magnetic

periodicity of around 16 nm, in acceptable agreement with our theoretical calculations

for cycloid/skyrmion periodicity (18 nm).
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3.4 Discussion

We have established that GaMo4Se8 undergoes a complex structural phase transi-

tion due to a relatively flat energy landscape in which multiple low temperature space

groups have similar energies, as well as a competition between phases favored ther-

modynamically and kinetically. While the GaV4(S/Se)8 compounds exhibit only the

R3m structure at low temperature, GaMo4Se8 undergoes a structural transition from

the high temperature F43m phase into two coexisting polar space groups, rhombohe-

dral R3m, which is the ground state, and orthorhombic Imm2, which is metastable.

In the lacunar spinel family, GeV4S8 undergoes a Jahn-Teller distortion into an Imm2

structure, likely because it has one extra electron in the t2 orbital relative to GaV4S8,

stabilizing a different splitting of the t2 orbital [75]. We speculate that in GaMo4Se8,

the increased filling of the t2 orbital relative to the V-compounds, along with enhanced

spin–orbit coupling, creates an energy landscape with the Imm2 and R3m structures

much closer in energy than in other members of the family.

The competition between the stable and metastable crystal structures of GaMo4Se8

could be used to tune the multiferroic properties of GaMo4Se8, for instance by strain-

ing the material in such a way to stabilize one of the crystal structures. Our computa-

tional studies shows that the slight differences between the Imm2 and R3m structures

have a dramatic impact on the magnetic properties due to a large change in magne-

tocrystalline anisotropy. Thus, any strain which alters the relative stability of the two

phases will in turn have a strong impact on magnetic behavior. Specifically, stabilization

of the Imm2 phase leads to uniaxial ferromagnetism, while favoring the R3m phase

leads to long-wavelength magnetic order with a cycloidal ground state and Néel-type

skyrmions. The strong emergent magnetostructural coupling in GaMo4Se8 provides a

route towards the mechanical control of exotic magnetism.
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It is worth noting that extra diffraction peaks similar to those of the Imm2 phase in

GaMo4Se8 were also observed in the low temperature diffraction patterns of the sulfide

equivalent, GaMo4S8 and attributed to coexistence of the cubic phase [56]. Thus, it is

possible that GaMo4S8 could also have coexisting rhombohedral and orthorhombic low

temperature structures, and exhibit similarly strong emergent magnetostructural cou-

pling. Given the recent exciting magnetic discoveries in GaMo4S8[61], the discovery of

an Imm2 phase in GaMo4Se8 merits a re-examination of the crystal structure evolution

of GaMo4S8 with synchrotron resolution.

Finally, we have shown that the R3m phase of GaMo4Se8 has a magnetic phase dia-

gram with long-wavelength magnetic phases stable over a wide temperature and field

range. GaMo4Se8 has a higher Curie temperature than the V-compounds or GaMo4S8 at

TC = 27.5 K, with cycloids and Néel-type skyrmions stable down to the lowest temper-

atures measured (T = 2 K). With a field applied along the polar axis, cycloids are stable

from µ0H = 0 T to around µ0H = 0.15 T and skyrmions are stable up to µ0H = 0.25 T at

T = 5 K. SANS data show a magnetic periodicity of around 16 nm, in good agreement

with our computational analysis (18 nm). Overall, the qualitative form of the phase

diagram is in good agreement between our experimental results, computational analy-

sis, and previous reports in the literature for materials of similar symmetry[59, 76–78].

However, there are deviations from experiment in the exact range of fields for which

skyrmions are stable. The discrepancy in the cycloid to skyrmion transition is of a sim-

ilar magnitude to the error in the Curie temperature and cycloid to in–plane ferromag-

net transition, and is most likely a result of errors in the underlying DFT representation

of GaMo4Se8 magnetism, as well as deviations in the g-factor from our assumed value

of 2. The much larger discrepancy in the upper bound on skyrmion stability versus

applied field is more likely a result of stray fields, which we neglect in our simulations.
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Finally, while we do not observe the complexity in magnetic ordering vector reported

in GaMo4S8 [61], this difference may be a consequence of the sensitivity of data we are

able to obtain from a powder sample as compared to a single crystal.

3.5 Conclusion

A combined experimental and computational investigation of the low–temperature

structural and magnetic phase behavior of the GaMo4Se8 lacunar spinel has been car-

ried out. We show that this material undergoes a Jahn–Teller distortion at T = 51 K

into two co-existing structures – a metastable Imm2 configuration and the ground

state R3m phase. These two phases both order magnetically at TC = 27.5 K, but exhibit

dramatically different magnetic behavior due to differences in their magnetocrystalline

anisotropy. While the Imm2 phase is found from computation to be a uniaxial fer-

romagnet, the R3m phase favors a 16 nm cycloid ground state, and a Néel–skyrmion

lattice under applied field. We conclude that the coexistence of these two phases with

dramatically different magnetic properties makes GaMo4Se8 a promising material for

realizing mechanical control over exotic magnetism, as small energy differences sep-

arating the Imm2 and R3m phases translate into a very large change in magnetic

behavior.
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Chapter 4

Structural Signatures of the

Insulator-to-Metal Transition in

BaCo1−xNixS2

The solid solution BaCo1−xNixS2 exhibits an insulator-to-metal transition close to x =

0.21. Questions of whether this transition is coupled with structural changes remain

open. Here we follow the structural evolution as a function of the Ni content x us-

ing synchrotron powder X-ray diffraction and pair distribution function analyses, to

reveal significant basal sulfide anion displacements occurring preferentially along the

CoS5 pyramidal edges comprising the edge-connected bond network in BaCo1−xNixS2.

These displacements decrease in magnitude as x increases and are nearly quenched

in x = 1 BaNiS2. Density functional theory-based electronic structure calculations on

x = 0 BaCoS2 suggest that these displacements arise as a dynamic first-order Jahn-

At the time of publication, the contents of this chapter were submitted to Phys.Rev.Materials as E.
C. Schueller, K. D. Miller, W. Zhang, J. L. Zuo, J. M. Rondinelli, S. D. Wilson and R. Seshadri, Structural
Signatures of the Insulator-to-Metal Transition in BaCo1−xNixS2.
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Teller effect owing to partial occupancy of nominally degenerate Co2+ dxz and dyz or-

bitals, leading to local structural symmetry breaking in the xy-plane of the Co-rich

phases. The Jahn-Teller instability is associated with opening of a band gap that is

further strengthened by electronic correlation. The Jahn-Teller effect is reduced upon

increased electron filling as x → 1, indicating local structure and band filling coopera-

tively result in the observed insulator-to-metal transition.

4.1 Introduction

The solid solution between BaCoS2 and BaNiS2 displays a compositionally driven

insulator-to-metal transition when approximately 21% of the Co is replaced with Ni

[79, 80]. The metallic end member, BaNiS2, is a Pauli paramagnet with the tetrago-

nal (P4/nmm) structure, exhibiting Ba layers alternating with layers of NiS5 square

pyramids [81]. BaNiS2 has recently been reported to be a compensated semimetal

with topological band crossings [19]. In the P4/nmm space group, the NiS5 square-

pyramids are distorted such that the apical Ni–S bond lengths are slightly longer than

the basal Ni-S lengths. The insulating end member BaCoS2 displays antiferromagnetic

order just above room temperature with a high spin Co2+ configuration [82]. BaCoS2

has been reported to be a charge-transfer insulator with strong electron correlations

[18, 83]. In BaCoS2, there is a small monoclinic (P2/c) distortion to the compound

in the plane of the layers, creating two unique bond lengths between the Co and the

basal S [81]. However, unlike many known materials displaying insulator-to-metal

transitions (for example, the dimerization of VO2 [9, 10, 84, 85]), the electronic transi-

tion in BaCo1−xNixS2 has not been related to changes in the average or local structure.

The monoclinic-to-tetragonal transition occurs for 0 ≤ x ≤ 0.1, while the electronic
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transition does not occur until x ≈ 0.21 [17, 81]. The insulator-to-metal transition is

associated with the disappearance of magnetic order, although a small antiferromag-

netic metal phase region has been reported [86]. This has led to speculation that the

transition in BaCo1−xNixS2 is purely electronic in origin [86, 87].

Here we study six compositions across the solid solution BaCo1−xNixS2, correspond-

ing to 3 insulating and 3 metallic phases, to understand the average and local structure

evolution across the insulator-to-metal transition and the coupling with electronic and

magnetic behavior. We employ high resolution synchrotron powder X-ray diffraction

as well as X-ray pair distribution function data to probe both the average and local

structure in each sample. Disordered local displacements from the average structure

are observed, specifically on the basal S site, agreeing with previous reports of large

atomic displacement parameters on that site in BaCoS2 [81, 88]. Through reverse

Monte Carlo (RMC) modeling of the average and local structure data, we find disor-

dered basal S displacements along the edges of the square pyramids produce the best

fit, and that the magnitude of the local displacements decreases significantly with Ni

substitution.

An understanding of the origin of the local displacements on the basis of a first-order

Jahn-Teller instability in BaCoS2 (d7) is obtained from density functional theory (DFT)

calculations; the displacements appear to arise from an electronic degeneracy of the

dxz and dyz orbitals that are fractionally occupied. These orbitals are fully occupied in

BaNiS2 (d8), which explains the observed decrease in local distortions with increasing

Ni. Although the average structure transition to P2/c in BaCoS2 slightly relieves the

Jahn-Teller instability, calculations of the phonon dispersions indicate coherent soft

mode instabilities in BaCoS2 resulting in a Pba2 supercell with displacements of basal

S atoms similar to those observed in the RMC modeling. These simulations suggest
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that the room temperature structure of BaCoS2 and the other insulating members in

the solid solution series with Ni may be a disordered version of this orthorhombic

structure, analogous to the dynamically disordered Jahn-Teller distortions across the

insulator-to-metal transition in Ca-doped LaMnO3 [12].

4.2 Methods

4.2.1 Computational Methods

First-principles spin-polarized density-functional theory (DFT) calculations on the

BaCoS2 end member were performed using the Vienna Ab initio Simulation Pack-

age (VASP) [43] with projector-augmented-wave pseudopotentials [44, 45] within

the Perdew–Burke–Ernzerhof generalized gradient approximation (PBE) [46] for band

structure calculations and the version revised for solids (PBESol) [89] for structural

calculations (such as phonon dispersions). For all calculations, we use a 600 eV plane

wave cutoff and treat the core and valence electrons with the following electronic con-

figurations: 5s25p66s2 (Ba), 3d84s1 (Co), and 3s23p4 (S). For consistency, we use a Z = 8

supercell for all structures and sample the Brillouin zone with a 3×3×3 Γ-centered k-

point mesh, corresponding to 864 k-points per reciprocal atom.

All calculations were initialized with a collinear antiferromagnetic spin order, con-

sistent with the experimental ground state [82] using 3µB on each Co site. We also use

a Hubbard U correction following the Dudarev et al. approach [37] with Ueff = 2 eV on

the correlated Co 3d manifold. This strength of static Coulomb interactions is sufficient

to open a small band gap in the orthorhombic Pba2 structure and is slightly smaller

than that reported previously [90]; however, we were unable to stabilize the 90.43◦
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monoclinic angle observed in the P2/c average structure. We used the Phonopy pack-

age with a 2×2×1 supercell for pre- and post-processing of the dynamical matrix [91].

We parsed and visualized our computational results with the Python package pymatgen

[27].

For electronic band structure and density-of-states calculations, we used structures

obtained from Rietveld refinement of synchrotron data taken at T = 300 K for BaCoS2.

Although the average structure experimentally is best represented by P2/c, it is pos-

sible to fit the data with the Pba2 model. Both of these symmetries are derived as

small distortions to an ideal P4/nmm structure, which we use as a reference struc-

ture for analysis of the lattice dynamics and orbital filling. VASP structure files for the

three Rietveld refined structures and the ideal tetragonal structure are provided in the

supporting information [1].

4.2.2 Experimental Methods

BaCo1−xNixS2 powder was obtained by solid state reaction of BaS (Sigma Aldrich,

99.9%), Co, Ni, and S powders. The Co powder was reduced under flowing 5% H2

in Ar at 800 ◦C for 12 hours to remove surface oxides. Stoichiometric amounts total-

ing around 500 mg of the starting materials were ground with an agate mortar and

pestle and pressed into a 6 mm pellet under 950 MPa of pressure. For Co-containing

members, the pellets were placed in Al2O3 crucibles to prevent reaction with the fused

silica tubes. The samples were sealed in fused silica tubes under vacuum with 0.25 atm

partial pressure of Ar to suppress S volatilization. BaNiS2 was heated at 820◦C and

BaCoS2 was heated at 970◦C, and the intermediate compositions were reacted at tem-

peratures linearly interpolated between the end members. All compounds were reacted

for 1.5 days and then quenched in water. For the Co-containing compounds, the silica
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tube and alumina crucible had to be quenched separately in a 2-step process to achieve

a fast enough quench to avoid decomposition. All compounds were screened by labo-

ratory Cu-Kα X-ray diffraction (XRD) to check for impurities. Only minor BaSO4 or BaS

impurities could be identified in each compound.

High resolution synchrotron powder X-ray diffraction was performed at the Ad-

vanced Photon Source at Argonne National Laboratory at the 11-BM beamline. Ap-

proximately 30 mg of powder was loaded into a kapton capillary and measured for

1 hour at room temperature. Rietveld refinements were performed using the Topas

analysis package [68]. Crystal structures were visualized using the VESTA software

suite [42].

Pair distribution function measurements were performed at the Advanced Photon

Source at Argonne National Laboratory at the 11-ID-B beamline. Approximately 30 mg

of powder was loaded into a kapton capillary and measured for 1 hour at room tem-

perature. The data were integrated using calibration with a CeO2 standard via Fit2D

[92] and Fourier transformations into real space were performed using PDFgetX3 [93].

Small box modeling at various r-ranges was performed using PDFgui [94] and large

box modeling of both the diffraction and pair distribution function data was performed

with RMCprofile [95]. RMCprofile results were analyzed with the python package py-

matgen [27]. The order parameter of the square pyramidal coordination environments

within the supercell were calculated using the pymatgen local environment package

with the local structure order parameter function [27].

Bulk magnetic measurements were performed on a Quantum Design MPMS 3 SQUID

Vibrating Sample Magnetometer, with approximately 30 mg of powder loaded into a

plastic container and mounted in a brass holder. Temperature-dependent magnetiza-

tion measurements from T = 2 K to T = 350 K were performed upon warming under
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zero-field-cooled and field-cooled conditions with an applied field of H = 200 Oe. Re-

sistivity measurements were performed on bar pellets which were sintered using the

aforementioned reaction conditions. The measurements were performed in a Quantum

Design PPMS using a press–contact setup for a 4-point measurement with standardized

contact spacing. Measurements were taken on warming from T = 2 K to T = 300 K at a

0.5 K/min sweep rate to avoid temperature hysteresis.

X-ray fluorescence measurements were performed on a Rigaku ZSX Primus IV spec-

trometer on pressed pellets of the powder material to confirm Co/Ni ratios in samples

across the solid solution.

4.3 Results and Discussion

We prepared 6 polycrystalline samples across the series BaCo1−xNixS2 (x = 0, 0.1,

0.15, 0.25, 0.5, 1), 3 insulators (x <0.21) and 3 metals. Temperature–dependent resis-

tivity on sintered pellets, shown in Figure 4.1(a), confirms the presence of an insulator-

to-metal transition between x=0.15 and x=0.25. Temperature–dependent magnetiza-

tion with an applied field ofH = 200 Oe, shown in Figure 4.1(b) demonstrates suppres-

sion of the Néel temperature with increasing Ni in the insulating members and Pauli

paramagnetic behavior in the metallic members, consistent with previous reports [79].

Muon spin resonance studies have suggested the transition proceeds through an inter-

mediate antiferromagnetic metal phase [86], but we did not explore compositions in

this region. The slight inconsistencies in magnetic susceptibility are likely due to trace

cobalt oxide impurities. For the intermediate members, X-ray fluorescence (XRF) was

used to confirm the ratio of Co/Ni was consistent with the nominal composition. Our

XRF results indicate the ratio of metals in the products are very similar to the nominal
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Figure 4.1: (a) Temperature–dependent resistivity measurements on BaCo1−xNixS2

[values of x indicated in panel (a)] point to an insulator-to-metal transition between
x= 0.15 and x= 0.25, consistent with a reported critical Ni fraction of x= 0.21. (b)
Temperature–dependent magnetization measurements on BaCo1−xNixS2 reveal a sup-
pression of the Néel temperature (TN) with increasing x until the insulator-to-metal
transition, beyond which no magnetic ordering is seen.
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compositions (Table 4.1), so we use the nominal compositions throughout.

Table 4.1: XRF results show the observed composition for the solid solution is close
to the nominal composition for all samples.

Nominal Ni (x) Ni (mol frac) Co (mol frac)
0.1 0.099 0.901

0.15 0.153 0.847
0.25 0.252 0.748
0.5 0.485 0.515

Figure 4.2: Synchrotron diffraction fits and their associated crystal structures across
the solid solution from BaCoS2 to BaNiS2 show large basal S atomic displacement pa-
rameters (ADPs), indicating a high level of disorder on that site. Additionally, slight
peak height discrepancies in the fits indicate our average structure P2/c model cannot
fully capture the complexities of the crystal structure. The ADPs are shown as 99%
probability ellipsoids. Crystallographic tables can be found in Supplemental Informa-
tion Table I [1].

The BaCo1−xNixS2 crystal structure is characterized by layers of Ba atoms alternat-

ing with layers of M–S (M = Co,Ni) square pyramids. In all Ni-containing members

of the series, the average structure is tetragonal (P4/nmm), with the apical M–S bond

length distinct from the 4 basal M–S bonds. In the BaCoS2 end member, the tetragonal

structure undergoes a small distortion into a monoclinic (P2/c) space group, splitting

the 4 basal M–S bond lengths into 2 sets of 2 equivalent bonds. As shown in Fig-
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ure 4.2, the basal S atomic displacement parameters (ADPs) are elevated across the

solid solution, especially in the low-x members, indicating large site disorder.

Figure 4.3: (a) The c/a ratio approaches the pseudo-cubic value of 2 as x → 1 in
BaCo1−xNixS2. (b) The distortion of the square pyramid, related to the difference
between the apical and the basal M–S bond length, decreases with increasing Ni
content. (c) The average M–S bond length decreases with increasing x. (d) Basal S
and Co ADPs decrease across the solid solution, indicating less distortions on those
sites with increasing Ni. The apical S ADPs are relatively composition independent.

The difficulty in achieving high quality fits to the diffraction data with the P2/c

structural model in addition to the large and highly anisotropic sulfide ADPs suggests

large local distortions are occurring which are disordered at room temperature. Fig-

ure 4.3 shows changes in the average structure across the solid solution. As the amount

of Ni increases, both the unit cell and the M–S square pyramids become less distorted,

approaching a pseudo-cubic structure near x= 0.5. The ADPs, shown in Figure 4.3(d),

are larger for the basal S and Co on the Co-rich side compared to the apical S and they

decrease upon increasing Ni concentration, suggesting local distortions decrease across

the solid solution. The apical S ADPs are relatively constant across the solid solution,
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suggesting that site is relatively unperturbed by the differences in electronic structure

between Co2+ and Ni2+. Anomalously large ADPs on the basal S site have been noted

in the literature [88], but an explanation has not yet been proposed.

Figure 4.4: PDF data fit to r= 10 Å with a monoclinic and tetragonal space group.
In the Co-rich phases, there is a distinct asymmetry on the first peak (corresponding
to M–S bonds within the square pyramid) that is difficult to fit even with the mono-
clinic space group, suggesting distortions of the square pyramids not compatible with
P2/c symmetry. At mid-r ranges, the monoclinic fit outperforms the tetragonal fit,
especially in the Co-rich phases, indicating solid-solution compositions exhibiting an
average tetragonal symmetry also have local distortions.

In order to look for local disorder across the series, which may explain the composition-

dependent ADPs, we next perform room temperature powder X-ray pair distribution

function (PDF) analyses. PDF data is obtained via a Fourier transform of total scat-

tering data which provides a histogram of atom-atom distances in a material, making

it useful to uncover local spatial or dynamic distortions. From an examination of the

PDF data in the Co-rich members (Figure 4.4), we find an asymmetry of the lowest-r
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peak around r=2.4 Å, which corresponds to M–S bonds within a square pyramid. The

asymmetry becomes less prominent with increasing Ni content. The high-r tail of this

peak corresponds with longer bond lengths than were found in the average structure,

suggesting that locally the square pyramids are distorting but not in an ordered fash-

ion. This significant asymmetry is poorly fit even with monoclinic P2/c symmetry (the

average structure of BaCoS2), indicating that the local S displacements in the M–S

square pyramids are incompatible with P2/c symmetry.

For the mid-r ranges from about r= 5 Å to r= 10 Å, we find that the monoclinic

structure gives a better fit than the tetragonal structure. This improvement is stronger

in samples with higher Co-content, even in samples where the average structure is

tetragonal. In order to better understand these trends, we performed additional fits up

to r= 30 Å with both space groups. We attempted to capture the unit-cell level square

pyramidal distortions by limiting the fit range to r= 5 Å, but there were too many

parameters in the monoclinic structure to obtain a statistically significant fit without

highly correlated variables. Furthermore, the lowest-r distortions (<5 Å) did not ap-

pear to be compatible with P2/c symmetry and gave unphysical basal S ADPs.

By comparing parameters from fits to the tetragonal and monoclinic space groups

as well as comparing fits across length scales, we propose a model for the local struc-

ture as well as the short-range order length scale in BaCo1−xNixS2. In Figure 4.5, we

find that regardless of the space group or fit range, we recover qualitatively similar

average structure trends across the solid solution, showing a reduction in distortion

with increasing x. Interestingly, low-x samples are more sensitive to the space group

and fit-range used than high-x samples. This indicates that for Ni-rich samples, the

local structure is relatively consistent across multiple length scales and is consistent

with the average structure. For the Co-rich samples, bond lengths and distortion levels
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Figure 4.5: (a) Average bond length and (b) square pyramidal distortion across the
BaCo1−xNixS2 solid solution show a strong dependence on fit range and space group
model for low-x compounds, but converge as x increases, indicating less local dis-
tortion in the Ni-rich samples. (c) Basal S ADPs diverge at low-x even when fitting
with a monoclinic structure, indicating the basal S atoms are locally displacing from
their ideal crystallographic sites. (d) The difference in the weighted-R parameter be-
tween the tetragonal and monoclinic structure shows the lower symmetry structure is
required to accurately describe the local structure of the insulating samples. Addition-
ally, the distortions are more prominent in the low-r fits, indicating the short-range
order begins to disappear by 30 Å.
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within a square pyramid, shown in Figure 4.5(a) and (b), are highly tied to the struc-

tural model and length-scale of fitting, indicating local square pyramidal distortions at

various length scales.

One of the largest changes across the solid solution is the ADP for the basal S. From

the fit of the average structure from the diffraction data, the magnitude of the basal

S ADP decreases as x increases. In the PDF data, from Figure 4.5(c) we find not only

this trend, but additionally that the basal S ADP is larger at lower r-ranges as well as

when we allow the symmetry to reduce to monoclinic. This further suggests that the

local distortions in BaCo1−xNixS2 are dominated by displacements of the basal S from

its crystallographic site.

Finally, the weighted R-parameter, a metric for the goodness-of-fit shown in Fig-

ure 4.5(d), indicates that the monoclinic structure always fits the PDF data better than

the tetragonal structure, which is unsurprising considering the monoclinic structure

has more parameters. However, the monoclinic structure improves the fit more sub-

stantially on the Co-rich side. Additionally, the effect is stronger in the 10 Å fits than the

30 Å fits, corroborating the observation that the distortions are local and correlations

weaken with increasing r. Together, the diffraction and PDF data hint at significant

local displacements in the low-x region of the solid solution, with the basal S likely to

be the source of these displacements.

We next perform large-box reverse Monte Carlo (RMC) modeling implemented in

RMCprofile, which simultaneously fits the average and the local structure data to ex-

amine the local displacements without symmetry constraints imposed by a particular

structural model. RMCprofile is initialized with a supercell generated from the aver-

age structure which is evolved via random displacements towards an improvement of

the fit of both the PDF and the diffraction data. By performing multiple repetitions of
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Figure 4.6: (a) Reverse Monte Carlo modeling is able to generate a structure that fits
the diffraction and PDF data simultaneously, including the significant low-r distortions
in the x=0 PDF data. (b) Collapsing the Monte Carlo supercells into the average
structure unit cell shows the tendency of basal S atoms to locally displace along the
edges of the square pyramids. This displacement allows for symmetry breaking in the
plane of the square pyramid which is evident in the PDF data, and is more pronounced
in the insulating compounds. The disordered nature of the displacements spatially
averages over several unit cells, creating the higher symmetry diffraction patterns.

these calculations, we generate a set of displacements which reproducibly fit both the

diffraction and PDF data. By initializing the calculation with a 10×10×10 (8,000 atom)

supercell and repeating the simulation 3 times with different arrangements of the Co

and Ni atoms each time in the intermediate phases, we can capture the local structure

evolution with Ni content.

Figure 4.6(a) shows a typical fit to the diffraction and PDF data for x = 0. The

supercell reproduces the significant distortions in the local coordination environment

of the M site (the shoulder in the first M–S peak) while also fitting the higher-r local

structure and the diffraction data. The supercells collapsed back into their average

structure unit cells are shown in Figure 4.6(b), providing a visualization of the differ-

ence between the average and local structure across the series. Consistent with ADP

data from small box modeling, the most striking displacements occur on the basal S

sites. The displacements occur within the plane of the square pyramid, with a prefer-
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Figure 4.7: (a) The reverse Monte Carlo (RMC) fits show the square pyramidal distor-
tion decreases as x increases, similar to the results of Rietveld refinement and small
box modeling. The error bars for the RMC results represent the standard deviation of
the pyramidal distortion across the supercell, indicating a large variance in the square
pyramid distortions consistent with disorder on the basal S site. (b) Comparison of
square pyramidal bond lengths in the Rietveld refinement, small box PDF, and RMC
modeling. Although the trends are similar across all three techniques – a conver-
gence of bond lengths towards an ideal square pyramid – the removal of symmetry
constraints with RMC allows for a larger amount of distortion as well as variance in
distortion. Error bars on Rietveld and small box PDF refinements are shown in earlier
figures and omitted here for clarity.
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ence for displacements along the edges of the square pyramids. These displacements

break symmetry in the plane of the square pyramids and allow for the formation of

longer M–S bond lengths, as seen in the low-r PDF data. Additionally, because the

displacements lack long-range order, the average structure appears to be of higher

symmetry, as seen in the diffraction data.

Analysis of the square pyramidal coordination environment for each supercell pro-

vides insight into how the symmetry of the M -site changes across the series. The

square pyramidal distortion from RMC modeling, shown in Figure 4.7(a), decreases

with increasing Ni, consistent with trends from Rietveld refinements and small box PDF

modeling. The error bars indicate the standard deviation in distortion for the 6,000 co-

ordination polyhedra across the supercells at each composition. The large magnitude

of the error bars indicates that there is a wide variance in polyhedral distortion across

the supercell. While some Co or Ni are located in relatively high symmetry coordina-

tion environments, others are located in extremely distorted sites. The X-ray scattering

factors from Co and Ni are too similar to distinguish Ni–S and Co–S polyhedra, but ad-

ditional studies could probe whether the Ni–S pyramids tend to be less distorted than

the Co–S pyramids in the intermediate members. To compare the RMC results with Ri-

etveld and small-box modeling, the maximum and minimum bond length in the square

pyramid are plotted in Figure 4.7(b) with error bars for the RMC showing the standard

deviation across the supercell, similar to Figure 4.7(a). Although the maximum and

minimum bond lengths converge towards an ideal square pyramid as x increases in

all 3 techniques, the RMC modeling stabilizes more significant distortions by allowing

disorder and reducing the symmetry to P1.

In both the tetragonal and monoclinic structures, the Wyckoff site of the basal S an-

ions lacks in-plane degrees of freedom, such that the local structure displacements ob-
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Figure 4.8: The first-order Jahn-Teller instability arising from (a) the degeneracy of
the dxz and dyz spin down orbitals within the CoS5 square pyramids can be relieved
by (b) removal of the fourfold symmetry of the ideal polyhedron.

served from our reverse Monte Carlo simulations are incompatible with the space group

of the average structure. Such symmetry-breaking in BaCoS2 may originate from any

combination of (i) orbital, (ii) defect-derived, or (iii) magnetic driving forces. First, we

examine an electronic instability as the origin for the aforementioned displacements.

Owing to the S = 3/2 Co2+ configuration, three electrons occupy two degenerate dxz

and dyz orbitals [96], which leads to a first-order Jahn-Teller (FOJT) instability of the

CoS5 polyhedron that may be removed by symmetry breaking in the xy-plane (Fig-

ure 4.8). The edge-connectivity in the (001) plane restricts sulfide displacements di-

rected along the Co–S bond; they cannot coherently occur without changing the bond

network.

We ascertain the energy stabilizing displacements that both alleviate the first-order

Jahn-Teller instability and are compatible with the square pyramidal connectivity by

performing first-principles phonon calculations on the ideal tetragonal structure with

P4/nmm symmetry (Figure 4.9(a)). Although we find experimentally a monoclinic
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P2/c symmetry with an interaxial angle γ 6= 90◦, arising from a small shearing of the

basal plane of the square pyramids, we remove this feature to isolate the degeneracy-

lifting effect of the basal S displacements. We find a pair of degenerate modes with

ν1,2 = 3.1iTHz at the M -point (k = (1
2
, 1

2
, 0), Figure 4.9(a)). Each individual mode

comprises displacements of basal sulfide anions along the pyramidal edges, shown in

Figure 4.9(c), whereas their combination leads to basal S displacements along the Co-

S bonds (Figure 4.9(d)). All displacement patterns transform as the two-dimensional

irreducible representation M4, cause a P4/nmm → Pba2 symmetry reduction, and lift

the dxz and dyz orbital degeneracy. Although the ν1,2 distortion pattern is more typical

of the FOJT in layered structures, Figure 4.9(b) shows that the sulfide displacements

along the pyramidal edges (ν1) are more energetically favorable than those along the

Co–S bonds (ν1,2). This dependence is likely due to the reduced elastic energy cost of

displacing the basal S diagonally to rather than along the Co–S bonds.

Next, we relaxed BaCoS2 initialized in this Pba2 symmetry and find that it is de-

rived from the tetragonal structure according to the distortion-mode η = 0.98ξ(ν1) +

0.13ξ(ν2) + 0.15ξ(Γ+
1 ). The dominance of the ξ(ν1) coefficient indicates that the dis-

placements ξ comprising η are almost entirely derived from the ν1 mode with only

minor contributions from ν2 and the fully symmetric mode. The relaxed Pba2 struc-

ture exhibits basal S displacements along the pyramidal edges, in agreement with the

experimentally observed local distortions, and is 8 meV/atom lower in energy than the

the P4/nmm structure, shown in Figure 4.9(b).

The effect of these energy lowering basal S displacements on the electronic structure

is presented in Figure 4.10. The metallic antiferromagnetic P4/nmm phase transforms

into a semiconducting Pba2 phase owing to the removal of the orbital degeneracy.

Figure 4.10(a) shows dxz and dyz states crossing the Fermi level in the P4/nmm struc-
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Figure 4.9: (a) The phonon dispersions in the kz = 0 plane of the P4/nmm BaCoS2

structure reveal imaginary (negative) modes at the M point. (b) Energy calculations
for structures as a function of the normalized distortion-mode amplitudes (see text),
for ν1, ν1,2, and η, where η = 0 and η = 1 correspond to the relaxed P4/nmm
and Pba2 structures, respectively. Illustration of the basal sulfide displacements in
the a-b plane corresponding to (c) the unstable phonon ν1 = 3.1iTHz and (d) the
combination of the two degenerate modes ν1,2. Note that ν2 is equivalent to ν1 rotated
by 90◦.
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Figure 4.10: Projected DOS for the (a) P4/nmm, (b) Pba2, and (c) P2/c structures.
For (a) and (c), the minority-spin dxz and dyz states span [-2.5, 0.5] eV whereas in the
minority-spin channel for (b), the dxz state spans [-3.0 eV,VBM] and the dyz state spans
[CBM, 0.5 eV]. CBM refers to the conduction band minimum and VBM refers to the
valence band maximum. Although P2/c and Pba2 both remove the degeneracy of dxz
and dyz, lowering the density of states at the Fermi level, the Pba2 symmetry breaking
is more significant and opens a gap with Ueff = 2 eV. Structures were generated via
Rietveld refinements of the BaCoS2 diffraction data taken at T = 300 K with the three
different structural models. Total (gray) and projections onto majority spin-up (blue)
and majority spin-down (red) cobalt species are shown. Electronic band structures
near the Fermi level are shown in Supplemental Material Figure S1 [1].
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ture whereas Pba2 features dxz preferentially and fully occupied over the dyz orbital

(Figure 4.10(b)). Although the P2/c monoclinic distortion, shown in Figure 4.10(c),

similarly lifts the dxz and dyz orbital degeneracy, with Ueff = 2 eV the symmetry breaking

is not enough to completely open a gap, leading to a zero-gap semiconducting state.

Our identified interdependence of band gap on the basal S displacements suggests that

the FOJT instability helps drive the insulator-to-metal transition in the BaCo1−xNixS2

system. Upon electron doping with Ni in the solid solutions, the additional electron will

occupy the dxz and dyz orbitals completely, removing the instability. Indeed for x = 1

BaNiS2, the atomic displacement parameters converge to reasonable values on all sites

in the Rietveld refinement and PDF small box modeling, and both the tetragonal struc-

ture and monoclinic structure fit the PDF data equally well. From our RMC modeling

on the BaNiS2 end member, we find a convergence of bond lengths within the NiS5

polyhedra to similar values, indicating less distortion, and in the collapsed supercell,

we find smaller displacements from the ideal crystallographic sites.

Alternative symmetry-breaking of the average structure that may produce anoma-

lous ADPs could be due to sulfur vacancies, which have been found in BaCoS2[81].

Sulfur vacancies of sufficient concentrations, however, would also trigger a tempera-

ture dependent insulator-to-metal transition in BaCo0.9Ni0.1S2−y for 0.05 ≤ y ≤ 0.20

[20], which we do not observe in our data, ruling out the possibility of sulfur vacancies

as the origin of the anomalous ADPs.

Another scenario could involve magnetism. In the monoclinic structure (P2/c),

the AFM ordering produces the magnetic space group Pa2/c, no. 13.70, which low-

ers the basal S site symmetry from 2f (1
2
, y, 1

4
) to 8g (x, y, z), allowing in-plane dis-

placements. However, since the local distortions persist in the paramagnetic phases

of BaCo1−xNixS2, the magnetic ordering cannot be the primary driving force for local
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M4 displacements; the additional degrees of freedom from the antiferromagnetic order

likely play an auxiliary role in generating the displacements.

4.4 Conclusion

In the insulating members of the BaCo1−xNixS2 solid solution, disorder on the basal

S site leads to local symmetry breaking in the plane of the square pyramid. In the

square pyramidal configuration, the high-spin Co2+ ion has doubly degenerate dxz and

dyz orbitals which are partially filled by 3 electrons, leading to a Jahn-Teller instability.

In the BaCoS2 end member, the Jahn-Teller degeneracy appears to be relieved by two

separate structural mechanisms – an average structure distortion to the monoclinic

P2/c and a local structure distortion of basal S atoms along the edges of the square

pyramids. Because only the local structure distortions are observed at room temper-

ature in the paramagnetic insulating compounds, it is possible that the formation of

the P2/c structure in BaCoS2 is related to the antiferromagnetic order. Rietveld refine-

ment, PDF small box modeling, and RMC modeling show that the local S displacements

decrease as x increases, consistent with the additional electron in Ni filling the dxz and

dyz orbitals completely and removing the instability.

While the average structure of P2/c slightly breaks the in-plane symmetry in BaCoS2,

we find that the basal S displacements along the pyramidal edges (as in a Pba2 struc-

ture) further lift this symmetry, widening the band gap between the Jahn-Teller active

dxz and dyz states. We hypothesize that at room temperature, BaCoS2 prefers a dy-

namically disordered version of the Pba2 or similar structure due to the small energy

differences (<10 meV/atom) separating the M4-symmetry adapted S displacements,

the P2/c structure, and the P4/nmm structure. From a combination of DFT-based
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modeling and average and local structure analysis, we find the combination of local

Jahn-Teller distortions associated with certain band fillings, in the presence of static

electron correlation, drive the insulator-to-metal transition in the BaCo1−xNixS2 system.

This work strengthens the emerging understanding that following structural changes

in great detail is essential for determining the physical underpinnings of insulator-to-

metal transitions.
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Chapter 5

Factors Driving Crystallization in the

Trirutile Structure

The prediction of crystal structure from composition is a coveted goal in the field of

inorganic materials. Because the properties of materials tend to be strongly correlated

with their crystal structure, it is of interest to predict the crystal structure of a novel

material in order to search for materials belonging to a specific structural family. Un-

like organic synthetic chemistry in which reactions tend to follow specific rules, the

prediction of crystal structure for even binary inorganic materials relies on a complex

network of interactions, including ionicity, electron correlations, magnetism, and size

considerations. In order to reduce the size of the problem, we focus on the AB2(O/F)6

composition space and more specifically the trirutile family, which is known for unusual

1D antiferromagnetic behavior. Through machine learning methods, we develop an un-

derstanding of how geometric and bonding constraints determine the crystallization of

an AB2(O/F)6 material in the trirutile structure rather than another ternary structure

Ruining Zhang, William Zhang, and Ram Seshadri have contributed to the contents of this chapter
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in this space. In combination with density functional theory (DFT) calculations, we

predict 18 candidate novel trirutile oxides. We synthesize two of these and show they

form in the disordered rutile structure, highlighting the importance of accounting for

disorder in computational methods such as machine learning and DFT.

5.1 Introduction

Machine learning is an emerging method in materials science which has been used

to predict properties of materials such as hardness [97], band gap [98], and drive the

search for new materials with desirable properties such as high performing transpar-

ent conductors [99]. For these predictive applications, machine learning models can

outperform ab initio methods such as density functional theory (DFT) because the low

computational cost of running a machine learning algorithm allows for fast screening

of hundreds of compounds. In this way, machine learning is a promising method for

filtering an initial large pool of candidates into a sample size on which it is feasible

to perform DFT or other computationally intensive simulations. Machine learning has

also been used to build on fundamental understanding of well known materials; for ex-

ample, determination of factors which drive crystallization in the Heusler vs the inverse

Heusler and related structures [24].

In this work, we use machine learning and DFT to explore the underlying factors

which determine whether anAB2(O/F)6 compound will crystallize in the trirutile struc-

ture as well as predict new tirutile oxides. The trirutile family of materials with formula

AB2(O/F)6 are known for unusual low dimensional magnetism [100], typically in the

form of 1D antiferromagnetic chains along the [110] direction [101–103], which is

the closest metal-metal distance in the structure. The trirutile structure is an ordered
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supercell of the rutile unit cell with A-B-B ordering in the c-direction. Because of the

similarity to the rutile family, which hosts various canonical insulator-to-metal transi-

tion (IMT) materials such as VO2 [10], we hypothesized that some trirutiles could have

a similar structural instability to the one which leads to the IMT in rutile materials [9].

However, we found that even in the high symmetry ideal trirutile structure, without

dimerization, all known oxide trirutiles synthesized were insulators, possibly due to

the disruption of conduction pathways along the edge sharing octahedra from electron

localization or charge disproportionation on A and B ions. Many trirutile compounds

with unpaired d-electrons such as CuSb2O6 and NiTa2O6 have been shown to exhibit

Mott or charge-transfer insulating properties [104]. Through machine learning meth-

ods we find that, consistent with factors determining crystallization in other structural

families, geometric and bonding constraints are the most important features determin-

ing the formation of a trirutile structure. In particular, the trirutile structure is preferred

over others when both the A and B atoms are relatively small, and less electronegative.

Starting from 461 novel AB2O6 compositions, we predict 53 new candidate triru-

tile materials via our machine learning model. From density functional theory (DFT)

calculations, we find 18 of the 53 have a formation energy in the trirutile structure of

less than 50 meV/atom above the formation energy of their constituent binary oxides.

From these 18 compounds, we synthesize two novel AB2O6 compounds, TiTa2O6 and

CrSb2O6 and find that they form in the disordered rutile ((A1/3,B2/3)O2) rather than

the ordered trirutile structure. Due to the difficulty of predicting and understanding

disorder, we did not account for disordered materials in the machine learning data

or in density functional theory calculations, which could explain why these were not

screened out computationally. For most predicted compounds, it was rare to find solid

state synthesis conditions that both stabilized the correct oxidation states for the A
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and B cations and optimized reactivity. This highlights the importance of accounting

for synthesizability beyond simple DFT energy calculations in computational studies

which predict new materials. However, none of the predicted AB2O6 compounds we

attempted formed non-rutile ternary structure types, indicating the relative success of

the machine learning model in predicting preferred local coordination environments

based only on composition. This suggests the model has identified the most important

chemical features which drive the selection of the trirutile crystal structure.

5.2 Methods

5.2.1 Computational Methods

Data on existing AB2(O/F)6 compounds was collected from the Inorganic Crystal

Structure Database (ICSD) [105]. The data was filtered to remove disordered mate-

rials and duplicate entries. For polymorphic structures the stable room temperature

structure was chosen, and in cases where multiple stable room temperature structures

had been reported, the structure belonging to a known structure type was selected.

The data was annotated with binary targets (1 = trirutile, 0 = other) in order to set up

a classifier algorithm. The cleaned data contained 293 compounds of which 36 were

trirutiles, so the dataset was imbalanced with only approximately 12% positives.

A brief summary is presented here, and full details of the model, hyperparameters,

feature selection, and data scaling and cleaning can be found in Appendix 3, as well

as comparison of our model with other models from the scikit-learn package. Featur-

ization of the starting materials was performed in matminer [26] using composition

based features such as atomic radius and electronegativity, as well as features based
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on the guessed oxidation states from the chemical formula, such as the number of va-

lence electrons. The featurized matrix was cleaned, removing features for which data

was missing for more than 3% of samples, using the automatminer pipeline [106]. The

features were downselected for the most important features in multiple steps. First, fea-

tures which were correlated >95% were removed. Then features which sum to <1%

importance by weight within a random forest algorithm were removed. This brought

the initial >600 features down to 46. The starting matrix with 46 features was input

into a genetic algorithm for further preprocessing and machine learning optimization,

as an alternative to grid-based cross validation methods [106, 107]. Within the algo-

rithm, half of the 46 features were removed with recursive feature elimination via an

extra trees classifier. Tree-based feature reduction methods provide an advantage over

principal component analysis (PCA) because they allow retention of the feature names

which provide insight into the most important features for predicting within the ma-

chine learning model. Polynomial features up to order 2 were implemented, so a “fea-

ture” in the model could be a multiplication of two features or a single feature squared.

We chose the f1 score, a combination of recall and precision, as an optimization metric

due to the imbalanced nature of the dataset. Additionally, we focused on the recall ca-

pabilities of the model because with more negatives than positives, it’s easy for a model

to predict false negatives and still perform relatively well. The machine learning algo-

rithm was trained on 75% of the data in a stratified manner to obtain a similar number

of positives in the training and test set. Selection of the machine learning model and

hyperparameters was performed in automatminer using nested cross validation to ob-

tain the model with the best and most reproducible f1 score. The best model was an

extra trees classifier with a f1 score on both training and test data of 82%, indicating

the model was not over-fitting the data.
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For the prediction of new oxide trirutile candidates, common valences of the ele-

ments (excluding rare earth elements) were tabulated and combinations of A + 2×B

which combined to 12(=6×2) were input in a matrix. Compounds which existed al-

ready were removed and the model was implemented on 461 new AB2O6 formulas.

53 were predicted as possible trirutile candidates, similar to the ratio of positives in

known materials.

For the 53 predicted candidates, density functional theory (DFT) calculations were

used to calculate the energy of the ternary compounds in the trirutile structure com-

pared with the energy of their reported binaries. All electronic structure calcula-

tions were performed using the Vienna Ab–Initio Simulation Package (VASP) [43]

with projector-augmented-wave pseudopotentials [44, 45] within the Perdew–Burke–

Ernzerhof generalized gradient approximation [46]. All calculations used an automat-

ically generated Gamma–centered K–point grid with a density of 50 and an energy

cutoff of 550 eV with a ferromagnetic initialization on non d0 transition metals. In

binary compounds where the magnetism is known, the nearest collinear magnetic con-

figuration was used to initialize the calculations. Structural relaxations with symmetry

on were performed for all materials in a 3 step process in which the unit cell and ion

positions were allowed to relax until convergence, then just the ion positions, and then

a static energy calculation. Gaussian smearing with a sigma of 0.1 was used for the

structural relaxations, and the Blöchl tetrahedron method was used for the final static

energy calculations to obtain the most accurate total energy.

5.2.2 Experimental Methods

TiTa2O6 powder was obtained by solid state reaction of TiO and Ta2O5 powders,

and CrSb2O6 was obtained by reaction of Cr2O3, Sb2O3, and Sb2O5. Stoichiometric
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amounts totaling around 500 mg of the starting materials were ground with an agate

mortar and pestle and pressed into a 6 mm pellet under 950 MPa of pressure. The pel-

lets were placed in Al2O3 crucibles capped with Ta foil to prevent reaction with the

fused silica tubes. The samples were sealed in silica ampoules under vacuum with a

quarter of an atmosphere of Ar to suppress volatilization. Both samples were slowly

ramped to 1100◦C over 3 days, reacted for 5-7 days, and allowed to cool in the furnace.

Laboratory Cu-Kα X-ray diffraction (XRD) with an Empyrean diffractometer was per-

formed and CuSb2O6 formed a phase pure disordered rutile structure, while TiTa2O6

formed the same but with a small Ta2O5 impurity. Slow cooling and re-annealing at

lower temperatures was performed in an attempt to order the cations into a trirutile

structure but a tripling of the unit cell was never observed within lab resolution. X-ray

fluorescence measurements were performed on a Rigaku ZSF Primus IV spectrometer

on pressed pellets of the powder material to confirm composition in TiTa2O6.

5.3 Results

The composition space AB2(O/F)6, with approximately 293 known compounds, is

home to a variety of structure types. Figure 5.1 highlights some representative structure

types in this space. While the trirutile family is the most common, with 36 members

representing approximately 12% of AB2(O/F)6 compounds, no one type is preferred

within this composition region. There is varying coordination of the A and B cations

although octahedra are a common motif. Two types that appear similar to the trirutile

structure are the Na2SiF6 and the columbite structure, in which both A and B atoms

are octahedrally coordinated in alternating fashion in 3 dimensions.

Starting from the 293 known AB2(O/F)6 compounds from the ICSD, we trained a

81



Factors Driving Crystallization in the Trirutile Structure Chapter 5

Figure 5.1: The most common structure types in AB2(O/F)6 composition space. No
one structure type dominates the landscape in this region. Most structures are charac-
terized by octahedral coordination of the A or B sites, and layered compounds feature
prominently both in the common structure types and in the “Other” section.
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Figure 5.2: The process flow for predicting new trirutile materials. Using only compo-
sition-based features through automatminer, we trained a machine learning model to
classify compounds into trirutile or not trirutile. The model was then used to classify
461 novel AB2O6 compositions and 53 were potential trirutile candidates. Density
functional theory was used to calculate the energy of the ternary trirutile relative to
the oxide binaries as a proxy for “synthesizability” and 18 compounds emerged as
promising new trirutile oxides.
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machine learning model to classify the compounds into trirutile or not trirutile. Our

process flow is shown in Figure 5.2. Details of the machine learning process and model

can be found in the methods and the SI. The best performing model was an extra trees

classifier, a form of decision tree, with a cross validation f1 score on the training data of

82% and on the test data of 82%. The f1 score, a combination of precision and recall,

is a good metric for unbalanced datasets where negatives outweigh positives (in our

data only 12% are positives). The model was used to classify 461 unknown AB2O6

materials and predicted 53 should be trirutiles, similar to the percentage of trirutiles

in known compounds. Because the machine learning model has no thermodynamic in-

formation, we used DFT to evaluate whether the trirutile candidates could feasibly be

synthesized. A basic proxy for stability is the formation energy of the product relative

to the starting materials. For all 53 candidates, the energy of the reactant binary oxides

were compared to the energy of the product trirutile using density functional theory

(DFT) calculations, and a conservative threshold of 50 meV/atom above the binary en-

ergy was set as the limit of possible stability. When these compounds were additionally

screened for dangerous starting materials (such as OsO4), 18 materials emerged as

promising novel trirutile candidates.

In addition to using the model to predict new trirutile materials, we aim to under-

stand the chemistry that governs crystallization in the AB2(O/F)6 composition space.

A common method for clustering structure types in ternary composition space is to plot

the ionic radii of the A and B atoms. In Figure 5.3, we plot the ionic radius of the B-site

against the ionic radius of the A-site for all common structure types in the AB2(O/F)6

space. This performs reasonably well at clustering structural families, but there is still

significant overlap, notably between the trirutiles and the columbite and rosiaite fam-

ilies, indicating more complex features are necessary to understand crystallization in
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Figure 5.3: Plotting the ionic radius of the B-site vs the atomic radius of the A-site
performs reasonably well at clustering families in both the AB2O6 and AB2F6 space.
The machine learning model is able to correctly predict even overlapping composi-
tions on these axes, indicating it includes more complex factors. From the model,
both Na-containing fluoride trirutiles are predicted as false negatives, likely due to
the scarcity of Na trirutiles. In the oxide trirutiles, one outlying Bi compound and two
Rh-containing trirutiles are false negatives.
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these materials. However, the machine learning model is able to correctly predict over-

lapping compounds in this view, indicating chemical features used by the model are

able to differentiate trirutile compositions from others with similar ionic radii. The

clearest flaw in the machine learning model is its inability to predict Na-containing flu-

oride trirutiles. This is likely because only two Na trirutiles have been reported while

there are several ANa2F6 compounds not in the trirutile structure. The only false pos-

itive in the fluorides is MnLi2F6 which is chemically similar to known trirutiles CrLi2F6

and VLi2F6. In the oxides, two Rh-containing trirutiles are predicted incorrectly, likely

because there are only two Rh-containing oxides reported in the training data. Inter-

estingly, both oxides falsely predicted to be trirutiles, MnTa2O6 and MnSb2O6, have

reported metastable trirutile phases [108, 109].

From the model, we extract the 10 most important features, denoted by their

weights in the model, that are used to decide whether the composition is a trirutile,

as shown in Figure 5.4(a). The most important feature (feature 1) includes both geo-

metric and bonding factors – the maximum atomic radius present in the composition

and the band center, which is related to the mean electronegativity of the elements of

the compound. In order to determine the most relevant features for further study, a

correlation matrix was generated for the top 10 features, shown in Appendix 3. The

most important feature is strongly correlated with 7 others of the top 10. This indicates

that a combination of geometry and bonding is by far the most important determinant

of whether the trirutile structure will form. Feature 7, which is not as correlated with

the others, is the square of the band center, again showing the importance of bonding.

Feature 9, which is the other unique feature, is a combination of the average deviation

of the electronegativity of the atoms and the average deviation of the number of va-

lence electrons. Figure 5.4(b) shows feature 9 plotted versus feature 1. The trirutiles
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Figure 5.4: (a) The 10 most important features for classification of a trirutile compo-
sition in this model. (b) A plot of feature 9 vs feature 1 shows how these two features
start to cluster the trirutiles. The size of the points is proportional to feature 7, which
also helps to distinguish the trirutiles from neighboring compounds. Interestingly,
these features appear to cluster other structure types such as vacancy-ordered double
perovskites and the (NH4)2SiF6 compounds. This indicates that similar features may
govern crystal structure formation across many families.

87



Factors Driving Crystallization in the Trirutile Structure Chapter 5

cluster at the less negative end of the x-axis and the medium-to-high end of the y-axis.

The x-axis trend indicates that the trirutile structure is formed preferentially when the

band center is less negative (closer to 0, indicating the A and B atoms have lower

electronegativity) and when the maximum atomic radius in the compound is relatively

small. The y-axis trend shows that once these criteria are met, A and B atoms with

a larger difference in valence electrons or a larger difference in electronegativity are

preferred. Interestingly, these features also seem to cluster the perovskites, (NH4)2SiF6

compounds, and columbites, indicating similar features may govern crystal structure

formation across this composition space.

By evaluating trends in the values of the most important features, it is possible to

generate a simplified human-readable decision tree to determine whether a given com-

position will form in the trirutile structure, shown in Figure 5.5. While this does not

capture the full complexity of the family, these features describe most of the known

trirutiles and exclude most other AB2(O/F)6 compounds. The first factor favoring

trirutile formation is a maximum atomic radius in the compound of < 150 pm. This

excludes most of the alkali and alkaline earth elements, as well as rare earths, and lead

or bismuth compounds. Most compounds with very large atoms in this composition

seem to prefer the perovskite and (NH4)2SiF6 structure types. The preference for a

low maximum atomic radius can be explained by the compact nature of the trirutile

structure, which is characterized by alternating edge-sharing octahedra. There are no

sites like the B site in the double perovskite which can be occupied by a larger atom.

Once the geometry has been satisfied, a band center near 0 is desirable (this is related

to a low mean electronegativity of the elements). This bonding restriction excludes

sulfates, and all compounds where the A or B site is a halogen or chalcogen, as well

as discourages late 4d and 5d elements. The last conditions are more flexible and less
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Figure 5.5: A simplified decision tree for the formation of the trirutile structure.
The trirutile structure prefers small A and B-site atoms, likely due to the compact
edge-sharing octahedral network. Additionally, low electronegativity A and B atoms
are preferred relative to other compositions in the region (such as sulfates with the
formula A(SO3)2). Finally, the trirutile structure is preferred in oxides when the num-
ber of valence electrons of the A and B atoms are very different (i.e. 3d and 5d or 5p)
and in fluorides when the bonding is very ionic.
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Composition ∆E (meV/atom) Composition ∆E (meV/atom)
PtV2O6 −6.92 MnPt2O6 25.37
TiTa2O6 −5.28 GeSn2O6 25.41

ReMn2O6 −3.14 GeMn2O6 26.82
IrCr2O6 0.05 WAl2O6 30.27
CrSb2O6 1.88 RuRe2O6 31.45
IrV2O6 2.24 ReFe2O6 41.09

IrMn2O6 16.92 TiIr2O6 46.02
BeSb2O6 17.95 MnSn2O6 48.36
ReV2O6 24.54 WNb2O6 50.00

Table 5.1: DFT-based stability calculations for predicted trirutiles. ∆E refers to the
energy of the trirutile relative to its constituent binary oxides.

immediately intuitive. For oxide trirutiles a large difference in the number of valence

electrons across the composition, as denoted by the average deviation of the NValence

feature from the Magpie database, is preferred. This criterion is related to the way that

the NValence feature is calculated. For 5d atoms, the f electrons are counted in the

valence electrons. Therefore, the preference for a large deviation in NValence for oxide

trirutiles highlights the predisposition for 3d (or 3s) and 5d or 5p combinations over

3d and 4d combinations, which are common in the columbites. For fluoride trirutiles, a

large deviation of electronegativity across the composition is preferred. Most fluoride

trirutiles are characterized by extremely ionic bonding and include small alkali metals

like Li and Na. An understanding of the most important features allows us to gain

insight into the mechanisms governing crystal structure formation in the trirutiles as

well as other structure types within the region.

Now that we have established some guidelines related to trirutile formation, we

turn to the results of DFT calculations on predicted novel trirutile oxides. The energies

of the most stable candidates relative to their constituent binary oxides are shown in

Table 5.1. Among the top candidates, we find many in which the AO2 or BO2 binaries

are known to form in the rutile structure. For example, the most stable predicted
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candidate relative to the starting materials is PtV2O6, and its binaries, PtO2 and VO2,

are both rutiles. Additionally, we find many compounds which are chemically similar

to the known trirutiles. TiTa2O6 is similar to many of the known tantalate trirutiles

such as FeTa2O6 or MgTa2O6. ReMn2O6 is similar to ReCr2O6, and CrSb2O6 is similar

to CrTa2O6. The similarity of predicted compounds to known compounds suggests that

the model is picking up on underlying chemical trends in the trirutiles.

Figure 5.6: Laboratory Cu-Kα diffraction patterns on (a) CrSb2O6 and (b) TiTa2O6

show that the structure corresponds to a disordered (A1/3,B2/3)O2 rutile structure.
There is a slight Ta2O5 impurity in (Ti1/3,Ta2/3)O2 and it also appears to be less or-
dered than the (Cr1/3,Sb2/3)O2 compound, indicated by the broadening of peaks at
high-Q.

With a candidate list of new trirutiles, we attempted synthesis via traditional solid

state methods. We found that compounds with noble metals (Pt and Ir) were difficult

to react because the low stability of the 4+ valence state limited the synthesis con-
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ditions to low temperatures (typically < 700◦C), where reactions proceeded slowly or

not at all. Due to the cost of Re precursors, we did not attempt any of the Re-based

candidates. However, CrSb2O6 and TiTa2O6 did react at high temperatures (1100◦C)

to form ternary compounds. From lab X-ray diffraction, shown in Figure 5.6, we show

fits to each pattern for an (A1/3,B2/3)O2 rutile model. While we were unable to refine

occupancies on the transition metal site reliably due to limits of the data resolution,

X-ray fluorescence measurements on (Ti1/3,Ta2/3)O2 indicate the product composition

(32.8% Ti, 67.2% Ta) is close to the nominal composition. Unfortunately, we could not

find an annealing scheme that would order the A and B cations to form the trirutile

structure. It is puzzling that CrSb2O6 fails to globally order while CrTa2O6 forms the

trirutile structure [110]. It’s possible that the smaller Sb cannot accomodate the desired

Jahn-Teller distortion of Cr2+, leading to frustration. The erroneous prediction of a sta-

ble ordered trirutile phase for these compositions is likely due to the failure to account

for disorder in either the machine learning model or the DFT. Because of the difficulty

of modeling and understanding disordered materials, any disordered materials were

thrown out in our original data cleaning process for the machine learning training

data, and disordered supercells were not calculated in the DFT screening. Despite the

disorder, the formation of a ternary rutile phase indicates the model has a consistent

ability to predict the local coordination environment in this composition space.

5.4 Conclusion

Machine learning is a powerful tool for making connections in complex systems with

many variables. While the AB2(O/F)6 composition space is small compared to many

databases used in machine learning, it has a multitude of competing crystal structures.
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The most common crystal structure in this region, the trirutile family, makes up only

12% of the members, competing with vacancy-ordered double perovskites, layered

compounds, columbites, and many others. Understanding the factors which underpin

crystallization in the trirutiles not only helps us understand the chemistry in this fam-

ily, but also gives insight into crystallization more generally. We find that the trirutile

structure is preferred overall when A and B atoms are small and less electronegative,

and that the oxide trirutiles are typically a combination of a 3d or 3s atom with a 5d

or 5p atom. The fluoride trirutiles are typically Li with a 3d atom or Na with a 4d

atom. We discover that similar geometric and bonding features that are important for

the trirutiles appear also to be important for other families, such as the perovskites.

In combination with DFT screening for stability, we predict 18 novel trirutile oxides.

Of those, we are able to synthesize ternary oxides of 2 and show that they form in a

disordered rutile structure. We did not form any non-rutile ternary materials, highlight-

ing the success of the model in predicting local coordination environments. However,

the energetics governing disorder are challenging to understand and predict and re-

quire special consideration. Additionally, the goal of accounting for synthesizability in

inorganic materials, for example by including Ellingham diagrams or other solid state

chemistry benchmarks in a machine learning model, is crucial to accelerate the timeline

for the design and realization of novel functional materials.
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Summary and Outlook

In this dissertation we demonstrate how subtle changes in crystal structure can have

large changes on magnetic and electronic properties. In the lacunar spinels, we find

that small changes in the symmetry of a tetrahedral cluster can change the moment

as well as the magnetic phase diagram. More particularly, in GaMo4Se8, we find small

changes in magnetocrystalline anisotropy due to a slight distortion from R3m to Imm2

which is only visible with high resolution synchrotron diffraction changes the mag-

netic phase diagram from a complex mix of cycloids and skyrmions to a uniaxial fer-

romagnet. This two space group phase transition may also be occurring in GaMo4S8,

which has similar diffraction data reported in the literature. A more thorough study of

GaMo4S8 could be instrumental in relating its crystal structure to its observed unusual

magnetic behavior [61]. In a more general sense, the importance of magnetocrys-

talline anisotropy to the formation of canted spin phases as well as its sensitivity to

small symmetry changes informs modeling efforts to predict novel materials which can

host chiral spin textures. Any modeling effort aimed at predicting new chiral magnetic

materials must carefully account for magnetocrystalline anisotropy, and ensure that
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it does not dominate the energy landscape and suppress the formation of any spiral

magnetic phases.

In BaCo1−xNixS2, we show that local sulfur displacements along the edges of square

pyramids are a result of dynamic Jahn-Teller distortions and are correlated with the in-

sulating phase. Electron correlation effects and the subsequent electron localization in

Co-rich members can be tied to the distorted square pyramidal coordination environ-

ment in these materials. This highlights the importance of not only carefully studying

the average structure but also looking at the local structure, especially when features

in the diffraction results (such as anomalously large sulfur ADPs) hint at local structure

distortions.

Finally, in the AB2(O/F)6 composition space, we show through machine learning

that atomic radii, electronegativity, and valence electrons can help explain why some

materials form in the trirutile structure type rather than others, like columbites or

vacancy-ordered double perovskites. In our predictive work using both machine learn-

ing and DFT, we find that accounting for disorder, as well as synthesizability, is crucial

in order to avoid a synthetic bottleneck and experimentally realize predicted materi-

als. In all of these systems, a combination of crystallography, modeling, and properties

characterization is necessary to tease out the complex interactions that explain func-

tionality.
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6.1 Explaining the behavior of the Ta- and Nb-containing

lacunar spinels

While the V- and Mo-containing lacunar spinels behave similarly, with a low tem-

perature R3m crystal structure and largely ferromagnetic interactions, the Ta- and Nb-

containing lacunar spinels have quite different behavior. The Ta- and Nb-containing

componds undergo a more subtle structure transition into a reported tetragonal P421m

structure (although GaNb4Se8 has been recently reported in the P212121 orthorhombic

space group at low temperature [111]) which appears to be coupled with a decrease

in magnetization. This is in contrast to the V and Mo compounds, where the struc-

tural and magnetic transitions are separated by about 20 K. Furthermore, the Ta and

Nb containing compounds have a reported superconducting transition under pressure

[13] which has not been observed in the V or Mo compounds.

The Ta and Nb containing lacunar spinels are much less studied than their V and

Mo analogues, both in their crystal structure evolution as well as magnetic character-

ization. Due to the extremely small splitting of peaks in the structural transition –

the lattice parameter deviation from cubic in GaTa4Se8 is reported to be 0.16% [111]–

temperature dependent synchrotron diffraction is necessary to fully understand the

structural evolution of these materials. This is especially necessary in GaNb4Se8, where

weak supercell reflections have been reported from powder diffraction as an intermedi-

ate cubic phase between the high temperature F43m and low temperature orthorhom-

bic structure [111]. Preliminary single crystal diffuse scattering data we have collected

on GaNb4Se8 confirms the presence of supercell peaks and multiple structural phase

transitions, but there is also diffuse scattering suggesting contributions of local struc-

ture fluctuations in the F43m phase. The suppression of magnetic moment at the phase

96



Summary and Outlook Chapter 6

transition in GaTa4Se8 and GaNb4Se8 has been reported to be the formation of a spin

singlet state in which spins on neighboring clusters pair in the formation of a valence

bond solid [14, 111]. However, due to the very small change in inter-cluster distance

at the phase transition, more theoretical and experimental work needs to be done to

explain the origin of this behavior. Because of the small magnetic moment of 1µB/M4

cluster, as well as the strong effects of spin-orbit coupling, the magnetism is difficult to

probe with neutron scattering techniques.

We have performed inelastic neutron scattering at low temperature on powder sam-

ples of GaNb4Se8 and GaTa4Se8 to both look for signatures of the spin singlet state and

understand the structural phonon modes. While no magnetic signal is immediately

apparent, possibly a consequence of the low moment, the phonon spectra of both ma-

terials have signatures of cluster compounds. The bands are very flat, indicating highly

localized distortion modes, likely on the order of a single cluster. Computational mod-

eling and data analysis efforts are ongoing.

6.2 Extending study of the BaMS2 system to other M -

site atoms

Within the BaCo1−xNixS2 solid solution, a temperature dependent synchrotron diffrac-

tion and pair distribution function study would help elucidate the competition between

the tetragonal state, the P2/c distortion, and the local sulfur displacements, and how

they are related to the magnetic ordering as well as the insulator-metal transition. A

probe of structure evolution through the magnetic transitions could clarify interactions

which stabilize the average structure distortion in P2/c and which are related to the
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local S displacements. Additionally, single crystal studies would provide opportunities

for optical measurements such as second harmonic generation and raman scattering to

further probe structural instabilities and compare with the results of modeling. Com-

putationally, more detailed studies to look for orbital ordering and magnetostructural

coupling could prove fruitful.

While the Co–Ni solid solution is the most studied within the BaMS2 system, there

is an open research area in substituting other transition metals on the M -site. Moving

beyond the Co–Ni solid solution, there are opportunities to tune the transition metal

in order to understand how chemical substitution affects the structural and electronic

properties of the material. We have begun preliminary synthesis efforts in substituting

Cu for Ni in BaNiS2 and early magnetization measurements reveal interesting mag-

netic behavior. Further synthetic efforts to make a series of compositions in this series

could pave the way for a similar study to that from Chapter 4. Literature reports on

this solid solution have been inconclusive with regard to resistivity behavior across the

series, so understanding whether the substitution of Cu drives BaNiS2 into an insulat-

ing state could be exciting. Furthermore, synchrotron diffraction and pair distribution

function studies could reveal how the substitution of Cu affects the square pyramidal

coordination environment in this structure.

6.3 Characterization of predicted trirutile materials

In the synthesized CrSb2O6 and TiTa2O6 materials for which lab XRD shows a dis-

ordered rutile structure, XRF measurements would be a first step in showing that the

product composition is similar to the nominal composition. Pair distribution function

measurements could show whether there is a tendency for the metal cations to lo-
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cally order. Based on the large size differences between Cr and Sb and Ti and Ta, we

would expect to see some sign of local ordering. Additionally, in other Cr-containing

trirutiles, significant Jahn-Teller distortions of the octahedral environment have been

reported. It would be interesting to see whether these distortions occur locally in

CrSb2O6. Despite the disorder, temperature-dependent magnetization and resistivity

measurements would be useful tools for characterizing the functional properties of

CrSb2O6 and TiTa2O6.

Extending machine learning methods to other crystal systems could generalize our

model in order to develop an understanding of crystallization in other ternary fami-

lies, and help refine the predictive abilities of our computational models to generate

candidate materials with selected crystal structures.
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Appendix A

Crystal Structure Evolution and

Notable Thermal Expansion in Hybrid

Perovskites Formamidinium Tin Iodide

and Formamidinium Lead Bromide

The temperature-dependent structure evolution of the hybrid halide perovskite com-

pounds, formamidinium tin iodide (FASnI3, FA+ = CH[NH2]+
2 ) and formamidinium

lead bromide (FAPbBr3) has been monitored using high-resolution synchrotron X-ray

powder diffraction between 300 K and 100 K. The data are consistent with a transition

from cubic Pm3m (#221) to tetragonal P4/mbm (#127) for both materials upon cool-

ing; this occurs for FAPbBr3 between 275 K and 250 K, and for FASnI3 between 250 K

The contents of this chapter have substantially appeared in Reference [112]. Reproduced with per-
mission from: E. C. Schueller, G. Laurit, D. H. Fabini, C. C. Stoumpos, M. G. Kanatzidis, and R. Seshadri,
Crystal Structure Evolution and Notable Thermal Expansion in Hybrid Perovskites Formamidinium Tin
Iodide and Formamidinium Lead Bromide Inorg. Chem. 57, 2 (2017) 695–701. Copyright 2019 Ameri-
can Chemical Society
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and 225 K. Upon further cooling, between 150 K and 125 K, both materials undergo a

transition to an orthorhombic Pnma (#62) structure. The transitions are confirmed by

calorimetry and dielectric measurements. In the tetragonal regime, the coefficients of

volumetric thermal expansion of FASnI3 and FAPbBr3 are among the highest recorded

for any extended inorganic crystalline solid, reaching 219 ppm K−1 for FASnI3 at 225 K.

Atomic displacement parameters of all atoms for both materials suggest dynamic mo-

tion is occurring in the inorganic sublattice due to the flexibility of the inorganic net-

work and dynamic lone pair stereochemical activity on the B-site. Unusual pseudo-

cubic behavior is displayed in the tetragonal phase of the FAPbBr3, similar to that pre-

viously observed in FAPbI3.

A.1 Introduction

Hybrid halide perovskites (formula ABX3, where A is an organic cation, B is a

divalent metal such as Sn or Pb, and X is a halide anion) have been the subject of

renewed scientific interest since the first hybrid perovskite-based photovoltaic (PV)

device in 2009. [113] This interest is due to their useful optoelectronic properties

such as strong photoluminescence and long carrier lifetimes[114, 115] and potential

as high performance, low cost PV absorbers. Formamidinium lead iodide (FAPbI3) is

a component of the highest performing perovskite solar cells with power conversion

efficiencies above 20% [116, 117]. While there has been much research focused on

improving device performance, less is known about the structure evolution of these

materials. Detailed understanding of the crystal structure could provide strong insight

into the observed properties such as low recombination rates[118, 119] and high defect

tolerance [120, 121] that lead to high photovoltaic performance in the hybrid halide
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perovskites.

Diffraction studies on the halide perovskites indicate that the materials usually dis-

tort from cubic to tetragonal to orthorhombic (and occasionally further to rhombo-

hedral or monoclinic) upon cooling, following simple perovskite tilt systems [122].

CsSnI3 transitions from Pm3m to P4/mbm to Pnma upon cooling from 500 K to 300 K

[123], while MAPbI3 (MA = CH3NH3) transitions from Pm3m to I4/mcm to Pnma

upon cooling from 350 K to 100 K [124]. Materials with more flexibility in the inor-

ganic lattice and enhanced lone pair activity such as MAPbCl3 can undergo more com-

plex phase transitions; for example, the low temperature ordered phase of MAPbCl3

is Pnma but with highly distorted octahedra, not the simple tilt phase that would be

expected for a more traditional perovskite [125]. A recent structural study on FAPbI3

discovered that the material has one of the largest coefficients of volumetric thermal ex-

pansion (αv) of any extended crystalline solid, 203 ppm K−1 at 274 K. [126] FAPbI3 also

displays unusual reentrant behavior of a pseudo-cubic phase at low temperature; the

phase transitions upon cooling go from Pm3m to P4/mbm to pseudo-cubic P4/mbm,

indicating complex interactions in this regime [126]. Locally, total scattering analy-

sis using the pair distribution function technique on hybrid perovskites has revealed

a highly flexible inorganic network with large local distortions among the B − X oc-

tahedra in addition to dynamic lone pair stereochemical activity at high temperatures

[23, 127–130].

We study herein the related compounds formamidinium tin iodide (FASnI3) and

formamidinium lead bromide (FAPbBr3) in order to provide a more complete picture

of the hybrid halide perovskite family and uncover trends that could lead to a deeper

understanding of the class as a whole and possibly to a more rational design of high

performance photovoltaic and optoelectronic materials. We build on what has already
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been reported in the literature [131] with the use of high resolution synchrotron data to

elucidate subtle structural changes that may have a large impact on the observed prop-

erties. We have determined the first phase transition upon cooling from room tempera-

ture to be cubic Pm3m to tetragonal P4/mbm between 225 K and 250 K for FASnI3 and

between 250 K and 275 K for FAPbBr3. A further phase transformation to orthorhom-

bic Pnma occurs between 125 K and 150 K for both materials. We have corroborated

these phase transitions with calorimetry and dielectric measurements. FASnI3 has an

even higher value of αv in the tetragonal phase than FAPbI3 of 219 ppm K−1 at 225 K

compared to 203 ppm K−1 at 274 K for FAPbI3 [126]. This presents an important engi-

neering consideration for the incorporation of these materials in photovoltaic devices

operating at various temperatures as relatively large volume changes are likely to occur

over the operating temperature range of the device (at 300 K, αv for FASnI3 is still high

at 174 ppm K−1).

A.2 Experimental Methods

Formamidinium tin iodide (FASnI3) and formamidinium lead bromide (FAPbBr3)

were prepared by a modification of previously reported procedures [131] which has

been described in detail in Laurita et al. [23]. High resolution synchrotron powder

X-ray diffraction (XRD) data were collected at 25 K intervals from 90 K to 300 K using

beamline 11-BM at the Advanced Photon Source (APS), Argonne National Laboratory

with a wavelength of 0.4592 Å. 20 mg of ground sample was packed and sealed into

a 0.5 mm OD Kapton capillary. Le Bail and Rietveld analyses were performed us-

ing the GSAS software suite[132] with the EXPGUI interface[133]. Crystal structures

were visualized using the VESTA software suite[42]. Differential scanning calorimetry
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(DSC) was performed on approximately 5 mg samples under a nitrogen atmosphere

from 100 K to 300 K on a TA Instruments DSC Q2000 at rates of 5 and 10 degrees

per minute. Dielectric measurements were performed in a Quantum Design PPMS Dy-

naCool from 300 K to 1.8 K with an Andeen-Hagerling AH 2700A capacitance bridge

for capacitance and loss measurements. Dielectric permittivity values were calculated

from a flat plate capacitor model. Pellets for dielectric measurements were prepared by

grinding a sample of material and pressing to 4 tons in a 6 mm cylindrical die (around

0.3 GPa) to obtain around 1.5 mm thick pellets. Electrodes were applied via low tem-

perature indium soldering.

A.3 Results and Discussion

The structural evolution of FASnI3 and FAPbBr3 with temperature was analyzed

from approximately 300 K to 100 K using X-ray diffraction data, and relevant structural

parameters are tabulated in Tables A.1 and A.2. Phase transitions were determined by

analysis of Bragg peak splitting and emergence. This work focuses on the inorganic

sublattice, as dynamic disorder on the A-site and the smaller electron count of the

organic cation add uncertainty when trying to assign A-site orientations from X-ray

diffraction. Space groups were assigned by examining the “simple” octahedral tilt sys-

tems from the Pm3m cubic perovskite as enumerated by Howard and Stokes, [122]

and all patterns were indexed well by one of these space groups. For data near phase

transitions where the space group was somewhat ambiguous, fits to both space groups

were performed and the fit with the lowest R-value was chosen. In order to deter-

mine whether the structure was actually lower symmetry but with a pseudo-symmetric

unit cell, as has been suggested for these types of materials [131], Bragg peak width
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analysis was performed on low-angle peaks and compared to peak widths of a known

high symmetry structure, cubic FAPbI3 with the space group Pm3m, in which the only

sources of broadening are instrumental resolution and sample size/strain, not overlap-

ping peaks. In all cases, the peak widths were equal on the order of the resolution

of the instrument. Because there was no detectable peak broadening or splitting, the

higher symmetry space groups were retained.

The room temperature crystal structure of both materials is best fit by the cubic

Pm3m perovskite structure, in agreement with findings from the original work on

FASnI3 [134] and single crystal work from Dang et al. [135] for FASnI3 and several

reports [136, 137] for FAPbBr3. The FAPbBr3 transitions between 275 K and 250 K to

a phase described by tetragonal P4/mbm with FASnI3 following between 250 K and

225 K. Upon further cooling, both materials distort to an orthorhombic Pnma phase

between 150 K and 125 K. Some groups have reported a space group of pseudo-cubic

Amm2 for FASnI3 at 300 K [131, 138, 139], which has the same Bragg peak positions

as Pm3m but with the ability to orient the asymmetric FA cations. However, Amm2

would have multiple overlapping peaks at each Bragg position, which was not evident

upon visual inspection. In order to quantitatively compare the two structure determi-

nations, we performed a fit to this space group which resulted in an Rwp of 14.59% at

300 K versus 10.27% for Pm3m from high resolution synchrotron powder diffraction.

Because of the lower symmetry, the Amm2 phase has more refinable parameters than

Pm3m. Therefore, a significantly worse Rwp value for Amm2 than the Pm3m phase

is probably due to difficulty assigning electron density to overlapping peaks. This, in

combination with previously described peak width analysis of the (100) peak, indi-

cates that the best fit to our data at room temperature is a Pm3m phase, although it is

possible that other techniques that are better suited to looking at the formamidinium
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orientations could improve on this assignment. Additionally, at low temperatures and

applied electric fields DFT calculations suggest ordering of the A-site cation could oc-

cur, [140] but these conditions were not probed by our experiments. The locations of

the phase transitions are examined by DSC, shown in Figure A.1(a) and (b). The high

temperature phase transitions in both materials appear to be second order, while the

low temperature transitions are accompanied by multiple peaks in the DSC, suggesting

a complex cascade of phase transitions. Interestingly, the transition from tetragonal

to orthorhombic in FASnI3 appears more pronounced upon heating than upon cooling,

shown in Figure A.1(a). This suggests that there may be multiple pathways for form-

ing the low temperature orthorhombic state but there is a more deterministic transition

back to the tetragonal phase. The phase transitions can be seen in the X-ray diffrac-

tion data as emergence of new peaks upon cooling as shown in Figure A.1(c) and (d),

reflecting a lowering of the symmetry, with peaks appearing in the same temperature

ranges as the expected phase transitions. However, we were able to resolve and refine

only one low temperature phase transition from the XRD data.

Rietveld refinement fits to the XRD data are shown in Figure A.2. The fits were

performed modeling the FA as a spherical atom with the same X-ray scattering power

(Mn) for simplicity. This assumption is reasonable considering that in both compounds

the FA has only around 10% of the total electrons, which means it has minimal scat-

tering power, as the scattering power scales with the square of the electron density.

However, because of this and dynamic disorder, the refined atomic displacement pa-

rameters (ADPs) on the cation A-site are large.

Crystal structures throughout the phase evolution are shown in Figure A.3 with

ADPs shown at 50% probability ellipsoids. The halide ADPs are highly anisotropic, with

motion occurring orthogonal to the B − X bond, and decrease in size upon cooling.
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Figure A.1: DSC from 100 K to 300 K confirms the presence of phase transitions for
(a) FASnI3 and (b) FAPbBr3. The arrows indicate cooling and heating ramps. XRD
data performed in the same temperature range for (c) FASnI3 and (d) FAPbBr3. Phase
transitions upon cooling are signaled by the development of new peaks in the pattern,
indicating a lowering of symmetry in the crystal structure. XRD patterns were taken at
25 K intervals and interpolated in between. Dashed lines are shown at the emergence
of new XRD peaks to compare phase transition temperatures from DSC and XRD. Due
to the complexity of the low temperature transition(s) in DSC, the regions of interest
are shaded.
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Figure A.2: Rietveld fits to synchrotron XRD data for (a) FASnI3 and (b) FAPbBr3.
The data at 275 K is best fit to a cubic Pm3m phase, the 175 K data to a tetragonal
P4/mbm phase, and the 100 K data to an orthorhombic Pnma phase for both samples.
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Table A.1: Crystallographic Data for FASnI3
Empirical Formula CH(NH2)2SnI3

Formula Weight (g mol−1) 544.49
Source 11-BM Synchrotron

Wavelength (Å) 0.4592
Temperature (K) 100 175 275
Crystal System Orthorhombic Tetragonal Cubic

Space Group (No.) Pnma (62) P4/mbm (127) Pm3m (221)
a (Å) 8.81749(8) 8.86227(2) 6.30961(1)
b (Å) 12.41641(7) / /
c (Å) 8.8578(1) 6.24892(2) /
V (Å3) 969.773(9) 490.789(3) 251.1930(6)
Z 4 2 1

d-space range (Å−1) 0.888 – 7.211 0.891 – 6.267 0.892 – 6.310
χ2 9.869 3.672 4.005

Rp (%) 11.85 7.69 7.83
Rwp (%) 17.73 10.67 11.03

Table A.2: Crystallographic Data for FAPbBr3

Empirical Formula CH(NH2)2PbBr3

Formula Weight (g mol−1) 491.98
Source 11-BM Synchrotron

Wavelength (Å) 0.4592
Temperature (K) 100 175 275
Crystal System Orthorhombic Tetragonal Cubic

Space Group (No.) Pnma (62) P4/mbm (127) Pm3m (221)
a (Å) 8.37433(9) 8.41525(5) 5.98618(2)
b (Å) 11.8609(1) / /
c (Å) 8.38073(9) 5.94735(8) /
V (Å3) 832.436(9) 421.170(3) 214.511(3)
Z 4 2 1

d-space range (Å−1) 0.888 – 6.844 0.892 – 5.950 0.892 – 5.986
χ2 1.958 1.400 1.397

Rp (%) 13.27 11.42 11.37
Rwp (%) 17.40 14.13 14.09
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Figure A.3: Structural evolution of (a) FASnI3 and (b) FAPbBr3 with temperature.
Atomic displacement parameters shown at 50% probability ellipsoids. The halides
have highly anisotropic atomic displacement parameters, with motion orthogonal to
the B −X bond as observed in the literature [23, 129] reflecting dynamic octahedral
tilting as well as possible intra-octahedral distortions.

These remain anisotropic for both FASnI3 and FAPbBr3 at low temperatures, indicating

dynamic local disorder and distortions of the octahedra, as seen in the literature [23,

127–130].

The ADPs on the B-site (Sn and Pb) are also large, further hinting at the presence

of local disorder in the materials. The Sn ADP is consistently larger than that of the Pb,

as seen in Figure A.4(a). This trend aligns with the expected effects of lone pair stereo-

chemical activity, which is predicted to be stronger for Sn2+ than Pb2+ due to deeper ns2

levels in lead [23, 128, 141]. While the effects of lone pair stereochemical activity at

elevated temperatures in these materials, labeled emphanisis in the chalcogenide litera-

ture [142–144], are not correlated enough to induce an ordered distortion visible in the

average structure diffraction pattern, the combination of anisotropic halide ADPs and

elevated B-site ADPs in the high temperature phase hint at local dynamic distortions,

which have been observed previously in tin and lead perovskites [126, 128, 145, 146].

In addition to thermally activated lone pair activity, halide perovskites are known to
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Figure A.4: (a) Isotropic atomic displacement parameters (ADPs) for the B ion in
the perovskites. The value for Sn is consistently larger than for Pb due to enhanced
dynamic lone pair stereochemical activity. (b) Anisotropic halide ADP terms perpen-
dicular to the B−X bonds show expected behavior upon cooling for the iodide aside
from one component which increases upon cooling in the orthorhombic phase, an in-
dication of static disorder along that direction. However, no clear trend appears in the
bromide (bromide ADPs not shown for clarity).

have high flexibility within the inorganic octahedral network [128, 129, 145], allow-

ing for local octahedral tilting and contributing to the anisotropy in halide ADPs and

elevated ADPs in all species. The monotonic decrease in size for all ADPs upon cooling

suggests that the disorder is dynamic and thermally activated, rather than static.

FASnI3 and FAPbBr3 have remarkably high coefficients of volumetric thermal ex-

pansion for crystalline solids. It was recently found that FAPbI3 has a high αv of

203 ppm K−1 at 274 K [126], but FASnI3 has an even higher value of 219 ppm K−1 at

225 K as seen in Figure A.5(a). While this must be taken into consideration for solar

device performance, as this manifests in volume changes in the material over the nor-

mal operating temperature range, the novelty of one of the highest values of αv yet
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seen in a crystalline solid is exciting.

Another odd feature in the structural evolution of these perovskites is seen in the

particulars of the lattice parameters upon cooling. FASnI3 exhibits expected trends

in lattice parameters, but in FAPbBr3 unusual behavior is displayed in the tetragonal

phase, as seen in Figure A.5(c). The ratio of ã = a/
√

2 to c̃ = c is curiously close to

1 throughout the tetragonal phase, only increasing again at the orthorhombic phase

transition. The normalized lattice parameters never deviate more than 0.005 Å from

each other in the tetragonal phase, indicating the crystal maintains a nearly cubic unit

cell, while in FASnI3 the deviations reach over 0.02 Å in the tetragonal phase. Similar

pseudo-cubic behavior was observed in FAPbI3[126]; however, in FAPbI3 it is reentrant

in the tetragonal γ-phase, and no transition was fully completed to an orthorhombic

structure by 100 K, whereas FAPbBr3 does undergo a tetragonal to orthorhombic transi-

tion after further cooling. This unusual behavior happens in both formamidinium lead

halide perovskites studied so far but not in the tin analogue, so it could be that the lead

is somehow contributing to complex disorder in the tetragonal phase. At first glance,

this would appear to be a size effect because Pb2+ is larger than Sn2+, but FASnI3 has

larger lattice parameters than FAPbBr3. This suggests the presence of a more subtle

effect, such as ionicity of B−X bonds impacting interactions with the formamidinium.

Figure A.4(b) shows the anisotropic ADP components for the halides in the direc-

tion perpendicular to the bond. The size of most iodine ADP components consistently

decrease with temperature as expected. The bromine ADPs, on the other hand, show

no clear trends with temperature, another indicator of disorder in the material that is

not fully captured by a crystallographic model.

Dielectric measurements were performed on FAPbBr3 to obtain information about

molecular cation motion in the material as shown in Figure A.6. Due to the semicon-
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Figure A.5: (a) Volumetric expansion in the materials shows that FASnI3 has an ex-
tremely high αv of 219 ppm K−1 at 225 K. Normalized (pseudo-cubic) lattice parame-
ters as a function of temperature in FASnI3 (b) and FAPbBr3 (c) show unusual behavior
in the tetragonal phase of FAPbBr3. Error bars are smaller than the markers and are
omitted for clarity.
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ducting nature of the sample, electronic conduction is too great above 200 K to extract

meaningful dielectric information about the cubic to tetragonal phase transition. The

smaller band gap of FASnI3 precluded the acquisition of dielectric properties using the

capacitance method. Compared to similar materials such as MAPbI3 and FAPbI3 [147],

FAPbBr3 does not have an abrupt freezing of dipole rotation, indicated by a sudden

drop in the real portion of the dielectric permittivity. While the magnitude of the real

part of the permittivity is similar to that of MAPbBr3 at low temperatures, the shape of

the graph is far different, missing both the sudden drop as mentioned before and the

upturn upon cooling at temperatures higher than the drop. [148] It appears as though

FAPbBr3 undergoes a more continuous slowing of molecular reorientation, possibly

due to the smaller lattice parameters of FAPbBr3, which could limit the motion of the

formamidinium cation even at high temperatures, although it is possible that charac-

teristic features could appear at temperatures above 200 K. The feature associated with

the tetragonal to orthorhombic phase transition occurs in the same temperature region

as phase transition signatures from DSC and XRD, further confirming the location of

the phase transition.

We have utilized synchrotron XRD data to analyze the structure evolution of FASnI3

and FAPbBr3 with temperature from 300 K to 100 K. We observe that both materials

undergo phase transformations from cubic Pm3m to P4/mbm to Pnma upon cooling

and corroborate these transitions by calorimetry. A high value for αv is observed in both

materials, particularly in FASnI3, giving it possibly the highest value of any extended

crystalline solid near ambient temperatures. Large ADPs on the B-site cations along

with highly anisotropic halide ADPs provide more evidence for local distortions and

support observed emphanisis in tin and lead perovskites. Despite the impressive pho-

tovoltaic performance of hybrid halide perovksites, the large coefficient of volumetric
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Figure A.6: (a) The real part of the relative permittivity, ε′r, upon heating for FAPbBr3

at various frequencies. (b) The loss tangent for FAPbBr3 upon heating. The frequency
disperse (spread over temperature) peaks in the loss tangent, indicated by a red el-
lipse, show the glassy freeze-out of the molecule, characterized by resonance between
the dielectric relaxation process and the probe frequency. The absence of a sharp
drop in the dielectric constant indicates dipole reorientation of the formamidinium
is relatively hindered throughout the temperature range sampled. The dashed line
shows the feature associated with the tetragonal to orthorhombic phase transitions
and aligns with the temperature range from XRD and DSC.
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thermal expansion presents a significant engineering challenge that must be taken into

consideration when utilizing these materials in devices.
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Appendix B

Structural evolution and skyrmionic

phase diagram of the lacunar spinel

GaMo4Se8
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Figure B.1: dM/dT vs field data at various temperatures. Some characteristic loca-
tions of the three magnetic transitions with field are shown over the data.

Figure B.2: AC χ’ and χ” data at various temperatures. Some characteristic locations
of the three magnetic transitions with field are shown over the data. Only the first
two transitions can be elucidated from the χ” data.
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Figure B.3: Magnetization vs temperature data at various applied fields. This data was
used to generate the magnetoentropic map by taking the derivative of magnetization
with respect to temperature.

Figure B.4: Structure of theR3m and Imm2 phases of GaMo4Se8 in their conventional
unit cells, along with the primitive cell axes (ap, bp, cp). The cartesian coordinate sys-
tem for each phase further defines the axes used to define the magnetic Hamiltonian.
Finally, the symmetrically distinct on-site and pair interactions appearing in the mag-
netic Hamiltonian of each phase are shown.
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Figure B.5: Magnetic cluster expansion fitting error for the R3m and Imm2 phases
of GaMo4Se8. Each point denotes the energy of a symmetrically distinct spin config-
uration, as computed using DFT and the fitted cluster expansion Hamiltonian. The
magnetocrystalline anisotropy terms are fitted independently to account for the dif-
ference in energy scale between these terms and spin-spin interactions, as described
in the main text.
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Cluster type Basis function J(meV)
On-site φA

1

√
2|2, 0〉 0.027(1)

r = (0, 0, 0) φA
2 −i (|4,−3〉+ |4, 3〉) -0.008(1)

(1 equiv.) φA
3

√
2|4, 0〉 -0.006(1)

Out-of-plane φE
7

√
2

3
|1, 1; 0, 0〉 1.38(6)

r1 = (0, 0, 0) φD
8

i
3

(|1, 1; 1, 1〉 − |1, 1; 1,−1〉) -0.06(9)
r2 = (−1, 0, 0) φA

9 − i
3

(|1, 1; 2, 1〉+ |1, 1; 2,−1〉) 0.1(2)
(3 equiv.) φA

10

√
2

3
|1, 1; 2, 0〉 0

φA
11

1
3

(|1, 1; 2, 2〉+ |1, 1; 2,−2〉) 0.6(3)
In-plane φE

12

√
2

3
|1, 1; 0, 0〉 1.06(6)

r1 = (0, 0, 0) φD
13 (1

6
+ i√

12
)|1, 1; 1, 1〉+ 0.3(1)

r2 = (−1, 0, 1) (1
6
− i√

12
)|1, 1; 1,−1〉

(3 equiv.) φD
14

−i
√

2
3
|1, 1; 1, 0〉 0

φA
15

√
2

3
|1, 1; 2, 0〉 0

φA
16 ( 1√

12
− i

6
)|1, 1; 2, 1〉− 0

( 1√
12

+ i
6
)|1, 1; 2,−1〉

φA
17 (1

6
− i√

12
)|1, 1; 2, 2〉+ 0

(1
6

+ i√
12

)|1, 1; 2,−2〉

Table B.1: Magnetic Hamiltonian for the R3m phase of GaMo4Se8, consisting of
basis functions φ and parametrized interaction strengths J . Cluster site coordinates
and basis functions are given for the reference cluster, in lattice coordinates with re-
spect to the primitive lattice vectors (ap, bp, cp) given in Supplementary Figure 3. The
number of equivalents for each cluster refers to the number of symmetrically–equiv-
alent clusters of this type per primitive cell. Basis functions are defined in terms of
spherical harmonics |l,m〉 =

√
4πY l

m(φ, θ) for the on-site terms and Clebsch–Gordan
functions |l1, l2;L,M〉 = 4π

∑
m1,m2

cl1,l2,Lm1,m2,M
Y l1
m1

(φ1, θ1)Y l2
m2

(φ2, θ2) for pair clusters
(r1, r2). Spin angles (φ, θ) are given in spherical coordinates with respect to the global
coordinate system defined in Supplementary Figure 4. Basis function superscripts de-
note whether the interaction corresponds to exchange (E), DMI (D), or anisotropy
(A). Parenthesis in the J vector components denote uncertainty in the last digit.
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Cluster type Basis function J(meV)
On-site φA

1

√
2|2, 0〉 0.313(1)

r = (0, 0, 0) φA
2 |2, 2〉+ |2,−2〉 0.551(1)

(1 equiv.) φA
3 |4, 4〉+ |4,−4〉 -0.003(1)
φA

4 |4, 2〉+ |4,−2〉 -0.002(1)
φA

5

√
2|4, 0〉 0

Short φE
10

√
2|1, 1; 0, 0〉 0.93(7)

r1 = (0, 0, 0) φD
11 |1, 1; 1, 1〉+ |1, 1; 1,−1〉 -0.18(9)

r2 = (0,−1,−1) φA
12 |1, 1; 2,−2〉+ |1, 1; 2,−2〉 -0.2(2)

(1 equiv.) φA
13

√
2|1, 1; 2, 0〉 -0.2(1)

Intermediate φE
14

√
2

4
|1, 1; 0, 0〉 0.2(1)

r1 = (1, 0, 0) φD
15

1
4

(|1, 1; 1, 1〉+ |1, 1; 1,−1〉) 0.3(2)
r2 = (0,−1,−1) φD

16
i
4

(|1, 1; 1, 1〉 − |1, 1; 1,−1〉) -0.1(1)
(4 equiv.) φD

17
−i
√

2
4
|1, 1; 1, 0〉 -0.3(2)

φA
18

1
4

(|1, 1; 2, 2〉+ |1, 1; 2,−2〉) 0.2(3)
φA

19
i
4

(|1, 1; 2, 2〉 − |1, 1; 2,−2〉) -0.1(4)
φA

20
−1
4

(|1, 1; 2, 1〉 − |1, 1; 2,−1〉) 0.4(5)
φA

21
−i
4

(|1, 1; 2, 1〉+ |1, 1; 2,−1〉) 0.5(5)
φA

22

√
2

4
|1, 1; 2, 0〉 0.1(1)

Long φE
23

√
2|1, 1; 0, 0〉 0.76(8)

r1 = (1, 0, 0) φD
24 i (|1, 1; 1,−1〉 − |1, 1; 1, 1〉) 0.24(9)

r2 = (0, 0,−1) φA
25 |1, 1; 2, 2〉+ |1, 1; 2,−2〉 -0.1(1)

(1 equiv.) φA
26

√
2|1, 1; 2, 0〉 0.1(1)

Table B.2: Magnetic Hamiltonian for the Imm2 phase of GaMo4Se8, following the
format given in the caption of Supplementary Table 1.
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Appendix C

Factors Driving Crystallization in the

Trirutile Structure

The machine learning model relied heavily on automatminer pipeline attributes. Here

is specific information about every step of the pipeline.

Featurizing the matrix:

"autofeaturizer": AutoFeaturizer(preset="all")

List of feature libraries: cf.AtomicOrbitals(), cf.ElementProperty.from_preset("matminer")

("pymatgen"), cf.ElementProperty.from_preset("magpie"), cf.ElementProperty.from_preset("deml"),

cf.ElementFraction(), cf.Stoichiometry(), cf.TMetalFraction(), cf.BandCenter(), cf.ValenceOrbital(),

cf.YangSolidSolution(), cf.CationProperty.from_preset(preset_name=’deml’), cf.OxidationStates.from_preset(preset_name=’deml’),

cf.ElectronAffinity(), cf.ElectronegativityDiff(), cf.IonProperty(), cf.Miedema()

pymatgen stats: ["minimum", "maximum", "range", "mean", "std_dev"]

magpie stats: ["minimum", "maximum", "range", "mean", "avg_dev", "mode"]

deml stats: ["minimum", "maximum", "range", "mean", "std_dev"]
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Cleaning the data: "cleaner": DataCleaner()

If feature value missing (na) for over 3% of samples (or <3% of features available

for sample), remove, remove duplicates

"reducer": FeatureReducer(reducers=(’corr’, ’tree’), tree_importance_percentile=0.99)

If features > 95% correlated, remove

Use a random forest to remove features that together sum to <1% of importance

by weight

Reduction of 629 intial features to 46

Machine learning genetic algorithm parameters:

"learner": TPOTAdaptor(max_time_mins=720, max_eval_time_mins=20,scoring="f1"),

Then comes genetic algorithm: continues feature selection, chooses RFE to remove

half of the features with ETC and gini importance, down to 23

’rfe’, RFE(estimator=ExtraTreesClassifier(bootstrap=False, class_weight=None, cri-

terion=’gini’, max_depth=None, max_features=0.35000000000000003, max_leaf_nodes=None,

min_impurity_decrease=0.0, min_impurity_split=None, min_samples_leaf=1, min_samples_split=2,

min_weight_fraction_leaf=0.0, n_estimators=100, n_jobs=None, oob_score=False, ran-

dom_state=None, verbose=0, warm_start=False), n_features_to_select=None, step=0.35000000000000003,

verbose=0)),

These are the RFE hyperparameters the genetic algorithm iterated over:

’sklearn.feature_selection.RFE’: ( ’step’: np.arange(0.05, 1.01, 0.05), ’estimator’: (

’sklearn.ensemble.ExtraTreesClassifier’: ( ’n_estimators’: [100], ’criterion’: [’gini’, ’en-

tropy’], ’max_features’: tree_max_features )

Then comes preprocessing - should we scale, normalize etc. The genetic algorithm
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finds polynomial features to order 2 is best.

(’polynomialfeatures’, PolynomialFeatures(degree=2, include_bias=False, interac-

tion_only=False)),

Finally we have the model, TPOT chooses between models like random forest, gra-

dient boosting classifier, linear SVC, etc.

(’extratreesclassifier’, ExtraTreesClassifier(bootstrap=False, class_weight=None, cri-

terion=’entropy’, max_depth=None, max_features=0.9500000000000002, max_leaf_nodes=None,

min_impurity_decrease=0.0, min_impurity_split=None, min_samples_leaf=7, min_samples_split=14,

min_weight_fraction_leaf=0.0, n_estimators=100, n_jobs=None, oob_score=False, ran-

dom_state=None, verbose=0, warm_start=False))

These are the hyperparameters it iterates over and the acceptable ranges in the

nested CV:

tree_estimators = [20, 100, 200, 500, 1000]

tree_max_features = np.arange(0.05, 1.01, 0.1)

tree_learning_rates = [1e-2, 1e-1, 0.5, 1.]

tree_max_depths = range(1, 11, 2)

tree_min_samples_split = range(2, 21, 3)

tree_min_samples_leaf = range(1, 21, 3)

tree_ensemble_subsample = np.arange(0.05, 1.01, 0.1)

We fit the same features and train/test split to other models using a grid search

cross validation with a 5-fold stratified split to benchmark our model. Other models

included a random forest, neural net, and support vector classifier (for the last two

the features were scaled), but the original extra trees classifier had the best f1 score on

125



both cross validation and test.

Figure C.1: A correlation matrix for the 10 most important features of the extra trees
classifier shows that 7 of the top 10 features are highly correlated with the most
important feature. This indicates a combination of geometry and bonding is the most
important factor in understanding which compositions form in the trirutile structure.
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