
UC Merced
Proceedings of the Annual Meeting of the Cognitive Science 
Society

Title
Relative Value Biases in Large Language Models

Permalink
https://escholarship.org/uc/item/1t3926gd

Journal
Proceedings of the Annual Meeting of the Cognitive Science Society, 46(0)

Authors
Hayes, William M
Yax, Nicolas
Palminteri, Stefano

Publication Date
2024
 
Peer reviewed

eScholarship.org Powered by the California Digital Library
University of California

https://escholarship.org/uc/item/1t3926gd
https://escholarship.org
http://www.cdlib.org/


Relative Value Biases in Large Language Models
William Hayes
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École normale supérieure, Paris, France

Abstract

Studies of reinforcement learning in humans and animals have demonstrated a preference for options that yielded rel-
atively better outcomes in the past, even when those options are associated with lower absolute reward. The present
study tested whether large language models would exhibit a similar bias. We had gpt-4-1106-preview (GPT-4 Turbo)
and Llama-2-70B make repeated choices between pairs of options with the goal of maximizing payoffs. A complete
record of previous outcomes was included in each prompt. Both models exhibited relative value decision biases similar
to those observed in humans and animals. Making relative comparisons among outcomes more explicit magnified the
bias, whereas prompting the models to estimate expected outcomes caused the bias to disappear. These results have
implications for the potential mechanisms that contribute to context-dependent choice in human agents.
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