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ADCP-based estimates of lateral turbulent Reynolds stresses in wavy
coastal environments

Andre Amador ,1,2 Sarah N. Giddings ,2 Geno Pawlak 1,2*
1Mechanical and Aerospace Engineering, University of California San Diego, La Jolla, California
2Scripps Institution of Oceanography, University of California San Diego, La Jolla, California

Abstract
We assess the use of a four-beam, Janus-type ADCP for the measurement of lateral Reynolds stress (u0v0) in

wavy coastal environments. The calculation of u0v0 derives either from the fluctuating beam velocity equations
or directly from the fluctuating part of the Cartesian velocities (u’, v’), with each requiring different assumptions.
We adapt existing wave-turbulence decomposition strategies to isolate the lateral turbulent motions at frequen-
cies below those of surface gravity waves. The performance of the proposed method is evaluated via compari-
sons with independent ADV-based stress estimates at two sites. Comparisons show good quantitative agreement
over the tidal cycle, and indicate that ADCPs can effectively resolve lateral turbulent fluxes via ensemble-averag-
ing. Assessment of ensemble-averaged turbulence cospectra indicates that the proposed approach is effective in
isolating the low-frequency (below the waveband) turbulent stresses from wave-induced errors. Furthermore,
the vertical structure of the turbulent Reynolds stresses is examined as a function of tidal phase in an
unstratified, tidally-driven flow over a rough coral reef seabed in weak swell conditions. Observations and analy-
sis indicate that lateral fluxes are tied to the cross-shore (lateral) gradient of the mean alongshore flow, though
vertical and lateral stresses are primarily driven by bottom-generated turbulence. Scaling considerations indicate
that cross-shore transport by lateral turbulent mixing could be relevant to coral reef shelves with steep cross-reef
slopes and rough bottoms.

Turbulence plays a key role in the transport of momentum,
mass and heat, and affects a range of coastal processes includ-
ing oceanic bottom boundary layer dynamics (Trowbridge and
Lentz 2018), wave dissipation, and nearshore circulation
(Brink 2016). Accurate estimation of Reynolds stresses is there-
fore critical for quantifying coastal ocean dynamics and
mixing. Enhanced mixing of nutrients due to turbulent pro-
cesses also contributes to the health of the coral reef benthic
community (Baird and Atkinson 1997; Atkinson et al. 2001;
Monismith 2007; Davis et al. 2021), to the dispersal and distri-
butions of biological material (Jones et al. 2009; Sevadjian
et al. 2010), and has important implications for nearshore
water quality.

Vertical profiles of Reynolds stresses can be obtained from
ADCPs using the variance method (Lohrmann et al. 1990;
Stacey et al. 1999a) which makes use of the difference of
along-beam velocity variances. In the coastal ocean, however,
the effects of surface gravity waves complicate the

measurement of the turbulent stresses. This is because the
oscillating wave velocities are typically orders of magnitude
larger than the turbulent fluctuations, and often occur in the
same frequency band as the stress-carrying turbulent motions
(Trowbridge 1998; Trowbridge and Elgar 2001; Kirincich and
Rosman 2011). Thus, small uncertainties in sensor tilt or the
effects of a sloping bottom can introduce velocity correlations
that dominate the covariance spectrum, potentially biasing
the Reynolds stress estimates (Trowbridge 1998). Unsteady
advection by wave orbital motions can also modify the
observed frequency cospectrum by aliasing lower frequency
turbulent energy into the waveband (Lumley and Terray 1983;
Gerbi et al. 2008; Rosman and Gerbi 2017; Trowbridge
et al. 2018). This leads to an apparent decrease in the observed
spectral density in frequencies below the waveband, and also
results in biased stress estimates.

A variety of wave-turbulence decomposition techniques
have been proposed to estimate turbulent fluxes in the
presence of waves (e.g., Trowbridge 1998; Shaw and Trow-
bridge 2001; Bricker and Monismith 2007; Feddersen and Wil-
liams 2007; Gerbi et al. 2008; Bian et al. 2018). For instance,
velocity differencing (e.g., Trowbridge 1998) and adaptive fil-
tering (e.g., Shaw and Trowbridge 2001; Rosman et al. 2008)
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strategies use adjacent velocity measurements to remove wave
biases from the Reynolds stress signal. These methods assume
that wave velocities are correlated or coherent over spatial scales
that aremuch larger than those associatedwith turbulent fluctua-
tions; hence, motions that correlate between the measurements
are assumed to be due to waves, while motions that do not corre-
late are attributed to turbulence. On the other hand, cospectra-fit
(CF) methods (e.g., Gerbi et al. 2008; Kirincich et al. 2010) fit a
semi-empirical model of boundary layer turbulence derived by
Kaimal et al. (1972) to the observed cospectrum at frequencies
smaller than those of surface gravity waves to estimate the turbu-
lent stresses. While originally developed for acoustic Doppler
velocimeters (ADVs), these techniques have been successfully
adapted for ADCP measurements (e.g., Whipple et al. 2006;
Rosman et al. 2008; Kirincich et al. 2010); thus, extending the
applicability of the variance method to enable vertical Reynolds
stress estimates inwavy environments.

Research on wave-bias removal from turbulence estimates
has been mostly limited to observations of vertical momen-
tum fluxes (u0w0 and v0w0). In contrast, there has been little dis-
cussion about the turbulence statistics associated with the
lateral momentum fluxes (u0v0) in the nearshore and inner-
shelf literature. For coastal flows, it is generally assumed that
the horizontal length scales are much larger than the vertical
length scales (Burchard 2002; Burchard et al. 2008); thus, the
horizontal gradients of the turbulent fluxes are often
neglected. As a result, lateral mixing processes may not be rep-
resented accurately in fine-scale coastal ocean models and are
unlikely to be resolved in larger scale models. Coastal bound-
aries require further attention as spatial gradients in bottom
roughness and water depth (bottom drag) can lead to substan-
tial cross-shore shear in the alongshore flow, and hence to
enhanced turbulent mixing and lateral transport (Brink 2016).
At present, direct measurements of inner-shelf turbulence are
scarce, and the role of the lateral turbulent stresses in cross-
shelf transport is not well understood.

The work presented here aims to offer new insights into
the temporal variability and vertical structure of the Reynolds
stresses in tidally-dominated coral reef environments. In this
paper, we evaluate the use of a four-beam, Janus-type ADCP to
estimate lateral Reynolds stresses in the presence of surface
gravity waves. The method uses a variation of Kirincich
et al.’s (2010) procedure for isolating the turbulent motions at
frequencies lower than those of surface waves. The perfor-
mance is assessed by comparing the ADCP-based Reynolds
stress estimates with ADV-based estimates. The experimental
data used in this study were collected at the Makua reef on the
western coast of O’ahu, Hawai’i (Fig. 1) in tidally-driven,
unstratified flow under weak swell conditions.

The work here is presented as follows. The observations
and methods are introduced in the next section (Materials and
procedures) including a detailed description of the proposed
ADCP-based stress calculation method. In Results, we take an

ensemble-averaged view of the turbulent properties of the flow.
The phase ensemble-averaging procedure is described first
(Phase ensemble averaging), followed by an inspection of
ensemble-averaged turbulent cospectra (Section: Turbulence cos-
pectra and roll-off wavenumbers) and of the associated turbulent
length scales (Section: Turbulence length scales). We then evalu-
ate the performance of the proposed method by comparing
results with ADV measurements, and characterize the vertical
structure of the turbulent Reynolds stresses as a function of
tidal phase (Section: Reynolds stress estimates). Three simple eddy
viscosity models for the lateral Reynolds stress component are
proposed and tested (Section: Model for lateral Reynolds stress).
Potential limitations of the proposed method and implications
for cross-shore turbulent transport are discussed in Implications
of the results.

Materials and procedures
Field deployment

Field observations were carried out offshore of Makua
(21.510�, �158.236�) on the west coast of O’ahu, Hawai’i
(Fig. 1) in September 2013. The study specifically targeted the
resolution of hydrodynamics over the forereef region in vary-
ing wave and current conditions. Field data from fixed instru-
mentation were collected as described in Arzeno et al. (2018)
(see also Amador et al. 2020). A brief summary of the field
experiment is presented next.

Isobaths at the Makua forereef are oriented roughly north–
south and aligned with the coastline. Bathymetry features a
low slope region extending to about 600 m from the shoreline
with an average depth of 6 m, followed by a fairly constant
cross-shore seafloor slope of about 3.5% between the 6- and
24-m isobaths; beyond this limit, the coral reef shelf drops off
sharply in the offshore direction. The Makua forereef exhibits
intermittent, shore-normal spur, and groove formations
between the 6- and 16-m isobaths. The bottom substrate is pri-
marily composed of rough reef interspersed with pockets of
sandy coral rubble and scattered patches of coral colonies.

Two 1200-kHz Teledyne RD Instruments (RDI) Workhorse
ADCPs were deployed on rigid frames near the 12 m isobath
(Fig. 1) to resolve velocity fluctuations associated with the for-
ereef turbulent flow. These bottom-mounted ADCPs (hereafter
referred to as 12N and 12S) were moored about 260 m apart,
and configured to sample in 0.25-m bins with a blanking dis-
tance of 0.8 m and a sampling frequency of 0.5 Hz using water
sampling mode 12 (fast ping mode). Both 12N and 12S y (3–4
beam) axes were nearly aligned with the principal axis of the
depth-averaged flow (Table 1). A third 300-kHz ADCP (hereaf-
ter referred to as 20W) was deployed roughly 270 m offshore
of 12N near the 20 m isobath (Fig. 1), and was configured to
sample water velocities at 0.5 Hz in 1.25-m bins with a
blanking distance of 3.25 m. ADCPs were programmed to
record pressure at the bed and raw velocities in beam coordi-
nates continuously. Thermistor chains (T-chains) located near

2

Amador et al. ADCP-based estimates of lateral turbulent stresses



the 12N and 20W ADCPs (Fig. 1) measured temperature at
2 Hz from 0.30 m above the bed to 1 m below the surface in
1- and 2-m intervals, respectively. Table 1 provides additional
details about the ADCP array setup.

Three 6-MHz Nortek Vector acoustic Doppler velocime-
ters (ADVs) were deployed on a 3-m vertical spar located
70 m south of ADCP 12N (Fig. 1). The ADVs were config-
ured to sample at 16 Hz in 16-min bursts every hour. The
upper-most probe was oriented upward with a sampling
volume located 3 m above the bed (m.a.b); two downward-
looking probes sampled water velocities 1.5 m.a.b with a
horizontal separation distance of 1 m. An additional
upward-looking 6-MHz Nortek Vector ADV was mounted
on a vertical bar collocated with ADCP 12S (Fig. 1). The lat-
ter was configured to sample � 1.4 m above the bed at
16 Hz in hourly bursts of 12 min.

The observational period featured weak swell conditions
(Fig. 2a) with minimal short-period wave energy (Fig. 2b), and
generally light winds (not shown). Significant wave heights
(Hsig) and peak periods (Tp) were calculated from ADCP pres-
sure data using spectral analysis and linear wave theory. Tidal
variations from pressure measurements at the 12N, 12S, and

20W ADCPs (Fig. 2c) show a dominant semidiurnal tidal sig-
nal, and a discernible spring-neap tidal cycle. Conditions were
marked by strong semidiurnal alongshore velocities (Fig. 2d)
with significantly weaker cross-shore currents (Fig. 2e). Salinity
contributions to density were negligible over the observational
period (Arzeno et al. 2018). Arzeno et al. (2018) estimated gra-
dient Richardson numbers (Ri) at the 12N T-chain (not
shown), and determined that conditions were unstratified
(Ri < 0.25) 99% of the time. Time-series data of wind and
water temperature difference are shown in fig. 3 in Arzeno
et al. (2018).

Stress estimates from ADCP measurements

Vertical and lateral stress covariances from along-beam
velocity fluctuations

The variance method (Lohrmann et al. 1990; Lu and
Lueck 1999; Stacey et al. 1999a) provides direct estimates
of the turbulent Reynolds stresses from the ADCP along-
beam velocities. Following Stacey et al. (1999a), the along-
beam (radial) velocity equations for a vertically aligned
(i.e., zero tilt), upward-looking, four-beam Janus ADCP are
given by

Fig. 1. (a) Satellite image (Google Earth) of O’ahu, Hawai’i, (b) Makua study site and instrument array with LIDAR bathymetry, (c) 12N mooring, and
(d) 12S mooring. The notations 12N, 12S, and 20W denote the location (i.e., north, south, west) of the observational array near the 12- and 20-m iso-
baths. The coordinate system (x, y) defines the cross- and alongshore directions, respectively, and is roughly aligned with the principal axis of the flow
(defined locally at each site).
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b1 ¼ u1sinθþw1cosθ

b2 ¼�u2sinθþw2cosθ

b3 ¼ v3sinθþw3cosθ

b4 ¼�v4sinθþw4cosθ

ð1Þ

where the radial beam velocities bi (i = 1, 2, 3, 4) are positive
toward the ADCP head; ui, vi, and wi are the x, y, and
z velocity components at the ith beam location aligned with
the ADCP reference frame; and θ = 20� is the angle of the
beams away from vertical. To calculate the Reynolds stresses,
the along-beam velocities are decomposed into a time-

averaged mean (bi) and fluctuating (bi
’) part (e.g., bi ¼ biþb0i).

The vertical components of the Reynolds stress (vertical flux
of horizontal momentum) are obtained by differencing the
along-beam velocity variances from opposing beam pairs

τxz
ρ

¼�u0w0 ¼ b021 �b022
4sinθ cosθ

ð2Þ

τyz
ρ
¼�v0w0 ¼ b023 �b024

4sinθ cosθ
ð3Þ

where ρ is density, τxz and τyz are the vertical turbulent stress
components, and the overbars indicate temporal averaging.
The variance technique for the vertical stresses in Eqs. (2) and
(3) requires that the turbulence statistics be stationary over
the averaging interval and statistically homogeneous to sec-

ond order (i.e., u021 ¼ u022 ¼ u02) at the scale of the ADCP beam
spread (Lu and Lueck 1999).

An expression for the lateral Reynolds stress (horizontal
flux of horizontal momentum) can be derived by expanding
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Fig. 2. Wave, sea surface height, and current conditions at the Makua fore reef based on 20-min averages with 50% overlap. The figure includes time
series of (a) significant wave height, (b) peak wave period, (c) sea surface displacement, (d) depth-averaged along, and (e) cross-shore velocity at 12N,
12S, and 20W. Adapted from Arzeno et al. (2018).

Table 1. ADCP setup.

ADCP Mode Depth (m) Pitch (deg) Roll (deg) Orientation* (deg)

12N 12 13.2 �1.4� �3.1� �1.2�

12S 12 11.7 �3.6� �2.0� 3.9�

20W 1 21.5 0.8� �0.6� 19.4�

*Orientation of the y (3–4 beam) axis relative to the principal axis of the depth- averaged flow (positive counterclockwise).
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the product b01�b02ð Þ b04�b03ð Þ and assuming spatial homoge-
neity (i.e., u1

0
= u2

0
= u’) across the beam field (see Supporting

Information Section S1)

τxy
ρ

¼�u0v0 ¼ b01b04�b01b03�b02b04þb02b03
4sin2θ

ð4Þ

Calculation of the lateral stress using Eq. (4) is equivalent
to the u0v0 covariance derived from the Cartesian u’ and v’

velocities computed via the standard ADCP beam-to-
instrument coordinate transformation. The calculation of the
Cartesian velocities implicitly assumes spatial homogeneity
over opposing beams. The work of Dewey and Stringer (2007),
however, has shown that the assumption of spatial homoge-
neity can be relaxed and replaced with the assumption of uni-
form horizontal velocity gradients, albeit at the expense of
some additional, but likely small, correction terms (see
Supporting Information Section S1). Considering the latter
assumption, a reasonable estimate of u0v0 can be achieved from
Eq. (4) as long as the dominant stress-carrying motions main-
tain a level of spatial coherence between the beams. This
implies that the dominant horizontal turbulent length scales,
λt, must be comparable to or greater than the beam field
(λt >2Rtanθ, where R is the vertical distance from the trans-
ducer head to the ADCP range cell) in order to be resolvable

using adjacent beam covariances (b0ib0j).
The applicability of Eqs. (2)–(4) is limited by various

sources of error, including measurement uncertainties, mis-
alignment errors, and wave-induced biases. In particular, the
horizontal beam separation length scale imposes a limit on
the smallest turbulent motions that can be resolved via
Eq. (4), which affects the estimation of the lateral stresses.
However, we expect that beam covariances will have an
appreciable signal if the dominant turbulent motions remain
larger than the beam field. For the vertical stress compo-
nents, turbulent motions with less than twice the vertical bin
size will not be detectable by the variance method (Eqs. 2
and 3) (Stacey et al. 1999b); this can result in the underesti-
mation of turbulent stresses, especially under strongly strati-
fied conditions (Kirincich et al. 2010). As noted earlier, we
expect the effects of stratification to be negligible for our
observations (see Section: Field deployment). In Section: Wave-
turbulence decomposition, we discuss methods to isolate the
turbulence spectrum and remove wave-induced errors from
ADCP-based Reynolds stress estimates. We examine the
effects of misalignment errors and measurement uncer-
tainties in Sections: Alignment errors and Uncertainty in stress
measurements, respectively.

Wave-turbulence decomposition
To compute ADCP-derived Reynolds stress estimates, raw

along-beam velocities were segmented into 20 min windows
with a 50% (10 min) overlap. Following Emery and
Thomson (1997), measurements near the sea surface boundary

(top � 10% of the water column) were excluded to prevent
acoustic sidelobe contamination. Along-beam velocities
smaller than the ADCP error velocities were rejected and rep-
laced with interpolated values. Data records (20-min intervals)
in which the fraction of interpolated pings exceeded 15% of
the total number of data points were excluded from the
analysis.

Following the work of Kirincich et al. (2010) and extending
it to include the lateral stress term, we rewrite Eqs. (2)–(4) in
spectral form as

Cou0w0 fð Þ¼ Sb02b02 fð Þ�Sb01b01 fð Þ
4sinθ cosθ

ð5Þ

Cov0w0 fð Þ¼ Sb04b04 fð Þ�Sb03b03 fð Þ
4sinθ cosθ

ð6Þ

Cou0v0 fð Þ¼ Sb01b03 fð Þ�Sb01b04 fð Þ�Sb02b03 fð ÞþSb02b04 fð Þ
4sin2θ

ð7Þ

where Sb0ib0i fð Þ and Sb0ib0j fð Þ represent the along beam velocity

fluctuation spectra and adjacent beam fluctuation cospectra,
respectively. For each 20min burst, we compute the spectral
quantities [Sb0ib0i fð Þ and Sb0ib0j fð Þ] in Eqs. (5)–(7) from quality-

controlled, de-meaned along-beam velocities (e.g., b0i ¼ bi�bi)
using a single Hanning-tapered window, and derive estimates
of the horizontal wave velocities (σw) and vertical wave veloc-

ity pseudo-spectra (bSww) from ADCP pressure data via linear
wave theory.

We focus below on an example drawn from a 20-min
burst at a single depth cell located 3.8 m above the bed to
illustrate the wave-turbulence decomposition technique for
the lateral stress cospectra (Fig. 3). To isolate the low-
frequency (below the waveband) turbulent fluctuations
from the surface gravity wave-induced motions, we apply a
waveband cutoff frequency, fwc (see vertical dot-dash line
in Fig. 3). The waveband cutoff is defined by the frequency
at which the pressure-based vertical velocity pseudo-spec-

trum, bSww (Fig. 3a), exceeds the mean along-beam velocity

spectrum (Sb0ib0i ) (Gerbi et al. 2008; Kirincich et al. 2010). Below

this cutoff (f< fwc), the velocity cospectra (Fig. 3b) are assumed
to be dominated by turbulent motions. As noted in
Section: Stress estimates from ADCP measurements, the beam
separation scale limits the smallest turbulent motions that can
be resolved by the Janus ADCP. Therefore, a high frequency
limit f ≤ j vc j = 2Rtanθð Þ, where jvcj is the local time-averaged
horizontal velocity magnitude, is also applied to ensure that
analysis of the below-waveband lateral stress cospectra
excludes frequencies greater than those corresponding to the
beam separation length scale (see vertical dashed line
in Fig. 3).

Below-waveband Reynolds stress estimates are thus
obtained by integrating Eqs. (5)–(7) as follows:
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u0iu0jLF ¼
ðf i2
f i1

Coui0uj0df ð8Þ

where fi1 and fi2 are the lower and upper frequency limits,
respectively. For vertical stress cospectra, fi2 = fwc. For lateral
stress cospectra, fi2 is given by the lowest of the upper fre-
quency limits: fwc or j vc j = 2Rtanθð Þ. For all cases, fi1 corre-
sponds the minimum frequency that can be resolved by a
20-min time window (i.e., �8.3�10�4 Hz). The integral in
Eq. (8) is calculated using a trapezoidal method (Fig. 3c).

If applied correctly, the spectral wave-turbulence decomposi-
tion technique described above should not suffer from wave
biases because it relies only on the low-frequency (below the
waveband) portion of the turbulence cospectrum to estimate the
turbulent stresses. However, the proposed technique avoids these
wave biases at the expense of neglecting the turbulent stresses
that reside within the waveband. Also, below-waveband spectra
can be altered where the wave motion is substantial due to the
effects of wave advection (Rosman and Gerbi 2017). Therefore,

screening criteria were applied to ensure that most of the turbu-
lent stress is contained below the wave cutoff frequency (see
Section: Screening criteria) and to limit the kinematic effects of
wave induced advection on the observed cospectra. These qual-
ity controlled, below-waveband covariances should be nearly the
same as the actual Reynolds stresses, but slightly smaller. Screen-
ing procedures are described in Section: Screening criteria.

Alignment errors
In practice, the ADCP reference frame is often slightly mis-

aligned from the “true” (x, y, z) coordinate system. Here, the
true coordinate system refers to a reference frame that is verti-
cally aligned with gravity and parallel to the principal axes of
the flow. Instrument tilt angles or an imperfect alignment
with the principal flow axes can introduce biases in the esti-
mation of turbulent stresses, even in the absence of waves.
The following analysis is focused on the turbulence biases aris-
ing from small sensor misalignments at frequencies below the
waveband. At higher frequencies, we expect that wave biases
will overwhelm both the alignment errors and the stress
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measurements as noted by Trowbridge (1998) and Shaw and
Trowbridge (2001). Hence, the analysis herein only applies to
misalignment errors resulting from low-frequency (below the
waveband) covariances.

Assuming small angle rotations (sinψ �ψ , cosψ �1) and
retaining only the first-order terms (ψ2�1), we can derive an
expression for the instrument velocities (uI, vI, wI) in terms of
the true velocities (u, v, w) (Rosman et al. 2008)

uI
vI
wI

2
64

3
75¼

1 ψH �ψR

�ψH 1 ψP

ψR �ψP 1

2
64

3
75 u

v

w

2
64

3
75 ð9Þ

where ψP, ψR, and ψH are the instrument pitch, roll, and head-
ing angles (in radians), respectively, and represent rotations
about the “true” x, y, and z axes (positive counterclockwise).
With this, Eqs. (2)–(4) become

b021 �b022
4sinθ cosθ

¼�u0w0 þψR w02�u02
� �

þψPu0v0 �ψHv0w0 ð10Þ

b023 �b024
4sinθ cosθ

¼�v0w0 þψP v02�w02
� �

þψHu0w0 �ψRu0v0 ð11Þ

b01b04�b01b03�b02b04þb02b03
4sin2θ

¼�u0v0 þψH u02�v02
� �

þψRv0w0

�ψPu0w0

ð12Þ

For unstratified open-channel flows with smooth beds and
high Reynolds numbers, Nezu and Nakagawa (1993) (see also,

Stacey et al. 1999a) give v02 ≈5:29u2* , u02 ≈2:66u2* , and

w02 ≈1:61u2* , where u* is the friction velocity. If we further

assume that u0w0 � v0w0 � u0v0 � u2* and that turbulent intensi-

ties (u02, v02, w02) and Reynolds stresses are in phase through-
out the tidal cycle (observations in Section: Reynolds stress
estimates will establish that these assumptions are valid in our
case), then the alignment error for the vertical and lateral
stress components reduces to ϵvw � 3:7ψP�ψRð Þv0w0 and ϵuv �
2:6ψH �ψRð Þu0v0 for the smooth wall case. Given our pitch,
roll, and heading values, this can result in worst-case biases
(ϵvw) as high as 14% and 26% of the total v0w0 stress for the
12N and 12S ADCPs, respectively (see Table 1 for rotation
angles). For the lateral stress, the estimated alignment biases
(ϵuv) can be up to 11% and 21% of the total u0v0 stress at the
12N and 12S ADCPs, respectively. For rough beds such as coral
reefs, however, we anticipate a reduction in the level of anisot-
ropy relative to the smooth wall case (Nezu and
Nakagawa 1993; Smalley et al. 2002). This is because bottom
roughness tends to redistribute turbulent energy toward isot-
ropy, thus reducing the difference between velocity variances

(e.g., u02�v02 !0). Alignment biases should therefore decrease

for both the vertical and horizontal stresses as anisotropy
decreases and turbulent intensities become more comparable.

Uncertainty in stress measurements
The uncertainty error in the stress measurements via

Eqs. (3) and (4) is defined by the variance of these equations
(Stacey et al. 1999a). A number of techniques have been devel-
oped to quantify uncertainty in ADCP-derived Reynolds stress
estimates. Here, we compute uncertainty estimates for both
vertical and lateral below-waveband Reynolds stresses by
adapting two different approaches developed by Williams and
Simpson (2004) and Lu and Lueck (1999).

Following Williams and Simpson (2004), the variance of
Eqs. (3) and (4) is given by

var �dv0w0
� �

¼ σ2vw ¼
var cb023 �cb024

� �
16sin2θcos2θ

ð13Þ

var �du0v0� �
¼ σ2uv ¼

var db01b04� db01b03� db02b04þ db02b03� �
16sin4θ

ð14Þ

where the hat operator represents an estimator of the expected
value. These expressions can be expanded using the additive
rule for covariances and the central limit theorem

(e.g., var cb02i
� �

¼ 1=Nð ÞPN
n¼1

b02i nð Þ¼var b02i
� �

=N) to give

σ2vw ¼ γvw
16Nsin2θcos2θ

var b023
� �

þvar b024
� �

�2cov b023 ,b
02
4

� �h i
ð15Þ

σ2uv ¼
γuv

16N sin4θ
var b01b04ð Þþvar b01b03ð Þþvar b02b04ð Þþvar b02b02ð Þ½

�2cov b01b04,b01b03ð Þ�2cov b01b04,b02b04ð Þ
þ2cov b01b04,b02b03ð Þþ2cov b01b03,b02b04ð Þ
�2cov b01b03,b02b03ð Þ�2cov b02b04,b02b02ð Þ�

ð16Þ

where N = 600 is the number of measurements in each burst,
γuiuj is a correction factor

γuiuj ¼1þ2
XK
n¼2

Cbb 1,nð Þ ð17Þ

that accounts for the correlation of consecutive non-
independent samples (Williams and Simpson 2004), Cbb is a
normalized autocovariance function for the square of the
along-beam velocity fluctuations

Cbb 1,mð Þ¼

PN�1

n¼1

PN
m¼nþ1

b02i nð Þ,b02i mð Þ
PN
n¼1

var b02i nð Þ
h i ð18Þ
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The upper limit m = K � N in Eq. (17) is defined as the lag
at which Cbb crosses the upper bound of its uncertainty level.
For sufficiently large K values (typically > 30 s), the along-
beam velocity fluctuations become uncorrelated and Cbb ! 0.
To compute Cbb, we low-pass filter the along-beam fluctua-
tions using the wave cutoff frequency (fwc) to attenuate wave-
induced velocities. The factor γuiuj was similar for both vertical

and lateral stresses, and varied between 14 and 10 for peak
and slack velocities, respectively.

Reynolds stress uncertainty estimates were also computed
directly from the data using a Monte Carlo type approach fol-
lowing Lu and Lueck (1999) (see also, Kirincich et al. 2010). In
this case, we rearrange Eqs. (3) and (4) into an equivalent
covariance form

b023 �b024
4sinθcosθ

¼ b03þb04ð Þ b03�b04ð Þ
4sinθcosθ

ð19Þ

b01b04�b01b03�b02b04þb02b03
4sin2θ

¼ b01�b02ð Þ b04�b03ð Þ
4sin2θ

ð20Þ

and randomly shift one time series (e.g., (b01 � b02)) with
respect to the other (e.g., (b04 � b03)) by a lag (or lead) greater
than the along-beam decorrelation timescale. This essentially
decouples the signals but preserves the statistical nature of the
burst. Similar to Eq. (18), we compute the decorrelation time-
scale using along-beam, low-pass filtered (below the
waveband) velocity fluctuations. Decorrelation timescales
ranged between 15 and 80 s for peak and slack velocities,
respectively. We then shift these signals 1000 times using ran-
dom lags greater than the decorrelation times and compute
below-waveband covariances for each realization to produce
distributions of lagged covariances (or “zero covariance histo-
grams”). These lagged covariance histograms are normally dis-
tributed around zero (e.g., see fig. 1 in Lu and Lueck (1999)
and allow us to test if a stress estimate is statistically different
from zero. Stress uncertainties are estimated as two standard
deviations (2σ) of the zero covariance histogram for each
20-min burst. Stress estimates that exceed the 2σ level are con-
sidered statistically significant.

Figure 4 shows quality controlled (see Section: Screening
criteria) uncertainty estimates for the below-waveband turbu-
lent stresses, defined here as two standard deviations (2σ), as a
function of the below-waveband Reynolds stress estimates
(ui0uj0LF). Binned average uncertainties obtained via methods

outlined by Lu and Lueck (1999) (black circles) and Williams
and Simpson (2004) (white squares) were in close agreement
for all datasets. Consistent with previous observations
(e.g., Williams and Simpson 2004; Rosman et al. 2008;
Kirincich et al. 2010), mean uncertainties increase with the
magnitude of the stress. Using a least-squares fit, the mini-
mum uncertainty levels for vertical and lateral stresses were
estimated as 2.1�10�5 m2 s�2 and 5.5�10�5 m2 s�2, respec-
tively. The ratio σu0v0/σv0w0 was on average �2.8 over the entire

range and did not show any meaningful dependence on flow
speed, flow direction, or stress magnitudes. This ratio is likely
the result of the ADCP beam geometry, as the ratio of the
values in the denominator of Eqs. (3) and (4) yields

sinθcosθð Þ= sin2θ
� �

≈2:75 for θ = 20�.
As noted by Nidzieko et al. (2006), accurate ADCP estimates

of Reynolds stress are possible when the stress estimates are
discernible from the background noise. Using the 2σ criteria,
about 88% of the raw u0v0 data fall beneath the noise floor
(raw data above the black line in Fig. 4c,d). This in contrast to
the v0w0 stress measurements, which clearly have a lower noise
floor and exhibit lower uncertainties overall (�60% of the raw
data are below the noise floor and above the black line in
Fig. 4a,b). In Section: Phase ensemble averaging, we will use
phase ensemble-averaging to increase the signal-to-noise ratio
of our vertical and lateral stress estimates.

Stress estimates from ADV measurements
ADV-derived Reynolds stress estimates were computed

directly from velocity cospectra below the waveband, follow-
ing the wave-turbulence separation method outlined in
Section: Wave-turbulence decomposition, to enable comparisons
with ADCP values. ADV velocities were rotated into the right
handed (x, y, z) coordinate system shown in Fig. 1, so that
u and v velocities were aligned with the depth-averaged cross-
and alongshore flow, respectively (w was upward positive).
Velocity data were de-spiked and poor data quality points with
correlations < 0.7 were rejected (Feddersen and Williams 2007).
Data gaps with less than 8 consecutive invalid data points
(0.5 s) were linearly interpolated. Reynolds stress estimates
were computed hourly using an averaging interval equivalent
to the ADV sampling window (16 and 12 min for 12N and
12S ADVs, respectively). While the ADCPs and ADVs use dif-
ferent averaging intervals (20 min for ADCPs), we can use
phase ensemble-averaging (Section: Phase ensemble averaging)
to enable robust comparisons.

Results
Application of the methodology

Phase ensemble averaging
Given the regularly periodic alongshore velocities resulting

from the dominant semidiurnal tidal pattern observed at
Makua (see Fig. 2), it is convenient to examine the turbulent
properties of the flow as a function of tidal phase. We there-
fore employ an ensemble-averaging approach to increase the
reliability of ADCP-derived turbulent quantities and provide a
more robust measure of the vertical structure and temporal
evolution of the turbulent stress estimates. The phase
ensemble-averaging procedure is similar to the one described
by Arzeno et al. (2018) and Amador et al. (2020), with
some minor modifications. In this case, we extract the tidal
phase (ϕ) for each site (12N, 12S) from depth-averaged along-
shore velocity via complex demodulation (Emery and
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Thomson 1997) using a filter centered on the M2 tidal fre-
quency band (12:42 h). The tidal phase (ϕ) is defined so that
the interval between maximum depth-averaged northward
currents follows linearly from 0� to 360� in 5� increments for
each tidal cycle. Cross- and alongshore velocity measure-
ments, vertical shear, sea surface height, turbulence cospectra,
and Reynolds stress estimates are then phase-averaged over
50 tidal cycles using 10� phase blocks.

Turbulence cospectra and roll-off wavenumbers
We can examine the turbulence cospectra to gain some

insight into the quality of the Reynolds stress estimates and to
calculate the roll-off wavenumber (k0), which is associated
with the horizontal length scale of the dominant stress-
carrying eddies (λ0 = 2π/k0). Here, we consider ADCP-based
variance-preserving cospectra [kCo kð Þu0iu0j ] and ogive curves

[
Ð kCou0iu0j bk� �

dbk] for both lateral (i = 1, j = 2) and vertical

(i = 2, j = 3) stress components. The ogive curves represent
the cumulative integral of the turbulence cospectra. The loca-
tion of the roll-off wavenumber (k0) is represented by the peak

in the variance-preserving cospectrum or, equivalently, by the
inflection point in the ogive curve.

To estimate k0, observed frequency cospectra [Cou0iu0j fð Þ] are
computed using Eqs. (6) and (7) and converted to
wavenumber cospectra [Cou0iu0j kð Þ] using a frozen turbulence

approximation 2πf = kjvcj, where vc represents the local mean
horizontal velocity for each 20-min burst. We omit data
within the waveband using the wave-turbulence decomposi-
tion technique described in Section: Wave-turbulence decompo-
sition, and only consider cases when σw/jvcj<2. To minimize
the effects of noise in individual cospectra, integrated cos-
pectra (ogive curves) are normalized by the below-waveband
covariance

Ogu0iu0j kð Þ¼

ðk
Cou0iu0j

bk� �
dbk

ui0uj0LF

and grouped together by depth cell (z) and tidal phase (ϕ)
using 10� phase blocks (see Section: Phase ensemble averaging).

Fig. 4. Contoured (raw) and binned-averaged cospectra uncertainty estimates (2σui0 uj0 ) via methods proposed by Lu and Lueck (1999) (black circles) and
Williams and Simpson (2004) (white squares), plotted against the zero-lag, below-waveband covariance (ui 0uj0 LF ) for (a,c) 12N and (b,d) 12S ADCPs.
Uncertainty estimates are defined as two standard deviations (2σ). Contour lines illustrate the raw data distribution as log10 Nð Þ, where N represents the
number of values. Error bars indicate the standard deviation for each bin average. Stress levels become larger than the uncertainty estimates below the
solid black lines.
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Phase ensemble-averages of multiple Ogu0iu0j kð Þ realizations

reduce the effects of spectral noise and enable smoother cos-
pectral estimates. This allows the estimation of a representa-
tive roll-off wavenumber (k0) via the inflection point in the
ogive ensemble without assuming any particular cospectral
shape. The inflection point is determined from a least-squares
spline fit to the Ogu0iu0j kð Þ ensemble (composed of around 60–

80 individual realizations) at each phase and depth bin.
Anomalous ogive curves with a standard deviation exceeding
the standard deviation of the ensemble by more than a factor
of three are classified as outliers and rejected from the analysis
(see Section: Screening criteria).

To assess the spectral distribution of the lateral and vertical
stress components, we compute ensemble-averaged estimates
of the nondimensional variance-preserving cospectra
(Fig. 5a–d) and the associated ogive curves (Fig. 5e–h) as a
function of nondimensional wavenumber (k/k0) for the 12N
and 12S ADCPs. The displayed quantities in Fig. 5 (black cir-
cles) have been normalized and averaged considering all data
points. Prior to averaging, all of the individual non-
dimensional ogives (Ogu0iu0j ) and variance-preserving cospectra

(kCou0iu0j=u
0
iu

0
jLF

) are grouped into logarithmically-spaced nor-

malized wavenumber (k/k0) bins. The resulting spectral stress
distributions collapse according to the roll-off wavenumber
(k0), a quantity that varies with tidal phase in this case (see
Section: Turbulence length scales).

The observed cospectral estimates can be compared to more
familiar Kaimal et al. (1972) model

Co*v0w0 kð Þ=v0w0 ¼ 7
3π

sin
3π
7

� �
1=k0

1þ k=k0ð Þ7=3
ð21Þ

stated here for the y–z plane. The Kaimal model is a semi-
theoretical prediction of the one-dimensional turbulence cos-
pectra derived from observations of the atmospheric boundary
layer. While previous studies have successfully applied the
Kaimal model in a variety of oceanographic settings as a tool
to filter out wave contributions from vertical turbulent cos-
pectra (e.g., Feddersen and Williams 2007; Gerbi et al. 2008;
Kirincich et al. 2010), the validity of using Eq. (21) for charac-
terizing the lateral turbulent cospectra is questionable because
the associated spectral stress distribution has not been previ-
ously examined. Hence, the plots in Fig. 5 show the variance
preserving and ogive curves derived from the nondimensional
Kaimal model (gray curves) for reference only.

Normalized variance-preserving plots for both the vertical
(Fig. 5a,b) and lateral (Fig. 5c,d) stress components show gen-
eral agreement with the Kaimal model at the 12N and 12S
sites. Slight deviations between the measured and the model
cospectra can be observed at low and high wavenumbers, with
lower covariances for the measured values near the peak
(k/k0 = 1). Some of the observed deviations may be

attributable to random inaccuracies in the estimation of k0 or
spectral scatter around k0. Note also that the lateral stress cos-
pectra exhibit greater uncertainties than their vertical counter-
parts, consistent with uncertainty estimates obtained in
Section: Uncertainty in stress measurements. Despite these limi-
tations, our findings indicate that the lateral stress cospectra at
both sites (Fig. 5c,d) have relatively higher energy near the
inflection point (k/k0 = 1) and drop off more abruptly at
higher wavenumbers [0:1≲ log10 k=k0ð Þ≲0:6] than the vertical
stress cospectra, with correspondingly steeper nondimensional
ogive curves (Fig. 5g,h). As reported by Gerbi et al. (2008) and
Kirincich et al. (2010), the nondimensional ogive curves
corresponding to the vertical stress (Fig. 5e,f) fall close to the
Kaimal model.

Screening criteria
The k0 values obtained above (Section: Turbulence cospectra

and roll-off wavenumbers) along with the mean current speed
and the surface wave conditions can be used to diagnose the
effects of wave advection on turbulence cospectra, and to pro-
vide guidance about the viability of the Reynolds stress esti-
mates. Recent results by Rosman and Gerbi (2017) indicate that
the observed below-waveband turbulent cospectra remains rela-
tively unaffected by wave orbital motion when rms (root mean
square) wave orbital velocities (σw) are less than twice the cur-
rent speed σw/jvcj < 2, and when the wave orbital excursion is
smaller than the length scale of the stress-carrying eddies σwk0/
ωw < 0.5, where ωw represents the peak wave radian frequency.
Under such conditions, over 80% of the turbulence covariance
is expected to reside in frequencies below the wave peak, and
about 60% of the total stress covariance should be contained at
frequencies below the turbulence roll-off frequency (f0 = k0jvcj/
2π), assuming a Kaimal spectrum (Eq. 21) (Rosman and
Gerbi 2017). To ensure that most of the turbulence covariance
is contained below the wave cutoff frequency (fwc), we therefore
restrict our observations to instances when σw/jvcj < 2 and σwk0/
ωw < 0.5. In addition, as noted in Section Turbulence cospectra
and roll-off wavenumbers, we reject bursts if the normalized ogive
curve standard deviation is three times greater than that of the
phase ensemble.

Histograms in Fig. 6a,b show that most of the bursts (73%
and 77% for 12N and 12S, respectively) lie below the σw/
jvcj < 2 threshold. Histograms in Fig. 6c,d show the distribu-
tion of quality-controlled data (σw/jvcj < 2 and σwk0/ωw < 0.5)
as a function of σwk0/ωw for the vertical (v0w0) and lateral (u0v0)
stress components. It should be noted that applying the σwk0/
ωw<0.5 criteria a posteriori does not increase the amount of
rejections by more than 2% for either stress component. On
the other hand, the ogive standard deviation criteria
(described above in Section: Turbulence cospectra and roll-off
wavenumbers) further limits the amount of valid vertical and
lateral stress measurements, respectively, to 62% and 54% of
the total bursts at 12N, and to 66% and 58% of the total
bursts at 12S.
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Finally, to determine whether the influence of infragravity
motions affect the lateral stress estimates, horizontal velocity
fluctuations were computed from measured pressure spectra in
the infragravity band (30 s to 20 min) via linear wave theory.
More specifically, we infer the non-turbulent horizontal veloc-
ity variances, eueuð ÞIG, in the infragravity band from

bSeueu zeuf� �
¼ Spp zp, f

� � k
ρω

cosh k zeuþh
� �� �

cosh k zpþh
� �� �

2
4

3
5
2

eueuIG zeu� �
¼
ðf IGbSeueu zeuf� �

df
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Fig. 5. Normalized variance-preserving cospectra (a–d) and ogive curves (e–h) as a function of normalized wavenumber (k/k0) for the 12N (left panels)
and 12S (right panels) ADCPs. Panels (a,b,e,f) and (c,d,g,h) show results for vertical and lateral stress cospectra, respectively. Black dots represent bin
averages of all the observations. Vertical error bars show the 95% confidence intervals estimated using a bootstrapped method. The solid gray curves
show the Kaimal model (21) for reference.
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where zp and zeu, respectively, represent the depth for the pres-

sure measurements and the velocity calculations, fIG are the

frequencies associated with the infragravity band, and bSeueu is

the horizontal velocity pseudo-spectra derived from the mea-
sured pressure spectra (Spp). Comparison of these infragravity
velocity variances with the lateral stress covariances indicates
that the non-turbulent velocity fluctuations provide a negligi-
ble contribution to the below-waveband stress estimates, with
infragravity variances seldom exceeding 5% of the stress
values (< 2% on average).

Reynolds stresses

Turbulence length scales
As described in Section: Turbulence cospectra and roll-off

wavenumbers, the roll-off length scales (λ0) are estimated
empirically from phase-averaged ogive curves (below the
waveband) using the frozen turbulence hypothesis, and repre-
sent the horizontal (in the direction of the mean current)
length scale of the dominant stress-carrying eddies.

Figure 7 shows the roll-off length scales (λ0 = 2π/k0) derived
from vertical (Fig. 7a) and lateral (Fig. 7b) turbulent cospectra
as a function of range and tidal phase (ϕ) for the 12S ADCP
(similar patterns with phase are observed at 12N). Several fea-
tures are evident from the phase ensemble-averaged estimates
of λ0v0w0 and λ0u0v0. In all cases, the roll-off length scales show a
similar behavior with tidal phase, varying approximately in
phase with the mean alongshore flow (see Fig. 9e,f). These roll-
off length scales were estimated to be one to four times larger
than the depth of the water column, with timescales of
around 1–3 min, and always exceeded their vertical distance
to the seabed. As shown in Fig. 7, the estimated dominant tur-
bulence length scales were always greater than their respective
cutoff values by at least a factor of two. Comparisons between
λ0v0w0 and λ0u0v0 indicate that the turbulent motions associated
with the vertical stress cospectra (Fig. 7a) were coherent over
longer length scales (between 20% and 50% longer) than
those associated with the lateral stress cospectra (Fig. 7b) at
maximum currents (ϕ ≈ 0�, ϕ ≈ 180�). For slack water (ϕ ≈ 90�,
ϕ ≈ 270�), the turbulent length scales were found to be com-
parable. Weak vertical variability is observed for both quanti-
ties, consistent with observations by Stacey et al. (1999a) and
Kirincich et al. (2010). The vertical structure of λ0v0w0 and λ0u0v0

is shown in Fig. S5.
A similar behavior is observed for both λ0v0w0 and λ0u0v0

throughout the tidal cycle, suggesting a correspondence
between the vertical (λ0v0w0) and lateral (λ0u0v0) turbulent length
scales. The observations suggest that λ0u0v0 � λ0v0w0 � h, where
h is the local water depth. It might be anticipated that λ0u0v0

should scale with the length scale for lateral changes in veloc-
ity. Spatial velocity measurements at Makua (Amador
et al. 2020), however, reveal that the alongshore flow changes
over lateral scales Lx that are much greater than the observed
turbulence length scales. This implies that the turbulent
motions associated with bottom-driven turbulence likely dom-
inate the transport of both vertical and lateral turbulent
fluxes. It is notable that the streamwise horizontal length
scales associated with the peak vertical transport appear to be
larger than those that are associated with maximum lateral
transport. This observation can be interpreted as an indication
that differing horizontal scales can be more effective at trans-
port for different components of momentum. It is unclear
from these observations why this might be the case, though
this might simply be a consequence of the kinematic relation-
ship between the dominant morphology of turbulent struc-
tures and their associated velocity field.

These observations indicate that the dominant stress-
carrying eddies are significantly anisotropic, with larger hori-
zontal turbulent length scales than the local water depth. Such
large scale turbulent motions have commonly been observed
in tidally-driven and inner shelf flows with comparable water
depths. For example, Kirincich et al. (2010) estimated the hori-
zontal length scales of the dominant stress-carrying eddies
from Reynolds stress cospectra, and found streamwise roll-off
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scales that were considerably larger than the vertical distance
to the seabed and that generally exceeded the flow depth.
Using current meter triplets in a tidal boundary layer, Gross
and Nowell (1985) similarly observed Reynolds stress length
scales that were larger than the local water depth. Stacey
et al. (1999a) examined the integral length scale of the stress
via autocorrelation functions of the along-beam velocities and
found horizontal length scales to be notably larger than the
vertical scales, again consistent with our results.

Reynolds stress estimates
To assess the performance of ADCP-based Reynolds stress

estimates, a comparison with independent, collocated ADV
measurements was carried out at 12N and 12S using phase
ensemble-averaged data. In Fig. 8, we show the observed
below-waveband stress estimates (LF) and cospectra-fit
method (Gerbi et al. 2008; Kirincich et al. 2010) estimates
(CF) for the vertical (Fig. 8a,b,e,f) and horizontal (Fig. 8c,d,
g,h) stress components. Note that we cannot assume that
the cospectral shape given by Eq. (21), typically applied for
vertical stresses, should apply to lateral stress. While results
in Fig. 5c,d,g,h suggest that the Kaimal model adequately
describes the low-wavenumber cospectra resulting from the
lateral turbulent fluctuations, CF results for u0v0 cospectra
should be interpreted with caution. Comparisons were carried

out using vertically-averaged ADCP data from four depth bins
centered around the ADV sampling volume.

As shown in Fig. 8, ADCP-based vertical and lateral stress
estimates compare favorably with ADV estimates at both sites.
Comparisons between the phase-averaged ADCP- and ADV-
based, below-waveband (LF) stress estimates yield r2 values of

0.85 and 0.67 at 12N, for the vertical (v0w0) and lateral (u0v0)
stresses, respectively (Fig. 8a–d). Similar results were obtained
at 12S, with slightly tighter correlations resulting in r2 values

of 0.94 and 0.85 for v0w0 and u0v0, respectively (Fig. 8e–h). Note
that below-waveband (LF) and model-derived (CF) stress esti-
mates yield comparable results, providing additional support
to the assertion that most of the turbulent covariance is con-
tained below the waveband. As an alternative approach for

estimating ADV-based stresses, v0w0 and u0v0 were also com-
puted using the “Phase method” (Bricker and Monismith 2007)
and compared to the ADCP-based phase-averaged, below-
waveband stresses (not shown). Comparisons at 12N resulted
in r2 values of 0.97 and 0.55 for the vertical and lateral
stresses, respectively, with slopes of 0.98 and 0.91 and inter-
cept values of �0.6�10�5 and�1.2�10�5 m2 s2. For 12S, r2

values were found to be 0.93 and 0.70 for v0w0 and u0v0, respec-
tively, with slopes of 0.92 and 0.93 and intercept values of
2.8�10�5 and 0.5�10�5 m2 s2.

Fig. 7. Phase ensemble-averaged roll-off length scales (λ0 = 2π/k0) derived from the (a) vertical and (b) lateral stress cospectra for ADCP 12S. Colors
illustrate the associated ADCP range cell height. Dotted lines in (a) and (b) show the wave cutoff length scales (λwc) for the bottom-most (whitish-blue)
and uppermost (dark purple) range cells. Dashed lines in (b) show the beam separation length scale (2Rtan 20�ð Þ) for the bottom-most (whitish-blue) and
uppermost (dark purple) range cells. Note that values associated with v 0w 0 are not subject to the beam separation length scale issue (see Section: Vertical
and lateral stress covariances from along-beam velocity fluctuations).
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In general, the vertical stress comparisons (Fig. 8b,f) exhibit
higher correlations than the lateral stress comparisons (Fig. 8d,h).
This is consistent with results obtained in Section: Uncertainty in

stress measurements, which show that lateral stress calculations are
prone to higher uncertainty levels than the vertical stresses. Also,
more scatter is observed for both the vertical and lateral stress
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comparisons at 12N (Fig. 8b,d) relative to 12S (Fig. 8f,h). The
higher scatter observed at 12N can be attributed to the separation
distance between the ADCP and the ADV sensors. For 12N this
separation distance was � 70 m, whereas for 12S the instruments
were virtually collocated (see Fig. 1).

Figure 9 shows phase-averaged results for the sea surface height
(η), and the vertical structure of the flow and of the below-
waveband Reynolds stress estimates as a function of ADCP range
cell for the 12N (Fig. 9a,c,e,g,i,k) and 12S (Fig. 9b,d,f,h,j,l) moor-
ings. As described in Section: Phase ensemble averaging, the tidal
phase is defined so that the depth-averaged alongshore flow

adheres to the shape of a cosine function (cosϕ), with maximum
northward and southward currents occurring around ϕ≈0�

and ϕ≈180�, respectively. Here, we have extended the phase
(ϕ) axis by a half cycle to better illustrate variations around
the maximum northward currents. Velocity and stress esti-
mates are accepted as valid if their phase ensemble-averaged

magnitudes exceed their corresponding 2σ=
ffiffiffiffiffi
M

p
uncertainty

levels, where σ is the standard deviation of the ensemble and
M is the number of statistically independent samples. Esti-
mates that do not meet this threshold are excluded and
masked in gray in Fig. 9.
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As shown in Fig. 9a,b,e,f, the sea surface height (η) and the
alongshore velocities (V) are out of phase by about 45�

throughout a tidal cycle. As noted by Arzeno et al. (2018),
there was poor coherence (Coh2 = 0.55) between the sea sur-
face displacement and the velocity signal over the observa-
tional period; this accounts for the observed increase in scatter
in η (Fig. 9a,b). The alongshore velocities at 12S were observed
to be slightly higher (by about 10% at max velocities) than at
12N. Previous work at Makua has suggested that a large
(� 3 m) bathymetric step located approximately 25 m south
of the mooring site could have resulted in local flow accelera-
tion at 12S (Arzeno et al. 2018). For both sites, the cross-shore
velocities (U) are about one order of magnitude smaller than
the alongshore velocities, and exhibit a bottom intensified off-
shore flow (Fig. 9c,d) as the alongshore flow switches from
northward to southward (ϕ ≈ 90�). Time-averaging over
50 cycles at the dominant M2 period should eliminate most
diurnal signals, though there may be some residual cross-shore
flow associated with diurnal timescale thermally driven flow
(e.g., Molina et al. 2014).

Consistent with theory for wall-bounded turbulent flows,
the below-waveband vertical (v0w0) Reynolds stress estimates
(Fig. 9i,j) are in phase with the alongshore velocities (V), and
exhibit maximum magnitudes near the bottom for southward
flow at both sites, coincident with the region of maximum
vertical shear S = [(∂V/∂z)+ (∂U/∂z)]1/2 (Fig. 9g,h). For north-
ward flow, however, the maximum vertical stress magnitudes
occur away from the bed, at a range of about 5 and 3 m.a.b.
for 12N and 12S, respectively. Note that, for northward flow
(315� ≲ϕ≲45�), the magnitude of the vertical shear (S) does
not exhibit a corresponding increase (Fig. 9g,h). This deviation
suggests that vertical Reynolds stresses were modified by
advection. We emphasize that these advective patterns are tid-
ally coherent, and appear to have a characteristic vertical
structure that varies as a function of tidal phase. It is therefore
likely that the heterogeneous bathymetry in the vicinity of
the ADCP locations (Fig. 1) is playing an important role in
producing the observed structural features of the fluctuating
flow. Consistent with the present findings, prior field studies
conducted in reef morphologies with highly variable bathym-
etry have noted that advective acceleration can provide a non-
negligible contribution to the local momentum budget
(e.g., Rogers et al. 2015; Arzeno et al. 2018). This issue will be
revisited in Section: Discussion and conclusions.

The lateral stress distributions at 12N exhibit a nearly uni-
form vertical structure across all phases, with a slight intensifi-
cation in u0v0 toward the surface for northward flow (Fig. 9k).
On the other hand, results in Fig. 9l show an intensification
in lateral stress (u0v0) matching the location of maximum verti-
cal stress for northward flow, and a relatively uniform vertical
structure for southward flow at 12S. From Fig. 9i–l, it is appar-
ent that the vertical and lateral stress components are compa-
rable in magnitude. Furthermore, estimates of u0v0 (Fig. 9i,j)

appear to be roughly in phase with v0w0 and V, suggesting
again that the lateral stress (u0v0) could be related to the
bottom-generated turbulence. This idea is explored further in
the next section.

Model for lateral Reynolds stress
Following the turbulent viscosity hypothesis (Pope 2000),

we relate the depth-averaged lateral Reynolds stresses to the
cross-shore gradient of the mean alongshore velocity field

du0v0 ¼�νt
∂V
∂x

ð22Þ

where νt is a turbulent eddy viscosity, ∂V/∂x is the cross-shore
gradient of the depth-averaged alongshore flow, and the hat
(b	 ) operator is used to represent a modeled lateral stress. To
quantify the cross-shore gradient of the alongshore flow, we
use depth- and spatially-averaged velocity measurements from
three autonomous underwater vehicle (AUV) surveys con-
ducted at the Makua forereef on 6–8 September 2013, as
described by Amador et al. (2020). Briefly, AUV-based along-
shore velocities are spatially-averaged using a cross-shore aver-
aging length of 120m. Because the AUV data covers roughly
60% of the tidal cycle, the depth-averaged alongshore flow is
reconstructed for the full tidal cycle by fitting a sinusoid to
the AUV data over a range of cross-shore locations. The cross-
shore gradient of the alongshore flow (∂V/∂x) is then com-
puted at the 12m isobath (nominal depth at ADCP locations)
from the reconstructed velocity field (Fig. 10a). Analysis by
Amador et al. (2020) indicates that ∂V/∂x is caused by cross-
shore variations in bottom drag.

From dimensional considerations, the eddy viscosity, νt,
should be proportional to the product of a characteristic tur-
bulent length scale λt and a turbulent velocity ut. Here, we
consider three simple models to represent the eddy viscosity
in the form νt = αutλt:

νt1 ¼ α1 v0w0		 		1=2λ0u0v0 , νt2 ¼ α2
∂V
∂x

				
				λ20u0v0 ,

νt3 ¼ α3 CDV2� �1=2
h ð23Þ

where αj ( j = 1, 2, 3) is a proportionality constant of order
unity (in Fig. 10, αj = 1), CD is a nondimensional drag coeffi-
cient for the depth-averaged alongshore flow (V), and h is the
local water depth. The first formulation in Eq. (23) (solid blue
line in Fig. 10b) assumes that lateral turbulence is modulated
by bottom-driven turbulence, where the characteristic turbu-
lent velocity is represented by the measured depth-averaged

vertical stress, as ut � v0w0		 		1=2. The second formulation in
Eq. (23) (dashed blue line in Fig. 10b) assumes that lateral
transport is driven by lateral shear-driven turbulence using a
conventional mixing length approach, ut� j∂V/∂xjλ0u0v0. The
third formulation in Eq. (23) (dotted blue line in Fig. 10b) is
analogous to νt1 but recast in a parametric form that makes
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use of readily available quantities. Similar to νt1, the third

model (νt3) assumes that bottom turbulence (ut � u* ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
CDV2

p
)

dominates the transport of lateral turbulent fluxes, where u* is
a friction velocity that characterizes the shear at the bed. Con-
sistent with our observations (see Section: Turbulence length
scales), νt3 postulates that the turbulent length (λt) scales with
the local water depth (h). This is in contrast to both νt1 and
νt2, for which the turbulent length scale is given by λt� λ0u0v0, a
measured quantity determined from the lateral stress cospectra
(see Fig. 7b). Note also that νt1 and νt3 are roughly in phase
with the alongshore flow, whereas νt2 has a slight lag as it var-
ies more closely with j∂V/∂xj.

The resulting eddy viscosity models for ADCP 12N are plot-
ted in Fig. 10b as a function of tidal phase. Figure 10c shows a

comparison between the modeled du0v0� �
j
(blue lines) and mea-

sured (u0v0) lateral stress estimates for ADCP 12N (thick black
line). The modeled lateral stresses are obtained by substituting
Eq. (23) in Eq. (22), with order one constants chosen as
α1 = α2 = α3 = 1. Analysis by Amador et al. (2020) gives a drag
coefficient CD = 0.0081�0.0025 in the vicinity of ADCP

locations, which is used here. The water depths at 12N and
12S are 13.2 and 11.7 m, respectively, as shown in Table 1.

From Fig. 10(c), it is apparent that the shapes of the
predicted lateral stress profiles agree well the observational

data, with r2 values of 0.89, 0.81, and 0.84 for du0v01, du0v02, anddu0v03, respectively. Similar results were obtained for ADCP 12S
(not shown), with slightly higher r2 values in all cases: 0.92,

0.85, and 0.89 for du0v01, du0v02, and du0v03, respectively. A statisti-
cal comparison (Diedenhofen and Musch 2015) of the r2

values associated with du0v01 and du0v02 showed the relationships
to be significantly different (p<0.001). No statistically signifi-
cant differences were found between the r2 values

corresponding to du0v01 and du0v03 (p>0.05). The similarity
among the correlations is not surprising, given that both ∂V/

∂x and v0w0 are largely determined by V. The difference

between du0v02 and the other quantities (u0v0, du0v01, du0v03) is pri-
marily associated with the slight phase shift in ∂V/∂x (note

that du0v02 is more heavily weighted toward ∂V/∂x). Overall,
these results suggest that the strongest association is between
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u0v0 and du0v01 which applies νt1, but we note that the simpler
model, νt3, which uses readily available quantities, also
works well.

Discussion and conclusions
This represents one of the first attempts at quantifying the

vertical structure of the lateral Reynolds stresses (u0v0) in the
coastal ocean. In this study, we have assessed the use of an
ADCP for measurements of u0v0 in the presence of surface grav-
ity waves by modifying existing wave-turbulence decomposi-
tion techniques (Kirincich et al. 2010) to enable robust
estimates of the below-waveband stresses. Although instanta-
neous u0v0 estimates suffer from a low signal-to-noise ratio,
tidal phase averaging reduces the noise sufficiently, allowing
for a clear analysis of the lateral Reynolds stresses over the
tidal cycle.

Assessment of the method via comparisons with indepen-
dent ADV-based stress estimates at the 12N and 12S moorings
showed good quantitative agreement over the tidal cycle
(Fig. 8), confirming that ADCPs can effectively resolve lateral
turbulent fluxes and isolate them from wave-induced errors.
Furthermore, results in Fig. 5 indicate that most of the turbu-
lent covariance is explained by low-frequency (below the
waveband) turbulent motions. Therefore, below-waveband
estimates of v0w0, k0v0w0, and of u0v0, k0u0v0, determined empiri-
cally from the phase-averaged cospectra, can be interpreted
and assessed with confidence as reasonably accurate represen-
tations of the actual phase-averaged values. Estimates of u0v0

are roughly in phase with v0w0 and V, and appear to have a
fairly uniform vertical structure with deviations that correlate
with the vertical stresses (Fig. 9i–l) and that suggest an influ-
ence of advection. Note, however, that these estimates repre-
sent local values obtained by point sensors and are not
necessarily representative of reef-scale averages due to the
highly irregular and complex reef topography (Trowbridge
and Lentz 2018). Below, we discuss limitations in the method
along with implications of the results.

Method limitations
The applicability of the proposed method for lateral stress

measurements is principally limited by the geometric length
scale imposed by beam separation (Section: Vertical and lateral
stress covariances from along-beam velocity fluctuations), the wave
cutoff frequency (Section: Wave-turbulence decomposition), the
instrument alignment relative to the flow (Section: Alignment
errors), and by measurement uncertainty (Section: Uncertainty
in stress measurements). Application of the method also
requires careful consideration of potential non-turbulent pro-
cesses occurring at the turbulence time-scales. These can pro-
duce concurrent horizontal velocity fluctuations and
introduce errors into the lateral stress estimates. In this study,
turbulent fluctuations were found to be the dominant source
of velocity covariances at frequencies below the waveband.

Consideration of the pressure spectra indicates that
infragravity motions accounted for less than 2% of total
observed covariance (Section: Screening criteria) and fluctua-
tions due to internal waves were highly unlikely since stratifi-
cation was virtually non-existent during the observational
period (Section: Field deployment).

For this study, the horizontal length scales of the dominant
stress-carrying turbulent motions always exceeded the beam
separation scale and often surpassed the flow depth. The
results of this study showed that the minimum resolved lateral
turbulent length scales were generally greater than the
separation scale of the adjacent beam pairs (over 70% of the
quality-controlled bursts). In other words, the smallest resolv-
able turbulent motions were mostly constrained by the wave
cutoff rather than the beam separation scale. While turbulence
is undoubtedly present at these unresolved scales, the variance
preserving cospectra (Fig. 5c,d) and ogive curves (Fig. 5g,h)
indicate that these residual small-scale turbulent motions do
not contribute significantly to the overall lateral stress. The
method was therefore capable of capturing the majority of the
turbulent stress at frequencies below those corresponding to
the cutoff scales.

As for the uncertainty errors, it was found that lateral stress
uncertainties were higher than the stress estimates for a signif-
icant fraction of the bursts, and about 2.8 times higher than
the vertical stress uncertainties (Fig. 4), likely due to the ADCP
geometry. The limited accuracy of individual lateral stress
measurements renders them unreliable for practical applica-
tions. However, tidal phase ensemble-averaging substantially
reduced the lateral stress uncertainties, resulting in standard
errors well below the estimated Reynolds stresses for the
majority of the ensembles (Fig. 9k,l). We note that phase aver-
aging requires a periodic flow field and may not be appropriate
in many scenarios. Ensemble-averaging by tidal phase could
also bias stress estimates toward periods of stronger tides since
the Reynolds stresses are a non-linear quantity. Our analysis
shows that these effects are minimal, however, for our obser-
vations. Here, both the orientation of the ADCPs (12N, 12S)
relative to the alongshore flow (Table 1) and the hydrody-
namic conditions were particularly well suited for testing our
technique and for elucidating the tidally-varying vertical struc-
ture of the lateral Reynolds stress.

The spectral wave-turbulence decomposition technique
described in this study is also limited by the properties of the
wave field because the unsteady advection of turbulence by
wave orbital velocities can alter the shape of the observed
cospectrum. To ensure viable stress estimates and limit the
kinematic effects of wave orbital motion, we restricted our
observations to instances when σw/jvcj < 2 and σwk0/ωw < 0.5
(Fig. 6). Analysis by Rosman and Gerbi (2017) predicts that
under such conditions, at least 80% of the turbulent covari-
ance is expected to reside at frequencies below the wave peak.
However, it is important to bear in mind that these screening
criteria effectively bias our observations toward times of more

18

Amador et al. ADCP-based estimates of lateral turbulent stresses



energetic flows and weaker waves (Kirincich et al. 2010;
Kirincich 2013). As a result, it is unknown whether the influ-
ence of energetic surface waves affects the magnitude and verti-
cal structure of the observed lateral stresses, though wave
forcing is expected to enhance the near-bed vertical stresses
and increase bottom drag (Lentz et al. 2018; Scully et al. 2018).

Implications of the results
Results presented in Fig. 9i–l illustrate the vertical structure

of the phase ensemble-averaged turbulent Reynolds stresses
resulting from well-mixed (unstratified), tidally-driven flow
over rough coral reef bathymetry for weak swell conditions
(Hs ≲0:6 m) (Fig. 2). Observations of the vertical stress (Fig. 9i,
j) show that v0w0 does not coincide with regions of vertical
shear (S) over a significant fraction of the tidal cycle. This is
indicative of local imbalances between production and dissi-
pation of turbulent kinetic energy, and suggests non-
negligible contributions from advective transport. Indeed,
Arzeno et al. (2018) has reported that advective acceleration
plays an important role in the local momentum budget at
Makua, and is necessary for budget closure at 12S. Recent stud-
ies have shown that irregular roughness induces spatial gradi-
ents in the Reynolds stresses and promotes the production of
turbulent kinetic energy in preferential regions, which
requires the presence of secondary advective velocities (Mejia-
Alvarez and Christensen 2013; Barros and Christensen 2014;
Anderson et al. 2015). Notably, Rogers et al. (2015) suggested
that a similar mechanism was likely responsible for the forma-
tion of secondary circulations over spur and groove morphol-
ogy. Thus, it is likely that the complex, multi-scaled
bathymetric nature of spur and groove formations results in
Reynolds stress distributions that are highly variable in space,
and lead to advective transport by virtue of secondary flows.

For the Makua site, the cross-shore structure of the mean
alongshore velocity and the associated lateral shear are deter-
mined by cross-shore variations in bottom drag (Amador
et al. 2020). Work by Vermaas et al. (2011) and Willingham
et al. (2014) indicate that lateral variations in bottom rough-
ness and the resultant wall stress distribution induce a
corresponding lateral shear, which facilitates a lateral momen-
tum exchange via u0v0. This is consistent with results in
Fig. 9k,l, which show a detectable lateral stress (u0v0) signal
that is sustained by a cross-shore gradient in the alongshore
velocity (Fig. 10a) and that extends throughout the water
column.

Using the estimated turbulent quantities (v0w0, u0v0, λ0u0v0),
the lateral gradient of the depth-averaged alongshore velocity
(∂V/∂x), and assuming a turbulent-viscosity framework (22),
we tested three simple eddy viscosity (νt) formulations (23) to
help elucidate the underlying mechanisms responsible for
generating the observed lateral stresses. The first two formula-
tions (νt1, νt2) were based on estimated turbulent quantities,
whereas the third one (νt3) was based on a solely parametric

formulation. Although all three models satisfactorily repro-
duce the observed depth-averaged lateral stresses (Fig. 10c),
the statistical results (Section: Model for lateral Reynolds stress)
indicate that the proposed bottom generated turbulence

models (du0v01, du0v03) are marginally better than the lateral

mixing length model (du0v02) at capturing the phase variations
in the estimated lateral stresses. The idea that bottom-driven
turbulence modulates u0v0 is also consistent with the experi-
mental results in Fig. 7, which show that the stress-carrying
turbulent horizontal length scales are on the order of the local
water depth O(10 m) and not on the scale of the coastal
boundary layer O(1000m); thus, implying a potential connec-
tion between the bottom-driven turbulence and horizontal
turbulence. Further research is required to examine more
closely the links between v0w0, u0v0, and νt in flow over rough
topography.

Finally, with regard to cross-shelf transport, the role of the
lateral Reynolds stresses can be compared to cross-shore advec-
tive transport via a Péclet number

Pe¼ULx

νt
�102 ð24Þ

where Lx � 103 m is the cross-shore distance from the shore-
line to the ADCPs, and U � 10�2 m s�1 and νt � 10�1 m2 s�1

from our observations (see Figs. 9c,d and 10b). From Eq. (24)
we can conclude that, at Makua, the lateral transport by turbu-
lent mixing is negligible in comparison to the lateral advective
transport over the course of the tidal cycle. However, it is worth
noting that, at Makua, the lateral turbulent diffusivity is in
phase with the alongshore flow, and usually out of phase with
the cross-shore tidal velocities; hence, lateral turbulent diffusion
may dominate over cross-shore advective transport when the
tidal cross-shore velocities are at their minimum. Moreover, tur-
bulent diffusion is an irreversible mixing process, as opposed to
advective transport, which is a dispersive and reversible process.
Furthermore, if we allow the eddy viscosity to scale as νt3 in
Eq. (23) (assuming λ0u0v0 � h), then we may rewrite Eq. (24) as

Pe3 ¼ U

α3C
1=2
D Vβ

where β = h/Lx is the cross-shore seafloor slope. For the
observed conditions at Makua (α3 = 1, CD � 0.01, β � 0.04,
V � 10�1 m s�1), this gives Pe3 = 25. This suggests that lateral
transport by turbulent mixing could be relevant to an impor-
tant subset of coral reef shelves: those with sufficiently steep
slopes and rough bottoms, which are typical features of many
fore-reefs around the world (e.g., Lewis and Hutchinson 2001;
Rosman and Hench 2011; Quataert et al. 2015).

Data availability statement
The data used in this research are available online as part of

the UCSD Library Digital Collections with the identifiers
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