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Multiple factors in second language acquisition:
The CASP model*

LUNA FILIPOVIC AND JOHN A. HAWKINS
Abstract

We propose a new model of second language acquisition consisting of multiple
interacting principles and inspired by work on complex adaptive systems. The model
is referred to as CASP, short for complex adaptive system principles for second
language acquisition. It is informed by a broad range of linguistic and
psycholinguistic research and supported empirically by recent second language
research studies based on a learner corpus. The novelty of our model lies in the
definitions that we propose for a number of general and specific principles of
learning, in the interactions that we demonstrate between them, in the predictions that
we make and illustrate empirically, and in our integration of research findings from
numerous areas of the language sciences. The result is a broadly based theory of LA,
which can potentially solve some of the traditional puzzesin thisfield, e.g., involving
when transfer from an L1 does and does not occur.

1. Introduction

It has been noted many times by different schdlaas second language acquisition
involves the interplay of a number of factors tlsah either facilitate or impede
learning. These include the typological relatiopsbetween L1 and L2, general
principles of learning and critical ages, genemhg@ples of language processing
(production and comprehension), social factors Iving the general environment for
learning, as well as pedagogical factors includearhing methods and materials and
types of assessment. Various proposals have bdeforqard in order to illustrate
how some of these factors interact. In our opintbase proposals have met with only
limited success. The principal reasons are, filnst, not enough of the relevant factors
have been modeled at any one time. And second riealpiesting of the interacting
factors that determine SLA has been limited.

Our goal in this article is to outline a broadlgiskd set of principles for a
multi-factor model of learning in second languageguasition. We have developed
these principles by drawing on a rich set of theoaé insights from numerous
branches of the language sciences, grammaticalthgpology, language processing,
computational linguistics, first language acquasitiand second language acquisition.
We illustrate our findings based on data-driverdisi in the field.

In an important study comparing different theoré¢sSLA Long (1993) was
concerned with the question of how to choose baitwbem and he summarized a
number of assessment strategies for doing thiswaédd argue that there is a more
important priority for future research. Some SLAedhes do indeed stand in
opposition to others. But the data of second lagguaarning are constrained by
multiple factors, psychological, biological, so¢iagrammatical, typological,
educational and pedagogical, and many, arguablyt,mafsthe principles and
generalizations that have been proposed in langaegeisition research are simply
attempting to describe different pieces of this ptex reality. The challenge before
us, we believe, is to show how they interact andkwogether to constrain different



L1-L2 interlanguages and the progression towanals the limitations on, L2 mastery.
That is the goal of this article and of the leagnmodel we present in preliminary
form, namely CASP, short for Complex Adaptive Sgsterinciples (of SLA).

CASP has been influenced by work on complex adapsystems that
originated at the Santa Fe Institute, New Mexiae (Blawkins and Gell-Mann 1992
for discussion of this general approach to the agg sciences and Gell-Mann 1992
for the underlying theory). In Sections 4 and 5prepose our interacting principles
for second language acquisition. They provide enéwaork for better understanding
the relative sequencing in the acquisition of tluenarous properties that constitute
knowledge of an L2. Some of these properties ara wie call “criterial features”, i.e.,
they are important and defining differences betwdiéierent levels of proficiency as
the L2 is gradually learned. A large number of éhdsatures for L2 Englishyis
discussed in Hawkins and Filipévi(2012) (see also Hawkins and Buttery 2009,
2010).

One big unresolved issue involves transfer fromlLthénto L2. Theoreticians
are divided over the extent of its impact, anddh&a that have been reported in case
studies are often puzzling. For some linguisticperties transfer seems to occur
productively (phonetic properties, for example), éhers it is less common or even
unattested. Some L1-L2 pairs reveal it, othersao n

Another point of interesting disagreement withine tiISLA community
concerns the respective roles of ease of processidgase of learning in explaining
second language acquisition. What is the precistigaship between the two? When
do they overlap in their predictions and when deythot? Pienemann’s (1998, 2003,
2005) Processability Theory reduces much or modeaming to processing, and
more specifically to limited processing capacity.

We begin this article with a brief overview of sekxd relevant literature on
multiple factors in language acquisition and theampetition and co-operation
(Section 2), followed by a section on issues arnfihitiens of some key concepts
(Section 3), as a background to our proposed modét. then provide our data and
analysis, first some general principles of the CAS®tel (Section 4) and then more
specific principles following from them (Section. 9he last Section (6) summarizes
our conclusions.

2. Brief literature review

One of the earliest multi-factor models of direelevance for SLA was the
Competition Model originally proposed for first guage acquisition by Bates and
MacWhinney (1981, 1982, 1987). MacWhinney (2009)saquently extended it to
SLA. A key proposal in this model is that languédggrning is based otue validity,
i.e., on the roles that different linguistic formpday in signaling grammatical or
semantic information. Cues can have different wisigh different languages and they
may compete with one another. For example, the wamicue for recognizing a
grammatical subject in English is preverbal positig, whereas in Spanish and
Italian word order is not such a strong cue. Thgahbrelation in Spanish is often
explicitly marked by a preposition whereas the sabjs a simple Noun Phrase or
zero (Spanish being a so-called “pro drop” langaleGerman the case marking of
the definite article is a powerful cue for the sdbj while in Russian it is case
marking on the noun. MacWhinney points out tha ttrucial to establish the relative
cue strength for a given form-property linkage amsl observes how these cue
strengths interact. He proposes a unified moddhrduage acquisition whereby the
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“mechanisms of L1 learning are seen as a substieainechanisms of L2 learning”
(MacWhinney 2005: 49). Even though L1 mechanisnesless powerful in the L2
learner than they were in first language acquisijtibey are still partially accessible
to the L2 learner. His model relies heavily on #fen from the L1, the basic claim
being that “whatever can transfer will” (MacWhinn2g05: 55).

We agree that L1 transfer is one of the centraiofacin SLA, but there are
also many occasions in which it is impeded by a@otactor of relevance to learning,
such as complexity, or infrequency in the inputeTtange and impact of such
interacting and potentially competing forces neledse made explicit.

Another early proposal for multiple factors in lalage acquisition can be
found in Slobin’s (1977pperating principles based on crosslinguistic comparison.
These operating principles are relevant for thengipies of second language
acquisition to be proposed here. They are presag@gneral information processing
constraints that impact language learning and Istgucommunication in general.
Slobin’s four operating principles are (see Sla®77: 186-188):

0] Be clear.

(i) Be processable.
(i)  Be quick and easy.
(iv)  Be expressive.

These principles are formulated in the form of inapiees to the speaker, “Be clear”
etc., but this should not be taken too literallyjolh intends them as descriptive
statements about what native speakers and leaawttslly do and about the
linguistic data they produce. The principles wellsheopose in Sections 4 and 5,
while not formulated as imperatives, will also béered as descriptive statements of
observed behavior, without any commitment being enéml normative agents or
intentionality or to underlying psychological oolagical causes or mechanisms.

Slobin’s principles can either cooperate or competeroduce the observable
linguistic outputs. Commenting on this, Stromqgesal. (1998: 206) observe that, for
example, “Be quick and easy” can put “Be processad risk. The first and second
operating principles, “Be clear” and “Be processabére prioritized in early stages
of language development, while the third and thetfohave “greater relative weight”
in later stages of development (Stromqvist et 88t 206). This is understandable
because “mapping out form-content relations andimgalgourself understood” are,
they point out, priorities in early language acdios. The latter two principles can
also come into conflict, as they show in their gtwdl spoken vs. written language
acquisition. Spoken language is constrained bwcjpies of on-line interaction,
while a high degree of expressivity demands moaengnatical and lexical resources
and also more processing effort and planning tiffleese constraints of on-line
interaction are lifted when composing a writternttex

Slobin’s principles provide a moral and a precédenthe kind of model we
propose in Sections 4 and 5. There are multipléofacat play in structuring the
patterns we observe in second language data, vgbittetimes reinforce one another
but on other occasions come into conflict. We nalsb ask what the key concepts
“be processable” and “be expressive” mean exactty l'ow these factors intergct?
These are some of the questions that our modsltwielarify and answer, in outline
form at least.

The most recent multi-factor approaches to SLA vieas a form of complex
adaptive system in the sense of Gell-Mann (1998%yhich multiple factors interact to
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produce a range of observable outcomes and différeds of interlanguages. Some
of these models are referred toeasergentist (see, for example, Ellis 1998; Larsen-
Freeman 1997; Mellow 2008; O’Grady 2005, 2008).skarFreeman and Cameron
(2008) is explicitly in this tradition. The empiak support for their claims is not

compelling, however, and is based largely on tingitodinal study of a single learner.
The Ellis and Larsen-Freeman (2009) contributio®lt& makes use of connectionist
modeling techniques in psycholinguistics which ctement the more symbolic

approach to the formulation of SLA principles asgwsed in Sections 4 and 5.

These works all recognize the need for multipleenatting factors in
understanding SLA. They differ in the number antlrexof the principles proposed,
in their precise formulation, in the predictiongyhmake for interlanguage data, and
in the range of data on which they have actuallgnbested. The empirical support
offered hitherto is encouraging but still limited.

Contrasting with these integrative and interdisogaly approaches to SLA are
the more traditional and often single-factor thesrihat have characterized most SLA
research-hitherfo. One of the most influential basn the Universal Grammar (UG)
theory of generative linguistics that hypothesiaesnnate language faculty to guide
the learning of languages (Chomsky 1965; Hoeksith Kooij 1988). The learner’s
access to UG is claimed to solve the negative ecel@roblem, i.e., the ability of
learners to learn the limits of grammaticality atal develop intuitions about
ungrammaticality without generally being exposedtdaught about ungrammatical
sentences. The claimed success of UG in explathisgaspect of learning, which is a
remarkable empirical fact that any theory must &waty account for, has been
guestioned by Bowerman (1988) and Hawkins (1988)] anore recently by
Culicover (1999) and Hawkins (2004: 273). In patac, the vast majority of
negative evidence problems for learning involve ngratical and lexical
idiosyncrasies of particular languages, to which jputative innate constraints would
not even begin to apply to constrain learning. Ewample, the grammaticality of
John is likely to pass the exam in English, and the ungrammaticality ofohn is
probable to pass the exam, involves an idiosyncrasy of English raising rules.
Postal 1974):likely triggers Subject-to-Subject Raisingrobable does not. The
problem this poses for learners, namely the absehoegrammatical sentences from
the data, is of the same logical type as that dseth by Hoekstra and Kooij (1988)
involving subjacency constraints on movement ruldsese latter are claimed to be
underdetermined by the data but known innately ioye& of their universality. For
the raising contrasts, and countless others, itkere innate constraint to help learners
out, and yet they figure out the limits of gramroality on the basis of positive
evidence alone. This argues against the role ofrarate UG as a general explanation
for the negative evidence problem.

More generally the precise content of UG has urmegonsiderable scaling
back in recent generative theories (see e.g., Haisd. 2002). In the present article
we remain agnostic about UG and we note only thastrof this second language
acquisition debate becomes moot if the innatenédsnguage is scaled back to
include little more than recursion. The descriptivachinery of generative linguistics,
on the other hand, has provided a rich set of témisthe description of first and
second language acquisition data (see e.g., Radfigd and Hawkins 2001) and we
shall make use of these tools here, without anynsibment as to their ultimate
explanation (see contributions in Hawkins (1988)tfee different possibilities). We
also consider generative-inspired SLA studies teel@ontributed very valuable data
and case studies (Mellow 2008; Hawkins 2001; Wh@#83 and many others) that we
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can draw on. But our approach in this article, gslaened in the Introduction, is a
multi-factor and integrative one, not an opposigiloone as in Long (1993).

Our main emphasis will be on syntactic and semastienomena, i.e., it will
be linguistically based, and on their learning amabcessing, i.e., it is also
psycholinguistically based. This is not to denylessen the importance of the social
dimension in language learning, for example, inftmen of what Larsen-Freeman and
Cameron (2008: 126) call “co-adaptation”, definedtlae linguistic adjustment that
each interlocutor makes to others; see also Atkin&902) for a “sociocognitive”
approach to SLA, and Preston (1989) for an intevafdocial model that accounts for
certain aspects of interlanguage variation. Sedanguage learning can also be
impacted by pedagogical and assessment factorsH@ekins and Filipovd [2012]
for summary and references).

We have offered here only the briefest of literattgviews, in the interests of
space, and we refer the reader to Hawkins andawikip(2012) for a more detailed
summary of relevant research in SLA. We turn nowvtat we consider some key
issues that need to be resolved in this area atdaté believe can be resolved by a
more integrative, multi-factor approach.

3. Some issues in SLA and some definitions
3.1. Transfer and non-transfer

One big issue that is currently unresolved in Se8earch involves transfer. It seems
to occur productively for some linguistic propestievhereas for others it is less
common or even unattested. Some L1-L2 pairs rayeshile others do not.

Transfer plays a central role in MacWhinney's cotitg;en model for L2
acquisition. For Pienemann (1998, 2003, 2005), leweat does not. Transfer from
the L1 is constrained, according to his Processabiheory, by general processing
principles, irrespective of the typological distanbetween L1 and L2. Order of
acquisition in the L2 is guided by a processabititgrarchy that determines if and to
what extent L1 transfer can be expected. The cdtigretmodel predicts that the
learner acquires L2 structures directly in areagrehtransfer is poorly supported
(MacWhinney 1992: 371). For example, there is & lat negative transfer (i.e.,
relatively few errors) in the early acquisitionldt Japanese SOV by English learners
(Kawaguchi 1999, 2002) and this for MacWhinney isoasequence of the emphasis
on the input that fixes the Japanese word ordelefiners in the very early stages of
acquisition (MacWhinney 2005: 60).

As we see it, input may indeed play the cruciaé roére, but this does not
explain why some L1 speakers do nonetheless tratisefe word order preferences
into L2 English whereas others do not. We returthi® puzzle in Sections 4 and 5.

Similarly McDonald and Heilenman (1991: 331) poiotit that English
learners of French L2 abandon their English woidepsstrategies early, particularly
when learning noncanonical orders. And accordingstss (1987, 1989) English
learners of Italian switch to animacy as an eatlg ¢o subjecthood rather than
sticking to their preferred L1 word order cue, wéee Italian learners of English seem
to move more gradually to the dominant word ordattgun of English (Gass 1989:
193). Japanese learners of English acquire SVO nagrigly (Rutherford 1983), just
as English learners of Japanese produce SOV ondesubject omission early, even
though their own language is SVO and non-pro-di@p, English does not permit



subject omission (Kawaguchi 1999, 2002). Englistl dapanese have diametrically
opposed word orders, English being head-initial daganese head-final (Hawkins
1983, 1990). It is often claimed in the literattinat pragmatic or discourse functions
for word order can be transferred from the L1 ib®) but there is disagreement over
whether grammaticalized word order patterns can ldstransferred and under what
conditions (cf. Ellis 2003: 316-317).

Hawkins and Filipou (2012) offer evidence that Spanish learners ofligimg
do transfer their pro-drop patterns along with anhar of un-English word orders,
including what we might call Light NP Shift (thepiy ofI like very much sweets) and
post-posed subjects (of the typesterday came my boyfriend), the motivation for
which is arguably as much or more to do with premes efficiency than with
pragmatics {egf. Hawkins 2004, Wasow 2002). Simyla@ihinese speakers transfer
preverbal PPs as in structures I¥au can by bus get there. On the other hand, there
are numerous examples of L1-L2 contrasts that daasult in transfer effects. These
have been much less discussed in the literaturedhses where transfer does occur,
for understandable reasons, but the non-occurrehtransfer is just as revealing and
as significant for theories of SLA, in some waysrengo, as its occurrence. For
example, Pienemann (2005) gives examples of diftdr# learners of Spanish L2 all
getting the Spanish pro-drop structure from theyveeginning (studies cited in
Pienemann 2005). Japanese learners of English aglisk learners of Japanese do
not appear to transfer their L1 word orders inte L2, however. Spanish, Chinese
and Japanese learners of English derive differenétits from direct learning and we
need to specify why this is so. Clearly we needageh of learning and processing
that can account for these differences and our s this in many cases.

More generally, our model enables us to capture emous phenomena
pertinent to transfer. For instance, definite andefinite articles provide good
examples of L1 transfer, since many languages thekn and there are many
language-specific contrasts here, and hence theisepce or absence in an
interlanguage can often be at variance with theab® convergent with L1 (see
Section 5.1 below). Cross and Papp (2008: 68) shatvChinese learners of English
make significant numbers of errors involving th@mpriate co-occurrences of verbs
with prepositions (they count 20% in their leargerpus). These are often lexically
idiosyncratic in English. They argue that L1 Chimes the reason behind the
omission or inaccurate use of prepositions sinceé3e has fewer words functioning
as prepositions and they are used less frequératyih English.

Summarizing this purposefully brief account, theaarch literature on transfer
in SLA provides us with some intriguing examples wansfers that occur
productively, and of others that do not. There iscinthat is still unresolved at a
theoretical level, therefore, regarding when itws¢ and when it does not, and with
what L1-L2 pairs. In Sections 4 and 5 we incorporand revise some of the ideas
that we have summarized in this section and wega®@ number of different factors
that hold for second language acquisition in gdnére the interaction between them
that determines possible versus impossible intgdages and that predicts when
transfer should, may or should not occur.

3.2.  Processing and learning
Another point of interesting disagreement withie tBLA community concerns the

respective roles of ease of processing and eadeaatfing in explaining second
language acquisition. More generally, what is thecise relationship between these
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two theories? When do they overlap in their preoitt and when do they not?
Pienemann’s (1998, 2003, 2005) Processability Theeduces much or most of
learning to processing, and specifically to limitptbcessing capacity. He states
(Pienemann 2003: 679) that the limited-capacitywid L2 processing constitutes a
basic assumption in his work and in that of numsrother researchers (e.g., Clahsen
1984; Krashen 1982; VanPatten 1996; Bates and Mauwi 1982). Pienemann
argues further (2003: 679) that his Processabilitgory makes “testable predictions
for developmental routes across typologically défé languages” and it “applies to
L2 as well as to L1 acquisition”. In other wordg tlaims that these central facts
about learning follow not from a theory of learninigut from processability.

We share Pienemann’s view that a lot of learnisng &d should be explained
in terms of processing, but learning and processirg nonetheless distinct, in
principle, and we do need theories of both, evenigh their effects may sometimes
be hard to tease apart. In fact, equating easeffarutty of learning with ease or
difficulty of processing seems to fail in both ditiens.

For example, the learning of morphological irregties is hard
(sing/sang/sung vs. walk/walked, mouse/mice vssénouses, etc.) and children will
go through a stage of regularizing themy (cf. Anderd992 for a literature review),
but once learned they are often easy to procesacoaunt of the frequency and
entrenchment of irregular forms (see Bybee 2007pnv€rsely, semantically
transparent forms, with a one-to-one mapping batwieems and their meanings
(Slobin 1973, 1985; Andersen 1984), facilitate méag. Yet processing is often easier
when surface forms are reduced and shorter andttaasparent, namely when
semantic interpretations can be readily inferdstin is eager for John to please is a
semantically transparent structure with the subgécpleasing expressed explicitly
and overtly in the infinitival phraselohn is eager to please is arguably easier to
process because fewer words need to be procesdditi@assignment alohn as a
subject argumerntb please can be inferred clearly and unambiguoushs(cf. Kas
2004: 162-164). The one-to-one mapping principhs wmtroduced by Slobin (1977)
in a first language context. He argued that thdwiggtive nominal morphology of
Turkish (one case form for each case, nominativeugeaccusative, etc.) is easier to
learn than the many-to-many mappings of rich inftew@al languages like Russian
(one case property being conveyed by many forms,form often conveying many
cases). Evidence for the simplicity of one-to-onappings has been replicated for
second language acquisition by Andersen (1984) states that “[a]n interlanguage
system should be constructed in such a way thamtanded underlying meaning is
expressed with one clear invariant surface fornriqérsen 1984: 79).

A second point to mention in connection with Pesability Theory involves
the central notion of limited processing capacifhere almost certainly are such
limits, but attempts to define exactly what theg drave proven to be extremely
difficult (efgHawkins 1994, 2007 for critical digesion of proposed working memory
limits for word order processing that are countereglified in languages other than
English). Those who propose such theories genemlly up defining a relative
ranking of processing difficulty, among the perguttoptions, rather than making a
concrete proposal for a well-defined upper limattexcludes certain structural types
as unprocessable. Pienemann does this as welhgifirocessability hierarchy.

Discussions of processing difficulty are furthempounded by general issues
in language processing research that have not gen besolved. Hawkins (2011)
provides a brief summary of some of these. Theyude the sometimes quite
different empirical findings associated with ditfet methodologies. On-line
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experiments, acceptability judgments and corpua dateal quite distinct patterns for
the “weight™-based syntactic constructions discdsse Hawkins (2011); see also
Konieczny (2000) and Francis (2010). Some modealadanore on the integration of
on-line material (Gibson 1998, 2000), others onphelictability of what lies ahead
(Hale 2001; Levy 2008), some on the speaker’s et in production (Wasow
2002), others on the hearer and comprehension (iHawl©94). These contrasting
data and assumptions are discussed in Hawkins Y2@ilWwhich the reader is referred.
Until these larger issues are resolved it wildif&cult to define with certainty

what the predictions of “processability” and of eand difficulty in processing are
and to compare them with the predictions from legyrand learnability, which also
involve different perspectives and unresolved issak their own (see Reali and
Christiansen 2009; Stabler 2009). In the interiere¢hdo appear to be large areas of
overlap in the mechanisms of learning and procgssind in their respective
predictions for SLA, but equally clearly there amme differences between them.

3.3. Complexity and frequency

Two factors that play a central role in any modgllamguage use and language
acquisition are simplicity/complexity and frequehegfrequency. Often they correlate.
Simpler structures are generally used more fredqpéwtasow 2002; Hawkins 2004)
and are acquired earlier (Diessel 2004; Hawkins Rhgovi¢ 2012). Complex ones
are infrequent and acquired later. There are césgever, in which the correlation
fails. For example, Diessel (2004) shows for filwhguage acquisition that in a
number of instances simplicity does not correlati Wequency, i.e., more complex
structures are acquired earlier on account of freguency.

As in the previous section on processing and legina prerequisite for
assessing the relative weight of two major factsugh as complexity and frequency,
requires a general theory of each. In the casemptexity, this means answering the
guestion: what exactly does “complex” mean? Fomguency, the situation is
potentially easier, although the universe of congoar for linguistic items relative to
which frequency is calculated is never straightfamav A key question is therefore
what exactly is complexity and how do we define it?

Consider first a clear example. Tough Movemenicstires in English (such
asJohn is easy to please) are complex in their grammar and are hard togss@and
learn. Children initially interpret the surface gdt John as the subject cdasy and
not as the object db please, moving gradually to adult-like competence. Inesth
words, they first assign the more frequent, andpokm and unmarked interpretation
to this adjacent subject-predicate pair (Andersd@®52. For second language
acquisition Callies (2008) has shown, on the bakis study using a learner corpus,
that Tough Movement structures are acquired lat&é&ynan learners of English and
are significantly underrepresented in the writinfsven advanced German learners.

More generally Mellow (2008) describes a revealtage study of relevance
to syntactic complexity in the learning of EngligHe shows how a 12-year old
Spanish learner gradually acquires syntactic degaids, including control
structures in verb and adjective complements andynagher structures, and argues
that complexity results in later acquisition.

Some issues that complicate a general definitfocomplexity are discussed
in Hawkins (2009), for examplieade-offs. Simplicity in one part of the grammar is
often matched by complexity in another. Englishnsitve NP-V-NP sequences
regularly have an Agent-Verb-Patient interpretatias in The king attacked the



enemy, but often they must be mapped onto complex argtisteuctures in ways that
many (indeed most) languages do not permit, evérsely related languages like
German (cf. Hawkins 1986; Miuller-Gotama 1994). Soess common theta-role
assignments to transitive subjects that are gramatan English but ungrammatical
in most other languages aréhis tent sleeps four [Subject = Locative]A few years
ago a penny would buy two to three pins [Subject = Instrument]The book sold
10,000 copies [Subject = Theme]. There are more argument strectypes to be
linked to NP-V-NP than to the corresponding trawmsitclauses of languages with
only Agent-Verb-Patient interpretations, which addsgth and complexity to the
grammar of English (as discussed in Dahl 2004).

This also makes processing more difficult. AssignanLocative to a subject
NP or an Instrument requires access by the procésgbe verbs in these sentences,
to their lexical semantics and co-occurrence stinegtand also possibly to the post-
verbal NP. More disambiguation must be carried lmuthe English processor, and
greater access is needed to more of the surfagetgte for this disambiguation
(Hawkins 2004).

It is trade-offs like this that make it difficulof us to give a definition of
overall complexity for a grammar and that resulimiesolvable debates over whether
some grammars are more complex than others, wheme i8 no clear metric of
overall complexity for deciding the matter.

These difficulties in defining overall complexishould not prevent us from
appealing to the complexity of certain individuahstructions or meanings, however,
when there is ample empirical evidence to backiepcbmplexity claim, as there is in
the Tough Movement example. This evidence can cisame grammar alone, from
crosslinguistic distributional evidence, from press®g, and from acquisition. There
is an emerging consensus in the literature thatptexity does have measurable
consequences in all these areas, in the form oérfdanguages with the complex
pattern in question, greater processing difficudtyd later and more errorful first and
second language acquisitiony(cf. Hawkins 2004; Hasvknd Filipowé 2012) .

3.4. Complexity and efficiency

A final issue in this section that will be relevafdr our model involves the
relationship between efficiency and complexity. STt discussed in Hawkins (2009)
(see also Hawkins 2011). He argues that metricooiplexity need to be embedded
in a theory of efficiency, and that efficiency amot complexity is the larger and more
inclusive notion. Efficiency relates to the mossiodunction of language, which is to
communicate information from the speaker (S) tohbarer (H). He proposes that:

a) Communication is efficient when the messagenaee by S is delivered to H
in rapid time and with minimal processing effort;
b) Acts of communication between S and H are gdigeoptimally efficient;

those that are not occur in proportion to theirrdegf efficiency.

Complexity metrics, on the other hand, are basedhengrammar and structure of
language. An important component of efficiency wgften involve structural and
grammatical simplicity. But sometimes communicateféciency requires the use of
structures that are more complex, for example wehbrarer needs more detailed and
explicit information about a referent or event. Nophrases whose referents are
unfamiliar or inaccessible to the hearer requiregly and more complex structures
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(e.g.,the professor that | bumped into this morning) compared with those that are
familiar and accessible (such &s); see Hawkins (1978, 1991), Ariel (1990).
Efficiency also involves additional factors thattetenine the speaker's structural
selections includingspeed in delivering linguistic properties in online pessing;
fine-tuning of structural selections to frequency of occuregnaccessibility and
inference; andew online errors or garden paths. These factors interact, sometimes
reinforcing sometimes opposing one another (seekk@2004, 2009 for details).

4, The CASP model: General principles

After this brief review of relevant research andteftain issues in SLA, first language
acquisition, language processing, typology and derily, we can now propose some
principles of our model. Some of these principlesenbeen discussed in previous
corpus-based studies (e.g., Hawkins and Butter@;2B@wkins and Filipovi 2012).
What is novel to our approach is the breadth aiofacto which we appeal, as well as
details of the proposed formulations and the imtéva between principles. As we
pointed out in the Introduction we refer to our rebds CASP, short for “Complex
Adaptive System Principles of SLA”, since it follewthe general logic of complex
adaptive systems (Gell-Mann 1992). The model ctsmstd four very general
principles that we propose in this section. Morecsiic subprinciples following from
them are discussed in the next (Section 5). Théyal@ossible versus impossible,
and likely versus less likely, acquisition stagesl anterlanguages and they are
offered here as a first attempt at a predictive ehddr the relative sequencing of
learner data.

The first general principle we propose is princiA¢:

(A)  Minimize Learning Effort (MiL)
Learners of a second language (L2) prefer to memearning effort when
they learn the grammatical and lexical propertiethe L2.

Learning effort can be minimized in a number of wayt is minimized when
grammatical and lexical properties that are shdretlveen L1 and L2 can be
transferred directly into the L2, thereby explaitipre-existing knowledge from the
L1 (see subprinciple (1) in Section 5.1). It is imized when properties of the L2 are
frequently occurring in the L2 input, which increastheir exposure and with it the
ease of learning (subprinciple (2), Section 5.2)s Iminimized when structural and
semantic properties of the L2 are simple rathen thamplex (subprinciple (3),
Section 5.3). These specific principles followingrh principle (A) will be defined
and illustrated in the next section.

Note that principle (A) is intended as a descviptstatement that captures
observed patterns and preferences in second laaegletg. There is no suggestion
here that learners are consciously or intentiorstliving to comply with (A), or are
taught to comply with it, for this principle or fothers in this article.

The second general principle is (B):

(B)  Minimize Processing Effort (MiP)
Learners of a second language (L2) prefer to maenprocessing effort when
they use the grammatical and lexical propertieshef L2, just as native
speakers do.



Even when more complex properties have been leaahesh acquisition stage, L2
learners will still prefer to use simpler propestigust like native speakers do.

We have seen some real debate (Section 3.2) oeeretkent to which
developmental stages in SLA are shaped by easeoégsing or by ease of learning.
This is a big and complex issue in psycholingusstgenerally. Our view, as
mentioned above, is that there is a clear needbdtin a theory of learning and a
theory of processing, given certain dissociatiortwieen them, but that their
predictions for the observable outputs of secomdyuage acquisition will often
overlap. Infrequent items in the input will be harrdo learn and also harder to access
and process. Complex grammatical and lexical ptagsewill also be harder to both
learn and process.

Principles (A) and (B) are, in essence, princigéseast effort. If these were
the only principles determining learning and prdaut, however, our learner corpora
would reveal increasingly minimal outputs. Clearlyey do not. As Hawkins and
Filipovi¢ (2012: Ch.2.2.) point out, MLUs (i.e., mean lengthutterance figures)
increase at higher proficiency levels, and great® is made of less frequent and
more complex structures and meanings. The reasenswggest, is that second
language learners are always striving to increlasie éxpressive power in the L2, and
to behave like native speakers, which means legrana using the mix of infrequent
and frequent, and complex and simple, linguiseems, just like native speakers do.
This is captured in principle (C).

(C)  Maximize Expressive Power (MaE)
Learners of a second language (L2) prefer to maarthieir expressive power,
i.e., to formulate in the L2 whatever thoughts theyuld wish to express in
the L1, and to perform the same language funciasnisl users.

We shall not delve into the thorny issue here oatwthe term “native speaker” can
mean in SLA. We simply view it as an ideal towavdsich L2 learners can aspire
even though not all native speakers have necegsatihined it, given their
educational and social backgrounds (for an in-defgiv and analysis see Davies
1991). As a result of principle (C) successive a$agf acquisition reveal increasingly
complex sentence structures for the expressionaséasingly complex thoughts and
language functions. This principle stands in pha@position to principles (A) and
(B), therefore, and results in increasingly morenptex, less frequent and more
native-like L2 outputs.

There is another general principle that is somegimpposed in its predicted
outputs to principles (A) and (B), and that invaveot expressive power per se, i.e.,
semantics, but the efficient delivery of meanings real time between given
interlocutors. We propose principle (D) in this tet.

(D) Maximize Communicative Efficiency (MaC)
Learners of a second language (L2) prefer to madntheir communicative
efficiency in relation to the hearer and his/hentaémodel.

Our definition of communicative efficiency is based Hawkins (2004, 2009), see
Section 3.4 above. Communication is efficient whemessage (M) intended by the
speaker (S) is calibrated to the hearer's (H) nemdael in such a way as to achieve
accurate comprehension of M with rapid speed ared l#ast processing effort



compatible with H's mental model. The need to comigate efficiently with a given
hearer on a given occasion results in sometimes,ngmmetimes less processing
effort, in partial opposition to principle (B). Ratthe different referring expressions
the professor that | bumped into this morning versushe. The result is sometimes more,
sometimes less, complex expressions. Principleig@Jso evident in certain checks
on negative transfer (see Section 5.5).

5. Some specific principles and supporting patterns

In this section we present and exemplify some nspexific principles (building on
those of Hawkins and Filipo&#i2012) and crucially, we explain how they deriventr
the general principles of the CASP model discusséie last section.

5.1. Maximize Positive Transfer
Ouir first specific principle is Maximize Positiveansfer (1):

(2) Maximize Positive Transfer (MaPT)
Properties of the L1 which are also present inlLikere learned more easily
and with less learning effort, and are readily $farred, on account of pre-
existing knowledge in L1.

When properties are shared between L1 and L2 wergliy expect to see earlier L2
acquisition, more of the relevant properties bdemyned, and fewer errors, unless
these shared properties involve e.g., high compleand are impacted by other
factors such as (3) below. Properties that areshated will be harder to learn on
account of the additional learning that is requieghin in general.

Principle (1) (MaPT) derives from general principgld) MiL, therefore.
Positive transfers are advantageous for learning.Wiiuld argue that they are also
good for processing since processing effort is minéd when transfers are positive.
Processing mechanisms that are already being osg@ddduction and comprehension
in the L1 can be applied directly to the processihgg2 in this way, reducing overall
processing effort, in accordance with general mpledB) MiP. Furthermore, positive
transfers enhance the expressive power of the atimenL2 user, in accordance with
principle (C) MaE, by capitalizing on native spealexpressiveness in the L1.
Communicative efficiency can also be maximized bgifive transfers, see principle
(D) MaC, in the event that the non-native L2 usan transfer L1 efficiency routines
for the appropriate selection of these positivepproes. In short, while Maximize
Positive Transfer may be motivated primarily by g principle (A) MiL, it is also
reinforced by general principle (B) MiP, by genegpaihciple (C) MaE, and even by
general principle (D) MaC. Everything convergegmnaourage it.

For some relevant data, consider the learning fafitke and indefinite articles
in English (discussed in Hawkins and Buttery 2040 Bawkins and Filipovi 2012).
The English articles are easier to learn when théas the same grammar and usage.
This is illustrated in Tables 1 and 2 (adapted fidawkins and Buttery 2010) which
give sample learner data from L2 English involvthg presence versus omission of
definite and indefinite articles by speakers o$tfilmnguages with articles (French,
German and Spanish) and without articles (Turkisipanese, Korean and Russian) at
five successive stages of learning. The missirigraener error percentages are very



low at all proficiency levels for the L1s with silawi article systems to English but
they are significantly higher and show a generadr improvement from level 3 to
level 6 proficiency for the L1s without articles.

Table 1 .Missing determiner error percentagesfor L1swith articlesin L2 English

Missing Level 2 Level 3 Level 4 Level 5 Level 6
“the”

French 4.76 4.67 5.01 3.11 2.13
German 0.00 2.56 4.11 3.11 1.60
Spanish 3.37 3.62 4.76 3.22 2.21
Missing

“g

French 6.60 4.79 6.56 4.76 3.41
German 0.89 2.90 3.83 3.62 2.02
Spanish 452 4.28 7.91 5.16 3.58

Table 2 Missing determiner error percentages for L1swithout articlesin L2 English

Missing Level 2 Level 3 Level 4 Level 5 Level 6
“the”

Turkish 22.06 20.75 21.32 14.44 7.56
Japanese 27.66 25.91 18.72 13.60 9.32
Korean 22.58 23.83 18.13 17.48 10.38
Russian 14.63 22.73 18.45 14.62 9.57
Missing

“g

Turkish 24.29 27.63 32.48 23.89 11.86
Japanese 35.09 34.80 24.26 27.41 15.56
Korean 35.29 42.33 30.65 32.56 22.23
Russian 21.71 30.17 26.37 20.82 12.69

These results support principle (1) MaPT. Speakéfsrench, German and Spanish
already know many of the rules and conventions using English definite and
indefinite articles, because they overlap signiftbawith their own L1s. There is
much less learning required for these speakersftiraspeakers of Turkish, Japanese,
Korean and Russian, whose languages do not hawetdeind indefinite articles, and
for whom learning is more effortful. This is shownthe error rates.

Principle (1) asserts that there will be learnattyantages whenever L1 and
L2 share grammatical and lexical properties. Slgaoh grammatical and lexical
properties between L1 and L2 does not automaticalyan that there will be early
transfer of these (positive) properties. This isduse there are other factors with
which principle (1) MaPT interacts, such as pritesp(2) and (3) below. Complex
linguistic units and properties, for example, coaxptonsonant phonemes or complex
lexical meanings shared between L1 and L2 may adtdnsferred early on account
of their complexity. Eckman (1984) provides releivjphonological data here showing
that Persian learners of English did not initiatisansfer the voiced-voiceless
opposition in word-final obstruents from Persiatnih2 English, even though both
languages share this crosslinguistically marketufea Kellerman (1983) has shown
that more complex and non-core lexical meaninggedbs likebreak are not initially
transferred from L1 Dutch into L2 English, desphe fact that these two languages
permit the same semantic extensions for this vEne principles of a multi-factor



model can be in partial competition like this, aht can result in different possible
outcomes depending on their relative strengths. Gleater the complexity, for
example, the more it will resist positive transfer.

5.2.  Maximize Frequently Occurring Properties
Our second more specific principle is (2) (see Haw/land Filipowt 2012):

(2) Maximize Frequently Occurring Properties (MaF)
Properties of the L2 are learned in proportionhirtfrequency of occurrence
(as measured, for example, in the British NatioBatpus): more frequent
exposure of a property to the learner facilitatess [earning and reduces
learning effort.

More frequent properties in the input will accoglinresult, in general, in earlier L2
acquisition, in more of the relevant propertiesngelearned, and in fewer errors.
Learning is more effortful for learners when prdpesr are infrequent in the input, i.e.,
this principle derives from general principle (A)IMThe learning of high-frequency
properties also reduces processing effort when #rey being used, however, in
accordance with general principle (B) MiP.

In our summary of MacWhinney’'s (2005) competitiorodel for first and
second language acquisition (Section 2), we saw ghammatical properties are
acquired early when they are used frequently ane lmegh cue validity. This was
exemplified for the expression of basic argumetdti@s and thematic roles, agent
versus patient, etc. Different languages use diffestrategies here, basic word order,
agreement, animacy, etc., and they conventiondlizen to different extents, with
more or less cue strength and frequency. It apgbatdearners are sensitive to these
cues and they acquire relevant properties rapidignavthey are frequent. Not only
does this reflect principles (A) MiL and (B) MiR,also supports our communicative
efficiency principle (D) MaC: learners want theanengs of their basic clause types
to be readily understood by native speakers, afidiezft communication requires
rapid learning of cues that are appropriate forLthe

Further support for principle (2) MaF comes frorstady by Williams (2007),
summarized and discussed in Hawkins and Filip@2012: 89-90). This study is
based on the Cambridge Learner Corpus (CLC), whmhtains over 40 million
words of learner data at all levels of acquisitiomm over 130 typologically and
genetically different languages and which is coneplosn standardized written exams
by Cambridge ESOL. Williams examines the acquisitih new construction types in
English, described and parsed in terms of verbamHwence or “subcategorization”
frames, appearing at the levels 2, 3 and 4. Tha date based on the first/earliest
occurrence in the corpus. At the earliest level @) find simple and frequently
occurring intransitive sentences typés {vent), transitive typeshe loved her), and
basic three-place predicate types with a prepositiphraseshe added the flowers to
the bouquet). At the higher levels (3 and 4) we see more cempind less frequent
sentence types, for example, with different emhbmagklihe explained how to do it, he
asked whether he should come, he told the audience that he was leaving) and
gerundive verbs with —ind ¢aught him stealing, they worried about him drinking). It
turns out that there is a precise correlation betwibe order of acquisition and degree
of frequency in the input, in accordance with Maggq Williams 2007).



5.3.  Maximize structurally and semantically simple properties

Frequency and structural complexity are often isgBr correlated in language use,
i.e., the more complex a structure is, the lesguieetly it is used (for relevant data see
Hawkins 2004 and Wasow 2002). The progression vingl frequency in native
corpora also appears to correlate, in general, thighincreasing complexity of these
verb co-occurrence frames in the learner data faekins and Filipowi 2012).
Learners of English first learn the simpler co-acence frames of English before
they learn more complex ones. But simplicity/comjileand frequency/infrequency
are not always aligned (see Diessel 2004 for sdiongrative dissociations between
frequency and complexity in first language acqigsit, and definitions of complexity
are not always in agreement with one another (@@&i3). Frequency effects can be
more readily observed and quantified, so we do resgmarate principles here, for
theoretical and methodological reasons. Our thirdremspecific principle is
accordingly (3) (see Hawkins and Filipé\2012):

3) Maximize Structurally and Semantically Simpleperties (MaS)
Properties of the L2 are learned in proportionh@irt structural and semantic
simplicity: simplicity means there are fewer prdp to be learned and less
learning effort is required.

We expect simpler properties to result, in genanadarlier L2 acquisition, in more of
the relevant properties being learned, and in feavears. Learning is more effortful
for complex structures and meanings as there are properties to be learned, i.e.,
principle (3) derives from general principle (A) Milt also follows from general
principle (B) MiP, since processing effort is mima®d when structurally and
semantically simple properties are used, and tre¢eped use of simple properties
may also make communication more efficient, in agdance with general principle
(D) MaC.

For instance, simpler consonants as well as simg@asonantal distinctions
are often acquired earlier than more complex okeg&rhan 1984). On the syntactic
level, Mellow (2008) showed in his case study df2ayear old Spanish learner of
English that complex syntax, including complex sgtit dependencies, was acquired
relatively late. A further example is Tough Movernélohn is easy to please), which
is also acquired late in both first and second Uagg acquisition (Anderson 2005;
Callies 2008). This and other types of “raisingustures, Subject-to-Subject Raising
(John is likely to pass the exam) and Subject-to-Object Raising lfelieve John to be
sick) are analyzed in more detail in Hawkins and Fiigd2012: 121-127). All these
raisings involve complex displacements of argumdrdsn a lower clause into a
higher clause in which they do not engage in norseahantic relations with their
matrix verbs and adjectives (it is not the casedblan islikely in any sense, nor that |
necessarilypelieve John). They also involve surface syntactic ambiguityween the
raising interpretation and the more common “coitnehttern in which surface
arguments do contract normal semantic and syntadiations with adjacent
predicates (see Chomsky’s 19¥hn is easy to please vs. John is eager to please; cf.
also Hawkins 1986).

Hawkins and Filipod (2012: Ch.7) give examples from their empirical
corpus study, which show when raising structuresawt of the different types are
first attested for an illustrative set of raisingggers taken from Postal (1974). For
example, Subject-to-Subject Raisirgjl( is likely to pass the exam) first appears at



level 3, but solely with the verseem and the adjectiveupposed. The majority of
verbs @ppear, cease, fail, happen, prove, turn out) and adjectivescértain, likely, sure,
unlikely) that trigger this construction occur at level 4isTéonfirms a point that has
been stressed in Hawkins and FilippyR012) and also by others (e.g., Ellis and
Larsen-Freeman 2009): we need to consider bothmgedical constructions and their
lexical triggers when making claims about stagesazfuisition (and about criterial
differences between levels in SLA). Hawkins andgpBVi¢ (2012) report that Subject-
to-Object Raising I(want him to do his homework) is attested with three lexical
triggers at level 3ekpect, want and like), but the remaining nine in the set of 12 we
looked for are level 4ifiagine, prefer) or later (level Selieve, find, suppose, take and
level 6 declare, presume, remember). Thus the classification of Subject-to-Object
Raising as a level 3 feature would be correct ggested in the study by Williams
(2007), but this is valid only for its first appeace: most instances occur later,
sometimes significantly so at levels 5 and 6.

By the same token, Subject-to-Object Raising plassRe (e.g.He is
expected to arrive early) is first attested at level 4, while most of thigdering
predicates actually occur at level &gumed, discovered, felt, found, proved),
and most (three) of the five attested Tough Movédrtrgggers (as imhisgameis
easy to play) in our sample are level difficult, good, hard).

The fundamental point to make in this context &t tih is vital to search for
lexically specific syntactic patterns when trying to determine whether a particular
structure has been acquired, and to what extecbn&truction may be present with
only one or very few verbs at first, but this ist mufficient to conclude that the
construction has become a productive part of theb’s grammar.

We see a similar pattern of development in lexgamantics: simpler and
more basic meanings for verbs are acquired eathan their more complex
extensions. For instance, as illustrated in Capél?) and Hawkins and Filipavi
(2012) we can map the learner lexical progressgingulearner corpora. For instance,
Capel (2012) shows that the acquisition of the \sedak is registered at level 2 in its
basic physical sense (e.greak a glass). Break in the extended sense of ‘interrupt’ is
level 3 (e.g.,break the routine) and in its extended sense of ‘end’ at level 4.(e.
break an agreement). The idiomatic meaning direak as inbreak the bank is first
found at level 5 while an original figurative/mekeyical use lfreak the wall his fears
have forced him to create) is level 6 (see Capel 2010, 2012 for furthetails and
analysis; see also Hawkins and Filipp{2012: Ch.8) for many further examples of
such lexical progressions).

It is important to combine lexis and grammar whessadibing the latter
because a given construction type may appear larganoficiency levels with only a
limited set of triggering verbs, generally the mdstquently occurring ones, in
accordance with principle (2) MaF. We thereforeche®edocument the expansion in
usage for constructions, just as we do for word$ @neir meanings, by showing
which additional verbs are found in particular domstions as learning progresses.

An important parallel can be drawn between ounlte®n L2 acquisition and
those of Tomasello (2000, 2003) on L1 acquisitide. argues that children’s early
language does not revolve around abstract categane rules but rather around
specific lexical items and expressions. Child leasrfirst acquire some constructions
with specific verbs, others with other kinds oftv&rand they are conservative in their
usage in the early stages but start extending sheoticonstructions with more verbs
as they progress



In Section 3.2 we emphasized the need to defitie dtheory of learning and
a theory of processing, since certain linguistiemqpimena are easier to learn but
harder to process, and vice versa. There appearstheless to be a large overlap
between the predictions for learning and for preces since the striving for
simplicity impacts on-line processing just like itnpacts learning. Infrequent
linguistic items and their meanings are harderearri and harder to access and
process, in general. More complex structures ardelngo learn and also harder to
process, and they are rarer in corpora as a réhilt. all makes it difficult to tease
learning and processing apart. We are not goingetmlve this major issue in
psycholinguistics in the present context. For acessing counterpart to specific
principle (3) the reader is referred to Hawkins &ilgbovi¢ (2012).

5.4. Negative transfer and its constraints

When grammatical and lexical properties are shdradsfers from L1 into L2 result
in positive, i.e., correct, properties of L2 beiegrned in a simple and efficient way.
However, when properties are not shared, and #msfer still takes place, this results
in negative or incorrect properties in the L2. Wavdn argued that positive transfers
are maximized on account of general principle (Ahikhize Learning Effort, i.e.,
they are always advantageous for learning, anddheyurther motivated by principle
(B) Minimize Processing Effort, principle (C) Maxire Expressive Power, and also
principle (D) Maximize Communicative Efficiency.

Negative transfers appear to be a different, hewdwom a purely empirical
perspective we cannot say that they are maxima®gositive transfers are, since we
have seen (Section 3.1) that sometimes they octisametimes they don't. This is
one of the central unresolved issues in SLA. Cyeaulr model must be set up so that
it allows negative transfers on some occasionsnbtibthers. The general and more
specific principles defined in this article can fhels understand this interplay of
forces and make some predictions.

We see negative transfers as being motivated byddstre to maximize
expressive power (principle (C) MaE) and also toxim&e communicative
efficiency (principle (D) MaC) in an L2 system thas been incompletely learned,
while at the same time minimizing learning effgstifciple (A) MiL) and processing
effort (principle (B) MiP). In other words, the sangeneral forces that structure
positive transfers do structure negative transfesswell. The major difference
between them is that there are real limitations expressive power and on
communicative efficiency that can be conveyed bygudistic properties that are not
actually part of the L2 and not used by its nathpeakers. When native speakers
communicate with L2 learners they can tolerate @mdpensate for departures from
the native language conventions to a certain extent some occasions, however,
when learners’ outputs depart too radically froma thative speaker’s conventions,
learners are not understood. Learners accordingiyiee a sensitivity to the native
speaker’s ability to compensate for these violaionconventions of grammar and
use, and it is this, we would argue, that ultimatéétermines whether and when
negative transfer can occur. Our principle (4) fagative transfers captures this
interaction among general principles of the CASRIeh¢hat can result in errors:

4) Permit Negative Transfer (PNT)
Properties of the L1 which are not present in tt#® dan be transferred,
resulting in errors, as learners strive to achiaweexpressive power and



communicative efficiency in L2 comparable to thatheir L1 (see principles
C and D), while minimizing learning effort (seeriple A) and/or processing
effort (see principle B).

Consider phonology. Substitutions of L1 consondikés|t] or [s] or [f] for L2 [6] in
words such as Englighin minimize learning and processing effort for leasnghose
L1s do not have this consonant, and they succeegpressing the word in question,
generally with communicative success (see Lado%5T] discussion of relevant
languages and interlanguages). In syntax Spaniskdmop (e.g., ks a beautiful
country for it is a beautiful country) is often transferred into early L2 English to
express the proposition in question and the remotaéhe subject does not impede
communicative success. This structure is simplan ks English counterpart with an
overt subject, and transfer is not blocked, as ipted by our principle (3) MaS.
Similarly, many article omission errors do not dimsh expressive power and
communicative success, and at the same time theynme learning and processing
effort through the transfer of L1 structures, epgece of X for a piece of X by Serbian
learners (see also Tables 1 and 2). By contrasheSé prenominal relative clauses do
not result in errors whereby the Englisian whom the woman loves is changed into
its Chinese prenominal counterpathe¢ woman loves whom man, and this is in part
because this is a complex and typologically markedcture in Chinese (Hawkins
1999, 2004). Complex lexical or constructional megs in an L1 without an L2
equivalent will not generally transfer negativetyy account of principle (3) MaS or
on account of their infrequency (2) MaF. Similaclymplex structures and meanings
may not immediately transfer from L1 to L2 even wiikey are shared, in opposition
to principle (1) MaPT. What this all means is tpainciples (2) and (3) can block
both positive and negative transfers into L2.

We can also account for errors like the overusepicalization by Chinese
learners and by French learners (see Trévise 18868)the underuse of the passive by
Hebrew learners (see Seliger 1989). None of thessfers in usage affect the ability
of learners to make themselves understood by taeeheGrammatical errors or usage
differences that do not affect communication mdkezibe eliminated at later stages
or they may persist throughout acquisition (asadase of many uses and misuses of
the articles).

We propose specific principle (5), which derivesoni the need for
communicative efficiency (principle D), and whichimately reflects the sensitivity
of learners to their native speaking interlocutmmd their tolerance for errors:

(5) Communicative Blocking of Negative Transfer (OB
The transfer of negative properties from L1 to EZiltered in proportion to
communicative efficiency (principle D): the more &t property impedes
efficient communication in L2, the less negativansfer there is.

Consider the basic word orders of English and JegmnThese languages have
mirror-image word order patterns, head-initial wsrdhead-final, that are equally
simple and productive: [went [to [the cinema]]] ses [[[the cinema] to] went], see
Greenberg 1966; Dryer 1992; Hawkins 1983, 1994 4p08ead-final orders are not
transferred into L2 English by Japanese learnetaus®, we argue, that would result
in extreme communicative inefficiency: speakersngsiapanese word orders in
English L2 would simply not be understood! By casty head-initial word order
variants of Spanish that lack precise counterparnglish (e.g.] read yesterday the



book) are negatively transferred into L2 English, siticey do not impact efficient
communication.

We predict that because Japanese is a head-fimnglidge, the contrast with
the mirror-image word order patterns of Englisbassiderable and transferring head-
final patterns into a head-initial language like gish, and vice versa, would
significantly impair communication. This is whyistimperative for Japanese learners
of English, and English learners of Japanese, tise correct basic word order in
their L2s early. On the other hand, speakers ofanfjuages with flexible SVO like
Spanish do not have the same incentive, becausevelven they transfer incorrect
orders from their L1s into a fundamentally similaead-initial English L2,
communication is not significantly impaired.

Tomasello (2003) makes an important general pointretevance here
involving child language acquisition. The drivingrée behind child language
acquisition, he argues, is the need to communemademake sense of patterns, not an
innate language acquisition device. Communicat®rdrven by intention-reading
skills whereby interaction is established with théside world and the essential aim
is to convey intentions and understand those oérethThe sociocognitive urge to
interpret the intentional and mental states of msthtrives the learning of language.
But just as children need to interact, express ttneiughts and understand those of
others in the L1, so too do speakers acquiring 2nnteracting socially is central to
the acquisition of language. It is this, we belietieat ultimately underlies the
communicative blocking of negative transfer (5).

5.5. Theorder of second language acquisition

The cumulative effect of the principles proposed Sections 4 and 5 can be
summarized in principle (6):

(6) Order of Second Language Acquisition (OSLA)
The order of acquisition for properties of the k2n accordance with general
principles (A)-(D), and with the more specific priples and patterns that are
supported empirically. These principles can be ripomted within a multi-
factor model of SLA, the CASP model, and used tbndepossible versus
impossible, and likely versus unlikely, interlangaastages proceeding from a
given L1 to a given L2.

These principles operate collectively to make aams¢éd predictions for the
acquisition of properties of L2 English and of attenguages, and for their relative
sequencing. Their interaction is complex, becatuseetare several such principles,
which sometimes compete and sometimes cooperataube they are gradient, and
because they have different relative strengths.

Issues of interaction and relative strength hawentty been addressed in
Hawkins (forthcoming: Ch. 9). He argues that thdesuof cooperation and
competition between principles in multi-factor mtsdéor all areas of language are
driven by the same efficiency principles that ulitely explain the principles
themselves. In the present context we have se¢rspleaific principle 5 (CBN) will
block 4 (PNT) when efficient communication is put résk, in accordance with
general principle D (MaC), as in the conflicting moorder data of English and
Japanese. Similarly when frequency or infrequencthe input for certain structures
and meanings overrides the positive transfer ofeshal-L2 properties in early L2



learning (i.e., when MaF (2) trumps MaPT (1)) thigl be because of the greater
efficiency of attention to frequency as a learnstgategy. The set of L1 properties
that is shared with a given L2 is much smaller ttienset of L2 properties to which
the learner is exposed and which constitute themgy data for the task at hand,
namely learning the L2. Hence it is generally meiffecient for L2 learning to follow
MaF (2) and to be sensitive to L2 input frequendiem to transfer properties, even
positively, from the L1. The benefits of followidaF will outweigh the benefits of
MaPT in cases of conflict, therefore, especiallyha initial stages of learning when
many shared properties are infrequently occurrind when there is insufficient
evidence for their existence in the L2.

These examples illustrate the important point tiet relative strength of
competing principles is not arbitrary but reflette same kind of ease of learning and
processing that, we argue, ultimately underliesptieciples themselves.

6. Conclusion

In this article we have outlined a general modé\S@, that contains a number of
interacting principles that appear to underlie kivels of evolving interlanguage data
that we find in second language learning. We ackedge that there are undoubtedly
more factors that play a role in this process drad tontribute to internal variation
within L2 learners of different ages, motivatiowdg teaching background, etc. Our
purpose here, however, has been to outline somineoimore general linguistic,
psycholinguistic and communicative factors thategppto structure our data, and
these have been formulated as general and sppgiicples of the CASP model.

The CASP model has a number of advantages. Irpocates principles of
both learning and processing and helps us predictation patterns within the
numerous transfer-related phenomena. Cruciallghdws how, and explains why,
different mechanisms can relate to one other andpepate or compete in the
dynamic push-pull of SLA, which numerous previoutempts, focused on fewer
principles, have not managed to account for, eveugh they have collectively
drawn attention to a number of the principles fieature in our model. By changing
our theoretical perspective from one of oppositeord assessment of alternatives
(Long 1993) to integration and interaction, we patentially provide a more realistic
model and solve problems that have proved elusiveitio. The relative weight of
competing principles in L2 acquisition can now deserved and measured, using
learner corpora, and we can often account for wipichciple wins. For example,
Japanese speakers have to make the effort to ntasgish SVO word order early
because if they stick to their native SOV they rigkserious breakdown of
communication, which relates to the ultimate goal language learning: to
under stand and make yourself understood. Further, while some general principles are
found across the board regardless of L1 (e.gleathers tend to minimize learning
and processing effort), the CASP model makes maegigtions for possible versus
impossible, and more versus less likely interlaggga for different L1-L2 pairs as
exemplified in the definite and indefinite artidenission data of Tables 1 and 2.

In summary, the model we propose builds on invdkiabsearch that has
preceded ours but provides a novel multi-factospective with redefined principles
and a new methodology for formulating and testimgdpctions. We hope it will
inspire further interdisciplinary research in SLAdabring grammarians, learning and
processing theorists, and corpus linguists clasgether, as well as opening channels



of communication between theoreticians and prackis who work on teaching and
assessment.

The CASP model presented in Sections 4 and 5 wédnto be supplemented
in the future by more principles, therefore, inchgdsocial and pedagogical ones.
Their strength and the manner of their interactigth other principles will have to be
specified and motivated theoretically. More emgpgiricesting is now needed for
different L1-L2 pairs and for the predicted versugpredicted interlanguage data.
Many other grammatical and lexical features wilvdd@o be examined beyond those
we have discussed here, using more learner data Eoglish as well as learner
corpora for other L2s exemplifying various typolcag)i mixes of L1 and L2. Other
methodologies can also be employed in testing oadat) both production and
comprehension experiments from psycholinguistics well as traditional
grammaticality judgment tests of the kind used émayative linguistics. These tests
are useful for subtle syntactic phenomena that rocety rarely in actual usage and
corpora. Further data testing the predictions ASE, of the kind we have illustrated
here, can then yield deeper insights into the ralesnteraction and the relative
strength of our principles, which can in turn geserfurther predictions for empirical
studies.

It would also be desirable to set up a computemkition to examine the
possible/impossible and likely/unlikely routes frengiven L1 to L2 in the manner of
Kirby's (1999) simulation for evolving word ordeianants in different grammars,
which used Hawkins’ (1994) efficiency metric forrphe structure processing. By
modeling multiple factors rather than just a sinigletor as in Kirby’s study, further
insight could be gained into their interaction aeldtive strength.
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