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Measured and simulated pulse shapes in electrically-segmented

coaxial Ge detectors have been investigated. Three-dimensional po-

sition sensitivities have been determined experimentally and the-

oretically in a 36-fold segmented Ge detector. By using the two

dimensional segmentation in conjunction with pulse-shape analy-

sis, a position sensitivity of better than 1 mm can be obtained

in three dimensions at an energy of 374 keV. This is achieved by

analyzing the shape of net charge signals of segments containing

interactions and of transient image charge signals of neighboring

segments. The ability to locate interactions in three-dimensions is

one of the crucial properties in the proposed -ray energy track-

ing array (GRETA). The concept of -ray tracking will not only

increase the eÆciency in detecting  radiation but also enables the

localization and characterization of unknown -ray sources with

much higher accuracy than is possible with current instruments.
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1 Introduction

Currently, a new technique to enable the tracking of  radiation is being devel-
oped which will allow the determination of the time sequence of interactions
of  rays and their respective positions in a detector as well as their energies
[1]. An implementation of this concept, the gamma-ray energy tracking array,
known as GRETA, is currently being developed at the Lawrence Berkeley Na-
tional Laboratory (LBNL) and focuses on improving the performance of -ray
spectrometers primarily in the �eld of nuclear structure physics. It is antici-
pated that GRETA will improve the resolving power over existing arrays, such
as Gammasphere, by at least two orders of magnitude [1,2]. This large gain is
based on an increased eÆciency and peak-to-total ratio, a better Doppler-shift
correction, and a higher count-rate capability. The concept of -ray tracking
also allows potential improvements in the ability to locate and characterize
unknown -ray sources, useful in areas such as astrophysics or medical -ray
imaging.
One crucial ingredient in the concept of gamma-ray tracking is the ability to
determine the energy and position of individual interactions, which requires
a three-dimensional position resolution on the order of a few millimeters. In
the approach we are pursuing, the determination of the position is achieved
by employing pulse-shape analysis in a two-dimensionally segmented coaxial
HP-Ge detector. While pulse-shape information is already being used success-
fully in Ge detectors to improve energy resolution [3,4], to perform Compton
suppression [5,6], and to determine the mean radius of interactions for an im-
proved Doppler correction [7], it is clearly not fully explored. For example,
in [7] a mean radius of all interactions of one  ray is obtained by only con-
sidering one or two parameters of the signal. These studies have recognized
already that the pulse shape reects energies as well as positions of interac-
tions of the  ray with the detector material. However, without segmentation
the pulse shape is only sensitive to one dimension, the direction of the charge
drift, e.g. the radius in coaxial or the depth in planar detectors. To overcome
this limitation, we are using a closed-ended coaxial Ge detector with its outer
contact divided into two-dimensional segments. With suÆciently small seg-
ments, charge is not only induced on the charge-collecting segment but also
transiently on the neighboring segments. Since the segmentation is perpen-
dicular to the electric �eld lines (e.g. the radius) a position sensitivity in the
complementary two dimensions (e.g. the depth and azimuthal angle) can be
obtained. In this paper we report on measurements and calculations of the
position sensitivity of the GRETA prototype detector.
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2 GRETA prototype detector

The measurements to determine the three-dimensional position sensitivity in
segmented coaxial Ge detectors have been performed with a GRETA proto-
type detector delivered by Eurisys Measures in Strasbourg. This prototype is
illustrated in �g. 1. It consists of a closed-ended HP-Ge n-type crystal with
a tapered hexagonal shape designed to �t in a spherical shell arrangement
consisting of about 120 of these detectors. The length of the crystal is 9 cm,
the diameter at the back is 7 cm and the maximum diameter at the front is
4.4 cm. The angle of the taper is 10 degree.The outer electrode is divided into
36 segments, 6 longitudinal and 6 transverse. The 6 longitudinal boundaries
are located in the middle of the at sides of the hexagonal shape. The width
of the transverse segments starting at the front (the narrow side) are 7.5 mm,
7.5 mm, 15 mm, 20 mm, 25 mm and 15 mm, respectively. The thicknesses
of the layers were chosen to distribute the number of the interactions more
equally among the segments for  rays coming from the front and to allow the
study of the inuence of di�erent thicknesses on the transient-signal sensitiv-
ity. The Ge crystal resides in a 1 mm thick aluminum can of the same shape
as the crystal. This can is separated from the crystal by 1 mm to simulate a
close packing of individually encapsulated detectors, similar to the design of
the Cluster detectors [8] currently implemented in the Euroball array. The 37
FETs for the 36 segments and the central channel are located and cooled in
the same vacuum as the crystal. Cold FETs provide low noise which is impor-
tant for optimizing the energy and position resolution. The charge sensitive
preampli�ers are positioned on a cylindrical motherboard next to the vacuum
feedthroughs in the back of the detector. These preampli�ers and their mount
were designed and built at LBNL and are characterized by their small size,
fast risetime, low noise, and excellent response properties [9]. More details on
the GRETA prototype detector and the preampli�ers can be found in [10].

3 Origin and calculation of charge signals in a segmented Ge de-

tector

To determine the position in three dimensions based on pulse-shape analysis,
a detailed understanding of the pulse shapes is necessary. In the detector, a
signal is produced when electrons and holes, formed by the slowing down of
the photo- or Compton-electrons, induce an image charge of opposite sign on
the electrodes. As the charge drifts toward the electrodes, the amount of the
image charge changes and currents ow into or out of the electrodes. When
the charge is at a large distance from the electrodes, the induced charge is
distributed over several electrodes. As the charge moves closer to the desti-
nation electrode, the induced charge on this electrode increases and charges
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on the other electrodes decrease until the charge �nally reaches the electrode
and neutralizes the image charge. The observation of a net charge on the des-
tination or charge-collecting electrode can be used to identify the electrode
which contains the interaction. The predominant characteristic of the tran-
sient image signals is that they vanish when the charge carriers are collected
and that either polarity is possible, dependent on the di�erent contributions
of holes and electrons. The fact that either polarity is possible is useful since
it increases the dynamic range of signals, increasing the position sensitivity.
For instance, simply observing the polarity of the induced signal allows to
distinguish between an interaction at small and large radius. However, the
drawback of the two polarities is that the contributions of holes and electrons
can compensate each other, generally close to the mid point between the two
electrodes, which results in a reduced sensitivity at these locations.
Net charge, as well as transient image charge signals can be calculated in the
following manner: �rst we have to calculate the path of the charge carrier
for a given position of the interaction. The motion of the charge carriers is
determined by the electric �eld ~E(~r), which itself depends on the detector ge-
ometry, applied voltage V

0
, and intrinsic space charge density � and mobility

�. To obtain the electric �eld the Poisson equation

��(~r) = ��(z)=� (1)

for the potential � is solved. Here, � is the dielectric constant for Ge and �(z)
reects the dependence of the space charge density on the depth. We used a
linear variation for the impurity density from -11�10�9cm�3 at the front to
-6�10�9cm�3 at the back of the detector, as suggested by the manufacturer.
After solving the Poisson equation numerically employing either the relax-
ation method or �nite element methods, the potential is obtained on a three
dimensional grid with a grid size of e.g. 1 mm. The calculated potential for
the tapered hexagon geometry at a depth of 4 cm is shown on the left side of
�g. 2. The electric �eld is then calculated on these grid points as

~E(~r) = �r�(~r): (2)

Using the relation

~v( ~E(~r)) = �(T;E(r); �; #) ~E(~r) (3)

for the velocity, we can calculate the trajectory for electrons and holes for
any given start position by interpolating the electric �eld between the grid
points and a given time interval �t of (e.g.) 2 ns, small enough to prevent
discontinuities in the drift velocity. We have to point out that the mobility
is not only a function of the temperature and electric �eld but depends also
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on the angle � between the drift direction and the crystal orientation and the
angle # between the electric �eld and the crystal orientation. The temperature,
electric �eld strength and crystal orientation dependence for the magnitude
of the mobility for electrons and holes in germanium can be taken from [11]
and [12], respectively. The e�ect of a velocity vector which is not parallel
to the electric �eld direction due to the anisotropic e�ective mass tensor in
Ge [13] is discussed in [14]. We assume that the slowing down time of the
original Compton electrons, with the related creation of electron-hole pairs,
as well as the time for these pairs to reach the velocity v( ~E(~r)) is negligible.
Furthermore, we neglect the range of the Compton electron and the �nite size
of the distribution of charge carriers moving towards the electrodes. The most
critical assumption is to neglect the range of the Compton electrons and will be
discussed later in more detail. Fig. 3 shows calculated trajectories for electrons
and holes assuming an interaction took place at x=2.2 cm, y=0.45 cm and
z=5.85 cm in a coordinate system indicated in the �gure.
To �nally calculate the induced signals in the di�erent segments we use Ramo's
theorem for the so called weighted potential [15]. This potential is derived by
solving the Laplace equation in the given geometry with voltage only on the
sensing electrode and all the other contacts on ground. The right-hand side of
�g. 2 shows the weighted potential for one of the segments at the fourth layer.
Calculating the electric �eld for every grid point and every segment as before
and using the previously obtained trajectories for holes and electron we can
determine the induced charge �Qij (i:holes or electron, j:number of segment)
of a charge q

0
for each step �~ri:

�Qij = q
0

~Ej(~ri)�~ri=V0: (4)

In the following, q
0
, which reects the energy deposit per interaction, is nor-

malized to 1 or 100. V
0
is the applied voltage, in our case +3000 V. The lower

part of �g. 3 shows calculated signals for the indicated starting point of the
trajectory in segment B4. The left hand side shows the net charge signal of
segment B4 and the di�erent contributions of holes and electrons. The right
hand side shows transient charge signals of the azimuthal neighbor C4 and
the segment in front B3.

4 Measurement of signals

To con�rm the accuracy of the above described calculations it is necessary to
compare the resulting signals with measured pulse shapes. In addition, the
measurements will determine the position sensitivity which is achievable. An
experiment was assembled to enable the measurement of signals for 9 Ge seg-
ments for a given single interaction point in the volume of the detector. This is
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realized by using a collimated 137Cs -ray source placed in front of the GRETA
prototype detector and requiring a coincidence between this detector and one
of three NaI detectors which are located at 90 degree at an adjustable depth.
The setup is shown in �g. 4. While the collimator in front of the Ge detector
de�nes the x and y position of the interactions, the slit in the collimator in
front of the NaI detectors de�nes the depth (z) of the interactions. The NaI de-
tectors were chosen instead of Ge detectors because of their size which allows
a large solid angle coverage in a close geometry. All three NaI counters mea-
sure 5" in diameter and 6" in length. To de�ne the location of the interactions
as precisely as possible, the diameter of the hevimet collimator hole in front
of the Ge detector as well as the slit width of the lead absorbers in front of
the NaI detectors were only 1 mm. To select events with only one interaction,
gates on the energies deposited in the Ge and the NaI detectors were used,
implying a Compton scattering process of 90 degree, which deposits 374 keV
in the Ge crystal. This improvement is indicated in �g. 5 which shows result of
Monte-Carlo simulations performed with GEANT-3 [16]. The top part shows
the number of interactions at the given position with and without an energy
gate in both detector systems. Without the gate only about 55% of the co-
incidence events are due to single interactions compared to more than 85%
with the energy requirement. In the lower part of this �gure the spread in the
positions of the interactions based on the 1 mm collimation is shown. The size
of the cylindrical volume which has been mapped out has a diameter of about
1.7 mm and a depth of about 1.9 mm, both measured at the full width half
maximum. Using the 1 mm collimation system and a 137Cs source with an
activity of 1 mCi we obtain a count rate of about 1 event in 10 to 60 minutes
depending on the radial position of the front collimator at a depth of 4 cm
in the Ge. The 137Cs source was specially built to have all the activity in a
cylinder with a diameter of 1 mm. Comparing with a source of higher -ray
energy (e.g. 60Co), the advantage of the lower -ray energy of 137Cs is that the
collimators can be shorter providing a higher count rate.
The signals of 9 segments which are arranged in a 3x3 matrix were taken from
the preampli�er into fast ampli�ers to match the input range of the wave-
form digitizers. In addition, the preampli�er signals of the three NaI detectors
were also ampli�ed and fed into the waveform digitizer system. Each of the 12
channels of the waveform digitizer has a 500MHz sampling rate and a pulse
height resolution of 8 bits. The collimation system was arranged to allow the
central segment (B4) of the 3x3 matrix of segments to contain the interaction
resulting in a net charge signal while the 8 neighbor segments observe only
the transient image charge signals. Measured sets of signals of the 9 segments
are shown in �g. 6 and �g. 7 at di�erent radii of the interaction point. The
numbering of the segments is the same as in �g. 3. For comparison, calcu-
lated signals at the given positions are plotted as dashed lines. While the
agreement between calculations and measurements at the large radius is very
good, the calculated signal at the smaller radius is faster than the measured
one indicating a too fast hole mobility. To improve the signal-to-noise ratio
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in the measured signals, we averaged 16 samples at 500MHz to give a 32MHz
sampling rate which is close to the bandwidth of the prototype detector and
preampli�er system [10].
The alignment of the detector relative to the scanning and collimation system
was done by scanning the front face with a collimated source and plotting the
intensity of the 662 keV transition in 137Cs measured for a �xed time for all
segments as a function of the position. By identifying the segment boundaries
as a function of depth and azimuthal angle the alignment could be determined
and adjusted. The location of the detector segments in the z (depth) direction
were obtained by scanning a collimated 241Am source from the front to the
back of the detector and measuring the intensity of the 60 keV -ray as a
function of depth for each segment.
So far, we have measured 36 di�erent positions which required about 6 weeks of
continuous data taking. These 36 positions are composed of 12 measurements
for each of three di�erent depth (z) layers. The x-y locations are indicated in
�g. 8. The distribution of interaction positions were derived by simulations.
In the x direction, which is along a transversal segmentation line, we moved
in 4 mm steps from 22 mm to 10 mm. In the y direction perpendicular to the
B/C boundary we moved in 3 mm steps, starting at a distance of 1.5 mm from
C4. In the same way, we moved in the z direction in 3 mm steps starting at
distance of 1.5 mm from neighbor B3 in B4.

5 Position sensitivity

Using the measured signal shapes from the 36 positions it is possible to obtain
a position sensitivity based on signal-shape di�erences in this segmented Ge
detector. The sensitivity we refer to in the following quanti�es the change of
signal shapes as a function of the location of the interactions relative to the
observed noise which represents the main uncertainty in the measurement. We
assume that the distance between the positions we measure is small enough
to allow to neglect e.g. crystal orientation e�ects and the uncertainty in the
overall alignment of the detector relative to the collimation system of the or-
der of about 1 mm. The agreement between the experimental results and the
calculations seem to justify this approach with its inherent simpli�cations.
An indication of the obtainable position sensitivity can already be seen in the
apparent spread of the signals in �g. 6 and in �g. 7. To determine the contri-
bution of the �nite opening angle of the collimation system to this spread we
performed Monte-Carlo simulations using GEANT with the set-up drawn in
�g. 4. Energies and positions of each interaction from these simulations were
used to derive calculate signals in the 9 segments studied in the experiment.
To compare the spread in the signals obtained from measurement and the
calculation, we plot the distributions of maximum amplitudes of the transient
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image charge signals for di�erent positions and segments. In �g.9 distribu-
tions of measured and calculated amplitudes are shown for signals in segment
C4 for di�erent distances from the B/C boundary (y) and constant values of
x and z. While these distributions indicate the sensitivity in the azimuthal
direction, �g. 10 illustrates the sensitivity in the depth (z) by showing maxi-
mum transient charge amplitudes in segment B3 for di�erent z-positions and
constant x- and y-values. Besides the good agreement between the measured
and calculated distributions, the dependence of the maximum induced charge
on the location of the interaction relative to the two di�erent boundaries can
be clearly seen. To illustrate the sensitivity for the third dimension (x, which
is similar to the radius) contained in this one parameter we show the tran-
sient charge amplitudes in segment B3 again but now for di�erent x-values in
�g. 11. The positions and the width of the distributions are more spread out
than in the previous two �gures, indicating a higher sensitivity. The smaller
number of events for smaller x-values reects the increase of the absorption
probability of the  rays after the 90 degree scattering.
To further analyze the comparison we plot the mean as well as the width
of these distributions as a function of position as shown in �g. 12, again for
segments C3, C4 and B3 for the three di�erent depth values,�z, x-values of
22 mm and 14 mm and all available y-values. While the width of the peaks
can be reproduced very well, the location of the mean values show some sys-
tematic deviations. These discrepancies are likely to reect the uncertainty in
the overall alignment of the prototype detector relative to the collimation sys-
tem and crystal orientation e�ects which have not yet been taken into account
completely. The good agreement, especially of the width of the distributions,
indicates that the major cause for the observed spread is only due to the �nite
size of the collimation system and not due to a limited sensitivity e.g. the
noise in the signals. The larger spread in the mean values as well as the larger
width of the distributions closer to the boundaries imply a higher sensitivity
at these locations.
To quantify the di�erences in the signals between all combinations of pairs of
locations we will in the following take the entire signals, e.g. the time samples
between the 10% (t10) and the 90% (t90) level of the net charge signal into
account. Comparing all pairs of interaction points ensures that each set of sig-
nals is unique in the volume studied. The di�erence in the signal amplitudes
qk(t) at the time sample t between the positions i and j has to be related to
the uncertainty in the signals, the noise level �k, which is measured in each of
the segments k, and the distance of the positions �rij. Since we compare two
signals of the same segment with noise level �k, the total noise contribution
is
p
2� �k, assuming the noise is not depending on the position of the inter-

action. Thus, the sensitivity Sij, e.g. the ability to distinguish two locations i
and j of interactions based on signals measured in 9 segments, can be de�ned
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in the following way:

S2

ij =
�r2ij

�s2ij
; (5)

where �sij quanti�es the di�erence of the signals in terms of the measured
noise:

�s2ij =
9X

k=1

t90X

t=t10

[
�qki (t)� �qkj (t)p

2�k
]2: (6)

Therefore, a high sensitivity refers to a small value of Sij. If the set of signals
di�er only by �ij for two locations i and j, the sensitivity will be just �r2ij.
Several remarks seem appropriate at this point concerning the details of the
described procedure: First of all, as �qki (t) indicates, signals are used which are
averaged over many measurements for each segment and position. The main
reason for this is to generate one set of signals which corresponds to the cen-
ter (average) position of the collimation system. As indicated in the measured
signals above, the spread in the signals even for a volume of �3 mm3 is sig-
ni�cant, preventing the determination of a signal at a �xed position on an
event-by-event basis. Another goal achieved by the averaging is the removal
of noise, thus leaving a signal which reects purely the position variation. The
noise level �k was determined by extracting the standard deviation of 500 time
samples of one of the individual events, excluding the signal region. The av-
erage noise level (1�) for all the 9 channels considered was about 5 keV. This
value agrees with a more sophisticated approach in which the total noise as a
function of frequency is measured. At a frequency of about 40 MHz, which is
the bandwidth of the di�erent channels, we obtain also a value of about 5 keV
[10]. Fig. 13 and �g. 14 show averaged signals for the indicated positions for
both the measurements and the calculations. Also included are the calculated
signals for a single interaction at the targeted position. At the outside radii
the assumption of the average signal representing the center position appears
well justi�ed while for smaller radii the agreement is not as good. This is due
to the low statistics of only 10-20 counts and the high position sensitivity at
these locations and the discrepancy in the mobility of the holes as mentioned
earlier.
Two examples of experimentally obtained sensitivities are shown in �g. 15
and �g. 16. These graphs display sensitivities for positions indicated by the
arrows relative to all other 35 positions. For instance, in �g. 15, values of Sij

are plotted where the position i is at x=22 mm, y=1.5 mm and �z=4.5 mm
while j represents all other positions of the collimation system. Again, the
three columns display the three di�erent z-layers at a distance of 1.5 mm,
4.5 mm and 7.5 mm away from the front segment, respectively, each con-
taining 12 location of interactions. While the magnitudes in �g. 15 represent

9



roughly an average of all combinations, the position in �g. 16 is located in a
place with lowest sensitivity, where electrons and holes compensate each other
leading to small transient induced signals which results in a low sensitivity in
directions perpendicular to the azimuthal boundaries. However, even for these
worse cases a sensitivity of /1 mm is obtained for an energy deposition of
374 keV. For other locations or radial directions the obtainable sensitivities
are better than 0.5 mm. For comparison, results employing the same proce-
dure for calculated signals are displayed in the middle row. While the signals
and the di�erences were obtained purely by calculations, the noise were taken
from the experimental data the same way as above. The lower parts of these
�gures show the calculated sensitivity assuming the interaction takes place
right on the center of the collimation system. Generally, a very good agree-
ment between the measured and the calculated sensitivities is achieved. The
obtained calculated values show very similar dependencies of positions as the
measured ones and also the magnitude agrees very well.
It is interesting to study the direction dependence of the derived sensitivities
in more detail. As can already be seen from �g. 15 and �g. 16, the x-direction
has usually a higher sensitivity than the y- or z-direction. This is due to the
larger variation in the shape for changing radii than for the other directions.
Since the underlying mechanism of the transient induced signal along the
y and z direction is the same, the sensitivity along these directions is com-
parable. On average, a sensitivity of about 0.2 mm can be deduced for the
radial direction and about 0.5 mm for the two directions perpendicular to the
boundaries. In �g. 17 the sensitivity from all position pairs (36�36) are sum-
marized for an energy deposition of 374 keV. Not only all locations appear to
be unique but most of the positions show a sensitivity of better than 0.5 mm.
This remarkable result indicates that the size of the segments is adequate and
the noise level is low. Table 1 shows the derived sensitivities as a function of
depth. These numbers represent averages over all combination for each layer.
Included are also the numbers obtained by the two types of calculations. The
degradation in sensitivity for larger values for �z reects the saturation e�ect
of the transient signals for larger distances to boundaries which could be al-
ready seen in previous �gures, showing the distributions of maximum induced
amplitudes. The sensitivity in the x-direction of about 2 mm at an energy of
374 keV obtained here is in good agreement with results of a recent study on
the achievable radial resolution possible in principle in coaxial Ge detectors
[17].
Finally, we can also study the dependence of energy on the sensitivity by scal-
ing the noise amplitude accordingly. At low energy the signal-to-noise ratio
is worse. However, we still obtain a position sensitivity of about 1 mm at an
energy of 100 keV.
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6 Sensitivity and -ray tracking

In this section we discuss how the excellent position sensitivity obtained above
relates to the performance of a -ray tracking detector.
The sensitivity we refer to in this report represents a position resolution ne-
glecting e�ects such as the range of the Compton electrons or the broadening
of the distribution of charge carrier traveling towards the electrodes due to
di�usion and assuming a single interaction without further complications of
disentangling multiple interactions. In particular the range of the Compton
electron represents an uncertainty which will limit the accuracy in determining
the location of the scattering process. For instance, in the current measure-
ments, the Compton electron of 374 keV has a range of about 0.2 mm which
is of the same order as the sensitivity obtained for many positions. The only
reason we were able to achieve a sensitivity sometimes even better than the
range of the Compton electron is due to the averaging procedure and using
a slit in front of the NaI detectors to de�ne the 90 degree. scattering. For a
Compton electron of 1 MeV (e.g. 90 degree Compton scattering of a 1.4 MeV
 ray) the range increases to about 1 mm [18]. The maximum diameter of
the distribution of charge carriers can be estimated to be less than 0.1 mm in
the present GRETA prototype geometry and therefore does not represent a
serious limitation.
While in this paper we discussed only the sensitivity for localizing one in-
teraction in the volume of a Ge detector, this is only a necessary �rst step
for determining the locations of multiple interactions occurring in the same
or neighboring segments. In such cases the position resolution will have ad-
ditional contributions from the algorithm used to disentangle these multiple
interactions.
Another e�ect which has no impact on the position determination of a single
interaction, but does for the proposed -ray tracking based on events with at
least two interactions, is the Compton pro�le. It reects the initial momentum
distribution of the electrons involved in the Compton scattering. Generally, in
the description of Compton scattering the binding energy as well as the mo-
mentum of the electron is neglected. However, the momentum of the electron
has a measurable e�ect on the angle-energy relation for -ray energies up to
several MeV, and must be considered if the accuracy in position determina-
tion is required to be of the order of 1 mm. In contrast to the range of the
Compton electron, this e�ect becomes more important for smaller -ray ener-
gies and also depends on the scattering angle. Evidence for the importance of
this e�ect is shown in �g. 18 which displays measured and calculated energy
spectra obtained in the GRETA detector mounted in the collimation system
with a hole diameter as well as slit size of 1 mm as above. Here, the momentum
distribution of the electrons in Ge [19] has to be taken into account to obtain
an agreement between the measured and the calculated energy pro�le in the
Ge detector.
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Another e�ect which could limit the accuracy in the determination of the
location of interactions is the anisotropy of the charge carrier velocity with
respect to the crystal orientation. Both the magnitude of the drift velocity
and the angle between the velocity and electric �eld changes relative to the
crystal orientation. The magnitude has a variation of 0-15% and the the angle
variation is about 0-15 degree at a electric �eld strength of 1 KV/cm. Both
e�ects correspond to an uncertainty of up to a few millimeters [14].

7 Conclusions

We have performed measurements and calculations to study the three-dimensional
position sensitivities for single interactions of  rays in segmented Ge detectors.
The position sensitivity was achieved by applying digital pulse-shape analy-
sis to the induced signals from a two-dimensionally segmented detector. We
used the 36-fold segmented GRETA prototype detector in a coincidence set-up
which allowed us to localize single interactions in the crystal. Pulse-shape cal-
culations in combination with Monte-Carlo simulations of -ray interactions
have been performed which yield good agreement with the measured signals
and their properties for the di�erent positions. A position sensitivity of better
than 0.5 mm has been obtained for most positions in the measured range of the
crystal. The crystal volume studied includes most of the radial extension of the
crystal and up to 1 cm away from segment boundaries. Furthermore, we found
that the sensitivity in the radial direction of about 0.2 mm is higher than for
the directions perpendicular to the segmentation lines where we obtain about
0.5 mm. By studying the energy dependence of the position sensitivity we
found that even for a -ray energy of 100 keV a sensitivity of about 1 mm can
be achieved. The excellent position sensitivity which has been demonstrated
in three dimensions makes the concept of -ray tracking feasible.
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Table 1

Sensitivities for each of the three studied layers in mm. The values represent average

sensitivities for all combinations per layer.

�z [mm] 1.5 4.5 7.5

Measurement (averaged signals) 0.33 0.34 0.39

Simulation (averaged signals) 0.29 0.31 0.38

Simulation (single interaction) 0.22 0.25 0.28
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Fig. 1. The GRETA prototype detector with its tapered hexagonal shape and the

arrangement of the 36 segments.
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Fig. 3. The upper part shows the calculated path of electrons and holes in the

GRETA prototype detector. The geometry as well as the arrangement of segment

boundaries is shown. The interaction at x=22 mm, y=4.5 mm and z=58.5 mm

is marked with a star in segment B4. Calculated signals for B4 and the nearest

neighbors B3 and C4 are plotted in the lower part.
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Fig. 4. Experimental setup used for the measurements. The upper �gure shows a

top view on the coincidence setup and the lower part illustrates a side view of the

vertical arrangement of collimation and detector systems.
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